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Abstract
Vision-based hand gesture recognition involves a visual analysis of handshape, posi-
tion and/or movement. Most of the previous approaches require complex gesture 
representation as well as the selection of robust features for proper gesture recogni-
tion. To eliminate the problem of illumination variation and occlusion in gesture vid-
eos, a simple model-based framework has been presented here using a deep network 
for hand gesture recognition. The model is fed with ‘hand-trajectory-based-contour-
images’. These images represent the motion trajectory of the hand for isolated trajec-
tory gestures obtained via pre-processing steps—a two-level segmentation process 
and a double-tracking system. Deep features extracted from these images are used 
for estimating the hand gestures. Conventional machine learning methods involve 
tedious feature engineering schemes, while deep learning approaches can learn 
image features hierarchically from local to global with multiple layers of abstraction 
from a vast number of raw sample images. The feature learning capability of CNN 
architecture has been used here and it has shown outstanding results on three differ-
ent datasets.
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1 Introduction

Generally nonverbal communication occurs through hand gestures, body pos-
tures, and facial expressions that makes almost two-thirds of all communication 
among human. While rest of the body indicates a more general emotional state, 
hand gestures can have specific linguistic content in it. One contemporary goal 
in human-computer interaction (HCI) design is to enable effective and engaging 
interaction. For example, vision-based hand gesture recognition (VGR) systems 
can enable contactless interaction in sterile environments such as hospital surgery 
rooms, or simply provide engaging controls for entertainment and gaming appli-
cations. However VGR is not as robust as standard keyboard and mouse based 
interaction. Issues such as sensitivity to size and speed variations of the gesturing 
body part, varying luminance conditions in the scene, a poor performance against 
complex backgrounds and the reliable detection of the gesturing phase due to var-
ious reasons like blurring or occlusion, etc, have limited the use of hand gestures 
as a reliable tool in interface design [1].

Numerous attempts have been taken by various researchers to deal with these 
inherent problems in a vision-based hand gesture recognition system. In this pro-
cess, it is seen that a classical vision-based hand gesture recognition system usu-
ally consists of three main stages: first, acquisition, detection and pre-processing; 
second, gesture representation and feature extraction; and finally recognition [1, 
2]. Among them, proper segmentation of the hand and robust and effective fea-
ture representation are two major challenges. Accurate segmentation of the hand 
from the captured images/videos remains a challenge for many preoccupied con-
straints like illumination variation, background complexity, and occlusion due to 
the articulated shape of the hand. Here in this work, the major issues that have 
been tried to address are -

Firstly, to get proper segmentation, the effect of illumination variations has 
been tried to minimize as much as possible. Various researchers have shown sig-
nificant attention towards skin color information owing to its computational effi-
ciency yet, robustness against rotations, scaling and partial occlusions. Generally, 
the chrominance cue information of skin color is less sensitive to illumination 
changes as compared to the luminance counterpart. Human skin color does not 
scatter randomly in a given color space, but clusters in a minimal region of a 
given color space. However, the color representation is not segregated into lumi-
nance and chrominance components in RGB color space, and all the three color 
components R, G, B are highly correlated to each other. Due to this reason, HSV 
and YCbCr color spaces are used in the skin segmentation process where the 
luminance component has been dropped, and only the chrominance component 
is used. Along with skin-color segmentation, motion information has also been 
used to segment the moving hand through the three-frame differencing method. 
These two methods are applied separately on the video frames and finally, the 
intersected portion is retained after a double check on the region of interest and 
the next process is carried out on this segmented hand region.
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Secondly, tracking is done on the segmented region through a particle filter 
tracker which has been modified to handle the problem of blurring or occlusion 
to a great extent. Moreover, another CAMShift tracker tracks the centroid of each 
tracked hand region in each frame. In this way, a double-tracking system gives a sin-
gle image called ‘hand-trajectory-based-contour-image’ that describes the trajectory 
of the gesture video. These images are used in recognition after feature extraction.

Lastly, the manual handcrafted features usually demand the user to have some 
prior knowledge and some preprocessing such as image transformation, etc, for 
proper recognition by a classifier. This has motivated the development of learning 
robust and effective representations directly from raw data and deep learning pro-
vides a plausible way of automatically learning multiple level features, by using 
multiple processing layers to learn image representations with multiple levels of fea-
ture abstraction. The recent popular deep learning methods like convolutional neural 
network (CNN) have demonstrated competitive performance in both image repre-
sentation as well as classification. This work utilizes CNN to extract robust hand 
gesture features that can be used to recognize the hand gestures more precisely. The 
features are invariant to a certain extent to the shift and shape mutilations of the 
input characters. This invariance happens on the grounds that CNN embraces the 
weight-sharing procedure on the feature map. Unexpectedly, the hand-crafted fea-
ture extractor needs intricately planned provisions or even applies various sorts of 
features to accomplish the contortion invariance of the individual characters. Moreo-
ver, the topology of transcribed characters is vital on the grounds that pixels situated 
close to one another in space have solid associations. The elementary features like 
the corners, endpoints, and so on are made out of these close-by pixels. CNN utilizes 
the receptive field idea effectively to get such nearby visual provisions. Nonetheless, 
the hand-crafted feature extraction techniques disregard and lose such chronology of 
the contribution to most cases. Subsequently, the trainable features of CNN can be 
utilized rather than the hand-crafted feature to gather more delegate and significant 
data, particularly for the manually written digits.

The main contribution of this work is to present a hand gesture recognition model 
for isolated trajectory-based gestures using CNN architecture which is more suit-
able in spatial and semantic representation. This work basically is an extension of 
our previously published conference paper [3]. Especially, in order to enhance the 
hand gesture representation, a technique for converting a gesture video into a single 
image representing the trajectory of the gesture is introduced in the pre-processing 
step and we call these images ‘hand-trajectory-based-contour-images’. Here the pre-
processing scheme removes the constraint of variable illuminations inherently pre-
sent in the original gesture videos. Through a proper tracking system, the problem 
of blurring or occlusion has also been tried to minimize. The experimental results 
demonstrate the effectiveness of the model achieved through these steps: preprocess-
ing that removes the illumination variation and occlusion problem cooperating in 
raw data and the salient features learned through CNN for hand gesture recognition.

The rest of the paper is organized as follows. Section 2 reviews related work. Sec-
tion 3 presents the proposed hand gesture recognition model via CNN. The experi-
mental results and analysis based on the proposed method are shown in Sect. 4. The 
last section summarizes this study and proposes some future direction of work.
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2  Related Work

Vision-based hand gesture recognition for natural human-computer interaction is 
still an active research field [4–9]. A lot of early works prevailed in state-of-the-art 
hand gesture recognition that requires prior knowledge for designing hand-crafted 
features [4–6]. Different spatio-temporal descriptors such as Fourier descriptor (FD) 
[4], scale-invariant feature transform (SIFT) [5], histogram of oriented gradients 
(HOG) [6] are used to recognize gestures. Different template matching approaches 
like dynamic time warping (DTW) [7] and various state-space models like hidden 
Markov models (HMM) [8] and conditional random fields (CRF) [9] have been 
widely used as gesture classifiers. SVM is another famous gesture recognition clas-
sifier [5, 6]. A problem with many of these approaches is that a large variety of 
gestures executed by different people is very difficult to match. Hence, robust clas-
sification of gestures under widely varying lighting conditions with complex back-
grounds, and from different subjects is still a challenging problem.

Indifference to hand-crafted features, there is a growing trend towards feature rep-
resentations learned by deep neural networks. The main reason for deep learning 
having an upper hand over the traditional machine learning methods is the fact that 
the issue of “handcrafted features" can be addressed by deep learning. The feature 
learning mechanism of deep learning at different levels of representation is fully 
automatic, thereby allowing the computational model to implicitly capture intricate 
structures embedded in the data. In deep learning, higher-level features are defined 
in terms of lower-level features. 2D-CNNs are such a type of deep network that can 
act directly on raw images i.e. it can handle 2D images. Whereas 3D-CNN models, 
also called C3D, act on videos for action/gesture recognition. Recently, deep convo-
lutional neural networks have been successful for both feature extraction and clas-
sification in various recognition challenges [10–15].

The unique color characteristic of human skin makes color-based skin segmenta-
tion very useful. However, the compactness of the skin colored clusters is not the 
same for all the color spaces. RGB is the most primitive color space in computer 
vision. However, in RGB the color representation is not segregated into luminance 
and chrominance components, and all the three color components R, G, B are highly 
correlated to each other. So, researchers have adopted various other types of color 
cues. One of the earliest methods of skin detection is proposed by Sobottka and 
Pitas [16]. They proposed a skin detection boundary along S and H channels in HSV 
color space. Later, Tsekeridou and Pitas proposed a modification [17] to this method 
for face region segmentation in an image watermarking system [18]. Hsu et al. [19] 
proposed a boundary rule based on YCbCr color space. The authors observed that 
the shape of the skin tone cluster in Cb-Cr space can be approximated as an ellip-
tical structure where the cluster location depends on luminance Y. In [20], Shaik 
et al. compared HSV and YCbCr spaces for skin detection using a boundary-based 
method. Kukharev and Nowosielski proposed another set of skin detection rules [21] 
using RGB and YCbCr color spaces.

However, skin segmentation becomes very challenging when the color infor-
mation is not available or when there are multiple skin-colored scenes in the 



1 3

Sensing and Imaging (2022) 23:9 Page 5 of 29 9

background. Basically, when prior knowledge of the color of the moving object 
is not available, pixel-level change can provide powerful motion-based cues for 
detecting and localizing objects. Various approaches for moving object detection 
using pixel-level change can be background subtraction, inter-frame difference or 
three-frame difference. The background subtraction method is extremely sensi-
tive to the changes in illumination. Moreover, stabilized background detection is 
always a costly affair making it vulnerable for long and varied video sequences 
[22]. Apart from this, the choice of temporal distance between frames is a tricky 
question. It depends on the size and speed of the moving object. Conversely, inter-
frame difference methods can easily detect motion but show poor performance in 
localizing the object. The three-frame difference approach uses previous, current 
and future frames to localize the object in the current frame. Using future frames 
introduces a lag in the tracking system, but this lag is acceptable if the object is 
far away from the camera or moves slowly relative to the high capture rate of the 
camera. But three-frame difference method has some other advantages for which 
we adopted this method and it will be discussed in the implementation section.

Tracking of the hand in a gesture video can be very difficult as the movement of 
the hand can be very fast and its appearance can change vastly within a few frames. 
In such cases, model-based algorithms like mean-shift [23], Kalman filter [24], par-
ticle filter [25] are some of the methods used for tracking. The mean-shift is a purely 
non-parametric mode-seeking algorithm that iteratively shifts a data point to the 
average of data points in its neighbourhood (similar to clustering). However, track-
ing often converges to an incorrect object when the object changes its position very 
quickly in the two neighbouring frames. Because of this problem, a conventional 
mean-shift tracker fails to position a fast-moving object. In [26], a modified ver-
sion of mean-shift algorithm has been used to continuously adapt mean-shift (CAM-
Shift) where the window size is adjusted so as to fit the gesture area reflected by any 
variation in the distance between the camera and the hand. Though CAMShift per-
forms well with objects that have a simple and constant appearance, it is not robust 
in more complex scenes. The motion model for the Kalman filter is based on the 
assumption that the velocity is relatively small when objects are moving, and there-
fore, it is modeled by a zero mean and low variance white noise. One limitation of 
the Kalman filter is the assumption that the state variables are based on Gaussian 
distribution, and thus the Kalman filter will give incorrect estimations of state vari-
ables that do not follow a linear Gaussian environment. The particle filter is gener-
ally a better method than the Kalman filter because it can consider non-linearity and 
non-Gaussianity. The main idea of the particle filter is to apply a weighted sample 
particle set to approximate the probability distribution, i.e., the required posterior 
density function is represented by a set of random samples with associated weights 
and estimation is done on the basis of these samples and weights. Both Kalman filter 
and particle filter have the disadvantage of the requirement of previous knowledge in 
modeling the system. Kalman filter or particle filter can be combined with the mean 
shift tracker for precise tracking.

Comaniciu et at. [27] proposed a model based on the color histogram for tracking 
hands. The color histogram of the hand detected from the video was used initially as 
the information for shifting the hand region and track it in the consecutive frames of 
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the video sequences. The limitation of the system was that it can track the object if 
the background color has a different color other than the tracked object. To remove 
this difficulty, a method was proposed by Guo et at. which combined two additional 
information i.e. AdaBoosting and background removal along with the color informa-
tion [28]. The limitation of this approach was that the background model has to be 
known beforehand and the tracking object should not be included in the background 
model. In [29], the CAMShift algorithm was proposed for tracking objects, but the 
constraint faced by this algorithm was that it was not able to handle occlusion. Later 
Shi and Tomasi [30] used minimum Eigen feature points to track the target object. 
The advantage of this model was that it does not depend on the color information. 
But this tracker faced difficulty in tracking objects with the long video sequences. 
This was because the feature points went on decreasing with consecutive frames of 
the video may be due to the change in illumination or shape of the hand or occlu-
sion. KLT tracker was used by Kolsch and Turk [31] to track the hand. The major 
problem was that it was not able to track if the target object suffers from any shape 
transformations. Asaari et at. [32] incorporated eigenhand with the adaptive Kalman 
filter for tracking hand. They proved that their algorithm could be suitable for chal-
lenging environments, but it fails when there are large-scale variations and changes 
in poses of the gesturing body part. In [33], authors have detected hand movement 
using Adaboost with the histogram of oriented gradient (HOG) method. But this 
tracking algorithm is very sensitive to illumination variation.

Here in this work, we have segmented the moving hand through skin segmen-
tation and motion-based segmentation through the frame-differencing scheme. The 
luminance counterpart in skin segmentation is also suppressed for segmentation 
under varying illumination conditions. To minimize some of the prevailing tracking 
problems like changes in the hand shape or blurring or occlusion, a double-tracking 
system consisting of CAMShift and particle filter has been adopted. For the meas-
urement model of particle filter, a histogram of oriented gradients (HOG) has been 
applied. The details of the implementation are given in the methodology section.

3  Proposed Hand Gesture Recognition Methodology

This work presents a model for the recognition of isolated hand gestures under con-
strained environments like varying illumination, occlusion, or blurring conditions 
(shown in Fig. 1). This has been one of the substantially challenging tasks in gesture 
recognition. The main aim of this work is to build a model that can correctly clas-
sify an instance of the test gesture that actually belongs to one of the pre-defined 
classes. For this model, the first step is to segment the hand region effectively fol-
lowed by tracking the moving hand. From these steps, some images are generated 
which basically represent the trajectory of the hand for the whole gesture. Thus the 
preprocessing part yields some 2D images called hand-trajectory-based-contour-
images from gesture videos. In the next stage, CNN is chosen as feature extractor 
due to its inherent ability to learn features directly from raw images. It generally 
gives improved recognition performance if there is no over-fitting. In case of over-
fitting various approaches like regularization, increase in training samples through 
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data augmentation, etc, are adopted. But we have adopted another method which 
will be explained in the experiment section pertaining to a specific dataset.

3.1  Pre‑processing

In the pre-processing stage, detection, segmentation and tracking all-together play a 
crucial role, because the accuracy of the VGR system depends on it. A gesture in our 
case is the motion of the human hand particularly the palm region along with fingers 
either in folded or open mode. So basically the palm region is the region of interest 
(ROI) in our case. A process for segmenting the hand region using skin color detec-
tion and motion-based segmentation followed by a tracking algorithm is discussed 
here. Segmentation refers to picking only the palm region leaving the rest part in 
each frame and thus creating a binary image. A flowchart for hand segmentation is 
shown in Fig. 2. Tracking here refers to locating the palm in each frame. The task at 
hand is to effectively build an approach to track the segmented palm and to learn the 
temporal evolution of its motion. Temporal evolution is about the trajectory of the 
ROI for the entire gesture. Thus, the entire trajectory of a gesture is converted into a 
single image consisting of the contour of the gesture trajectory through the simulta-
neous process of segmentation and tracking.

3.1.1  Skin Segmentation

The objective of this stage is to extract the hand region from the image frame. The 
hand region is obtained in this stage by the following steps: face detection and 
removal, change of color-space for illumination compensation, hand region detec-
tion, morphological filtering and smoothening followed by retrieval of the largest 
connected area i.e. the hand (shown in Fig. 3). Identifying the range of skin color 
of the person in the image frame is a problem as the pixel intensities are subjected 

Fig. 1  Block diagram of our proposed hand gesture recognition framework
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to change in illumination. Variation in size and color among people also poses a 
problem. Moreover, human skin color does not fall randomly in a given color space 
but clustered at a small area in the color space [19]. So, the color needs to be rep-
resented in a color space where the skin class is most compact in order to be able 
to tightly model the skin class. The RGB color-space is not perceptually uniform, 
which means distances in the space do not linearly correspond to human perception. 
In addition, RGB color space does not separate luminance and chrominance, and the 
R, G, and B components are highly correlated. The luminance of a given RGB pixel 
is a linear combination of the R, G, and B values. Therefore, changing the lumi-
nance of a given skin patch affects all the R, G, and B components.

To tackle the illumination variation problem, RGB images are transformed 
into HSV and YCbCr color spaces. HSV and YCbCr are two color spaces that 
separate the chrominance ([H S] or [Cb Cr]) and luminance (V or Y) compo-
nents [34]. CIE-Lab is another color-space with separable luminance and chromi-
nance part with lightness variable L∗ and chromaticity indices a∗ and b∗ . But the 
main problem with CIE-Lab ( L∗a∗b∗ ) color space is that some color differences 

Video
InputFace removal

Skin
segmentaion

Logical
AND

Segmented
hand

Fig. 2  Flowchart for hand segmentation using skin segmentation and three-frame differencing
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are evaluated differently between the color difference and the human eye. This is 
because the color discrimination threshold of the human eye greatly differs from 
the range of color differences defined by CIE Lab [35]. So, in our approach, we 
will stick to HSV and YCbCr color spaces. One of the major advantages of using 
these color spaces in skin detection is that a skin color boundary can be specified 
intuitively by a user. The HSV based detection is well suited for images with uni-
form background. In the case of YCbCr color space, transformation and efficient 
separation of color and intensity information is easy as compared to HSV. The 
skin color cluster shows more compactness in YCbCr space as compared to other 
spaces [19]. Moreover in YCbCr space, skin and non-skin colors show minimum 
overlap under different illumination conditions. So YCbCr color space works for 
the complex color images with uneven illumination. Here, both the color-spaces 
are used with an adjustable range to suit the color space of the person for segmen-
tation in effective and efficient way. The output images in each steps of segmenta-
tion process is shown in Fig. 3. First, the face region in the frame is removed by 
using an inbuilt Viola-Jones [36] face detection algorithm (using haar cascade 
filter). After removing the face region, the RGB image is converted to HSV and 

Fig. 3  Hand segmentation steps: (I) Processing steps and (II) Corresponding output where a Face detec-
tion and removal, b RGB to HSV and YCbCr, c Extraction of skin, d Logical ‘AND’, e Erosion and dila-
tion, and f Smoothening and retrieval of the largest connected area
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YCbCr images, and sub-sequently thresholding is done to the chrominance com-
ponents of both HSV and YCbCr color spaces. The threshold is determined by 
computing histogram of all the components. By ignoring the luminance channel, 
the variation in background illumination factor can be reduced, and thus mak-
ing it suitable to be used for skin color segmentation. A logical AND operation 
is performed between the images to obtain the skin likely region. After getting 
the skin color segmented regions, two approaches are tried to get the ROI: in 
first approach, morphological operations like erosions and dilations of convex 
hull technique are performed on the segmented region. Erosion first deletes the 
small white spots in the image followed by dilation which fills the gaps. The larg-
est connected segment obtained corresponds to the palm region of the hand; and 
in second approach a median filter is used to remove the salt and pepper noise. 
The median filter replaces each pixel in the image with the median value from 
the square neighbourhood. To remove Gaussian noise from the input image, a 
two dimensional Gaussian filter is used. Then the resulting image is binary thres-
holded using Otsu thresholding [37] where ROI is assigned white color. After 
the contours are obtained from the previous step, the region with maximum con-
nected area is chosen as the palm region.

3.1.2  Motion‑based Segmentation

Assuming the background is static, the frame difference method is one of the easiest 
ways to detect moving objects in a frame. However, the frame difference algorithm 
suffers from some limitations like—the occurrence of ghost foreground regions 
and foreground apertures. Ghost foreground regions occur due to the motion of the 
objects. During frame differencing, an ambiguity may occur between real foreground 
regions and ghost foreground regions. The other drawback of frame difference is the 
occurrence of foreground object aperture (FOA). FOA occurs if the object is texture-
less and/or the intensity gradient of the image is significantly less. The probability of 
occurrence of FOA is significantly high in the case of moving skin regions as they 
have less texture and intensity gradient. In order to avoid the occurrence of ghost 
foreground regions, Kameda and Michihiko [38] proposed a ‘double-difference of 
frame’ (DDF) or three-frame difference method. In this method, three frames at time 
t − 2 , t − 1 , and t are selected. The DDF method performs a logical AND operation 
over thresholded difference frames between frames at t − 2 and t − 1 , and frames 
at t − 1 and t. The DDF algorithm produces a narrow region for a moving object 
if the object has less texture and/or intensity gradient. The use of morphological 
operations can reduce FOA in a difference frame. A dilation along the direction of 
motion of an object can reduce FOA with the inclusion of ghost foreground regions. 
Motivated by this fact, a morphological enhancement-based three-frame differ-
ence method is proposed to detect moving hand regions (shown in Fig. 4). In our 
proposed method, morphological dilation is applied to each of the thresholded dif-
ference frames. In order to reduce inclusion of background regions in foreground 
regions of a thresholded difference frame, dilation should be performed in the direc-
tion of motion of the foreground objects. However, in case of articulated objects like 
hands, foreground motion could be complex. We approximate complex movements 
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as a combination of motions in four directions—0◦, 45◦, 90◦, 135◦ with respect to the 
horizontal direction. Directional opening can be used to select a region in a particu-
lar direction. After directional opening, a dilation in the perpendicular direction of 
the opening process grows a region in the direction of its motion. Finally, a logical 
OR operation is performed on the two morphologically enhanced thresholded dif-
ference frames to obtain a moving hand mask. The OR operation helps in including 
more moving skin regions between the consecutive frames.

3.1.3  Tracking of the Hand using a Double‑Tracking System

The next step is to track the hand after successful hand detection through the seg-
mentation process. Existing tracking algorithms suffer from various flaws and there-
fore there is a need to develop an algorithm that overcomes some of the existing 
constraints like changing the shape of the hand, a fixed searching window for the 
target hand, occlusion or blurring of the hand while tracking, etc.

In traditional tracking algorithms like CAMShift or particle filter, the initial 
tracking region needs to be selected manually. But to make a robust system, auto-
matic selection of tracking regions is necessary. In this proposed system, initiali-
zation of the first tracking window has been made automatic by considering the 
detected hand as the initial tracking window. Detection should be proper to set 
the tracking window properly as the initial tracker will decide the accuracy of the 

Output after logical OR operation
(morphological operations performed 

on each binarized images)

Fig. 4  Flowchart of three-frame difference method with corresponding output for motion-based segmen-
tation of the hand
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complete trajectory of the gesture video. After the initialization of the tracking 
region, a proper selection of features is essential. Here we are using a particle 
filter for tracking purposes along with a histogram of oriented gradients (HOG) 
features as a measurement model. As the video progresses, detected particles may 
start decreasing and a time comes when tracking is lost due to the loss of all par-
ticles. This is due to the change in hand shape or occlusions or blurring of the tar-
get hand. To reduce these challenges, a modified system is defined using the re-
detection of the hand according to the newly defined area. So, when the particles 
reduce in number, detection is performed again to eliminate the issue of track-
ing at reduced particles as soon as the number of observable particles decreases. 
Until detection, the searching area is doubled so that the resulting area is greater 
to reach the visible particles and then skin filtering and three-frame differencing 
are done. Logical AND operation is performed between the skin-segmented and 
three-frame differenced images to get the target hand. Then new particles are gen-
erated according to the HOG features of the newly identified region-of-interest 
and particles are inserted again. The particle filter tracker is run again, and visible 
particles are counted and then the complete process of particle filter is again per-
formed till the end of the video-frames. To form the gesture trajectory, centroids 
of the detected region are calculated and marked each time through CAMShift 
tracker equations and then the trajectory is generated by joining the smoothed 
centroids.

• Modified particle filter framework: During the gesture trajectory, the cap-
tured video sequences may suffer from blurring and/or occlusion. In such a 
scenario, tracking an object becomes very difficult. Detection of such events 
during trajectory is very crucial in gesture recognition. Whenever the parti-
cles lose the target, they gradually increase their search area until they find 
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the target again. To control such types of scenes of occlusions or blurring, an 
uncertainty factor is introduced to increase the search space of the particles of 
the particle filter tracker. This part of the work is motivated by works like [39] 
and [40]. Cumulative measure by all the particles in the particle filter is taken 
for each frame of the gesture video sequence and mutual entropy is proposed 
as a measure. Mutual particle entropy, H is given by: 

where wk is the weight of particle at kth instant. When the particles converge to 
the target, mutual entropy tends to decrease, and it increases when the particles 
lose the target either because of occlusion or blurring. Thus, an uncertainty fac-
tor is introduced, which is related to mutual entropy given by: 

where � is a constant laying in between 0 and 1, H is the mutual particle entropy. 
The purpose of this function is to keep the value of the uncertainty factor close 
to 0 when entropy is low and close to 1 when entropy is high thus scaling the 
measurement noise accordingly.

– Particle update: For a particle filter framework the state update equation is 
given by: 

where ��⃗N  represents the measurement of noise and k is a scaling constant. In 
this work, the modified framework has the state update equation given by: 

where E = 1 − e−H
� . Thus, for a very confident measurement, the noise gets 

scaled down to a low value, and the search space becomes small and vice 
versa.

– Measurement model: The weight assigned to each particle depends on the 
closeness to the neighborhood target features. If the measurement is closer to 
the target, then higher weights will be given to the particles. These weights 
give the probability of the presence of the target in the neighborhood of each 
particle. Different measurement models have been proposed in the literature. 
In this work, histograms of oriented gradients (HOG) features are generated 
from the segmented hand portion for each frame and used for measurement. 
HOG basically returns the counts of occurrences of the gradient orientation 
in localized portions of an image. This portion is called a cell. The cells rep-
resenting the HOG features are shown in Fig. 5. This represents the image-
oriented gradients and it is different for the hands of different persons due to 
varied shapes and sizes. Even the HOG features change along the trajectory 
of the gesture due to the variation in shape and size of the moving hand. By 

(1)H =

N∑
i=1

wi
k
log(wi

k
)

(2)E = 1 − e−H
�

(3)�⃗Xk =
�⃗Xk−1 + k ��⃗N

(4)�⃗Xk =
�⃗Xk−1 + E ��⃗N
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this measurement model, we try to represent the hand model along the gesture 
trajectory. The weights assigned to the particles in each frame in the neigh-
borhood of the hand regions are higher than the weights of the particles asso-
ciated with the non-region-of-interest.

– Occlusion handling: When occlusion is detected with the use of uncertainty 
measure, a forward prediction filter is activated. It predicts the next state as a 
combination of a few previous states. The details of the method can be found 
in the paper [39]. Gang Yu et  al. [41] suggested object tracking in case of 
occlusion by using an incremental PCA-based method. But Fig. 6 shows the 
effectiveness of the proposed method compared to other methods like the 
incremental PCA-based approach.

– Re-sampling of particles: This is the final step in every iteration of the parti-
cle filter algorithm. Here, N particles are randomly picked from the existing 
particle set according to the updated weights. Thus the particles with lower 
weights will be less picked and will finally die out. Whereas the particles with 
higher weights will be picked more than once and another set of N particles 
will be chosen from the existing particles.

• CAMShift algorithm: The CAMShift algorithm uses a color histogram of the 
moving target as target mode and is thus known as the target tracking algorithm. 

Fig. 5  Showing hand region detection through HOG-based particle filter and sample of HOG features for 
different subjects

Fig. 6  Tracking results using the proposed method (first row) [39] and PCA-based method (second row) 
[41]
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CAMShift algorithm when used as a mean shift algorithm has advantages like 
simplicity and fast speed to process and converge. The window size of this algo-
rithm is constant so that the object location cannot be exactly detected when the 
size of the object changes and hence tracking loses the path sometimes. More-
over, it also loses its path when there is some skin-colored object that causes 
occlusion. To mitigate these problems, we have to go for a double-tracker sys-
tem. As explained above, the particle filter tracker is used to keep track of the 
segmented hand region frame after frame according to the hand shape defined by 
HOG features. And, CAMShift is used to capture the trajectory of the centroid 
of the palm in the sequence of frames in the input gesture video to generate the 
gesture trajectory. The centroid is calculated from the first-order moments of the 
pixels (white) of the maximum connected area obtained from the previous steps. 
The end of the gesture is detected by the absence of a connected area greater 
than the threshold. The CAMShift algorithm with related equations [9] are given 
below. •   Computation of  0th and  1st moment: The  0th and the  1st order moments 
are defined as: 

 In the above equations, I(x,y) is the pixel value at the position (x,y) in the image. 
•   Compute the new center of feature: As the image is binary, the centroid of the 
hand in a frame is also the centroid of the total frame which is given by: 

• Smoothening of the obtained gesture trajectory: The gesture trajectory is 
traced out by joining all the calculated centroids in a sequential manner. The tra-
jectory obtained by joining the centroid points could be noisy due to various rea-
sons. Some common reasons are - the points being too close, varying the hand 
shape/orientation could lead to isolated points far from the trajectory, some unin-
tentional movements and trembling of hand etc. The final gesture trajectory is 
obtained by a technique of considering an average of the mean values of three 
successive video frames which reduces various noises to a great extent. 

 Thus, a dynamic hand gesture (DG) can be interpreted as a set of points joined 
together in a spatio-temporal space (Fig. 7): 

3.2  CNN Network Architecture and Training

A convolutional neural network (CNN) architecture is used for feature extraction 
and gesture recognition on the segmented and tracked images obtained in the image 

(5)M00 = ΣΣI(x, y), M10 = ΣΣxI(x, y), M01 = ΣΣyI(x, y)

(6)xc =
M10

M00

and yc =
M01

M00

(7)(x̂t, ŷt) =

(
xt−1 + xt + xt+1

3
,
yt−1 + yt + yt+1

3

)

(8)DG = {(x̂1, ŷ1), (x̂2, ŷ2),… , (x̂t, ŷt)}
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processing section. A simple custom structure with two convolution layers and two 
fully-connected layers is chosen here since more complex networks with more lay-
ers can become overfitting and they try to memorize a particular work making it less 
generic. For training purposes, we have used EMNIST (letters) dataset [42] as our 
training dataset. And, for testing, we have used three databases. The details of net-
work architecture and training are given below.

3.2.1  Network Architecture

The CNN architecture used for this work is shown in Fig. 8. The first layer of the 
network is a convolutional layer. The design of this layer comprises 32 filters, with 
a kernel size of 5 × 5 each. The activation function used is Rectified Linear Units 

Fig. 7  Tracking gesture for English alphabet ‘O’

Fig. 8  CNN architecture for hand gesture recognition (inspired by LeNet [10])    CONV:Convolutional, 
FC:Fully connected
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(ReLU) which generally outperforms sigmoid and tangent in speed for training 
without any tradeoff for accuracy. ReLU activation introduces non-linearities and 
offers less saturation. Efficient gradient back-propagation can be achieved by ReLU 
along with momentum [12]. After that, we use a max-pooling layer. A 2 × 2 box 
non-overlapping max pooling with stride 2 in both horizontal and vertical directions 
is applied. The next layer is again a convolution layer which consists of 64 filters, 
each with the size of 7 × 7 and ReLU activation function. The output of this step 
undergoes 2 × 2 box max-pooling. The weight of all the filters of these convolution 
layers gets updated during the training phase. The output feature maps can be seen 
to contain a few evident features from input as training proceeds. To avoid overfit-
ting while learning, there is a dropout layer. The parameter for this layer is set to 0.4 
which means the layer randomly excludes 40% of neurons (and weights associated 
with it) in the layer. It is configured to speed up the training process and reduce 
over-fitting. The 2D matrix data is converted to a column vector (one dimensional) 
in order to be processed by fully connected dense layers. A fully connected layer 
with 1024 neurons and ReLU activation function process the result from the previ-
ous step. A softmax activation function is used on the output fully connected layer 
to turn the outputs into probability-like values. These values are used for prediction.

3.2.2  Training

As already mentioned, the EMNIST dataset (letters) has been used as our training 
dataset. Here categorical cross-entropy (logarithmic) loss function is used as a cost 
function and stochastic gradient descent (SGD) with momentum is used as an opti-
mization technique for convergence of the model. Momentum in gradient descent is 
a method in which some fraction from the previous update is added to the current 
update to compound the effect of repeated updates in a particular direction. As a 
result, the descent in the desired direction is faster. The learning rate of the model is 
slowed down with an increase in the number of epochs in order to allow the model 
to converge more accurately. With a deeper network, there is a problem of loss in 
training and testing. This is not because of overfitting, but due to the slow learning 
of a deep network. So, generally, the learning rate is varied in different steps to get 
rid of this. The choice of learning rate is 0.01 if the epoch count is less than 25 and 
is reduced to 0.001 for epoch count up to 50. To further promote slow learning, val-
ues of 1e-4 and 1e-5 are used, till 75 and 100 epochs respectively.

4  Experimental Results

4.1  Databases and Experimental Set‑up

The performance of the model has been tested on two publicly available datasets 
and our own in-house dataset. The publicly available datasets are: EMNIST (let-
ters) dataset [42] and NITS hand gesture database (with no variation in gesticulation 
speed or pattern) [43]. Our in-house dataset is a limited dataset of English upper 
case letters and numerals 0-9 mimicking the structure of the EMNIST dataset. The 
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dataset is created with the help of three subjects and the background is kept simple. 
In this experimentation, datasets that define the same classes which are upper case 
letters of the English alphabet are used. So, the same model that has been trained 
using EMNIST (letters) training dataset, is used for testing which reduces the burden 
of training requirements again and again. For testing purposes, EMNIST (letters) 
test images and the images obtained (through the process explained in the image 
processing section) from NITS hand gesture database and our own video dataset 
are used and the results are discussed in the next subsections. So, in a nutshell, our 
goal is to recognize the images of the English upper case alphabets that have been 
obtained from the three different databases. All experiments are performed in a 
workstation with  Intel®  CoreTMi5-4570 CPU at 3.2 GHz and 8 GB in RAM without 
any GPU usage.

4.2  Results using EMNIST (Letters) Dataset

The EMNIST (Extended MNIST) [42] dataset is a set of handwritten character/
digits derived from the NIST (National Institute of Standards and Technology) [10] 
database converted to a 28×28-pixel image format and dataset structure that directly 
matches the MNIST (Modified NIST) [10] dataset. The MNIST database is a large 
database of handwritten digits that is commonly used for training and testing various 
image processing and machine learning systems. The MNIST database of handwrit-
ten digits has a training set of 60,000 examples and a test set of 10,000 examples. 
It is a subset of a larger set available from NIST. The digits have been size-normal-
ized to 28× 28 and centered in a fixed-size image. The MNIST dataset was extended 
including handwritten letters by the name EMNIST which was published in 2017. It 
contains 2,40,000 training images and 40,000 testing images of handwritten digits 
and 1,24,800 and 20,800 handwritten images for training and testing respectively for 
letters. There are six different splits provided in this dataset and each is provided in 
two formats: binary and CSV (combined labels and images). The description of six 
categories of the EMNIST dataset is given in Table 1.

Fig. 9  a Different variants of ‘B’ and ‘b’ from EMNIST (letters) dataset, b One particular sample of ‘A’ 
from EMNIST (letters) dataset
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EMNIST (letters) contains 1,45,600 characters of 26 balanced classes (shown in 
Fig. 9a and b). Our model is trained on 1,24,800 samples and tested on 20,800 sam-
ples (800 test samples per class).

The training and testing categorical cross-entropy losses and accuracies as a func-
tion of a number of epochs are shown in Figs. 10 and 11 respectively.

Table 1  Categories of EMNIST 
dataset [44]

1unbal = unbalanced; 2bal = balanced

Categories Classes Training Testing Valid. Total

By class 62 unbal1 697,932 116,323 No 814,255
By merge 47 unbal 697,932 116,323 No 814,255
Balanced 47 bal2 112,800 18,800 Yes 131,600
Digits 10 bal 240,000 40,000 Yes 280,000
Letters 26 bal 124,800 20,800 Yes 145,600
MNIST 10 bal 60,000 10,000 Yes 70,000

Fig. 10  Training and testing loss as a function of number of epochs for EMNIST (letters) dataset

Fig. 11  Training and testing accuracy as a function of number of epochs for EMNIST (letters) dataset
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The comparison among state-of-the-art results for all variants of the EMNIST 
dataset with our result on the portion of the letters of the EMNIST dataset is given 
in Table 2. Peng [44] has obtained a better result compared to our method. There 
are two reasons for this improvement: First, the incorporation of Markov random 
field (MRF) based filter banks along with DCT and Gabor filters as prefixed convo-
lutional operators to derive the feature maps. By combining Markov random field 
models, to extract salient information from the raw data, along with the convolu-
tional neural networks, to implicitly learn high-level features, it has combined the 
respective strengths of MRFs and CNNs to bring the expressive power of a deep 
architecture. Another major difference is that [44] has used a deeper convolutional 
layer structure compared to our two-convolutional layer model. Our model has been 
kept simple so that it can also be applied in resource constraint environments with-
out the use of GPUs. This comparison is shown here to make it clear that though our 
model is not state-of-the-art, still it is good enough to carry out our recognition pro-
cedure on the hand-trajectory-based-contour-images derived from real gesture data-
bases. Due to the limited number of data samples in the gesture databases, the model 
is trained with the EMNIST image dataset and it is saved in the h5.py format to be 
used directly in the recognition system. Here data augmentation and transfer learn-
ing type approaches are not adopted due to limited sample size in the real gesture 
databases and are used only for testing.

4.3  Results using NITS Hand Gesture Database

NITS hand gesture database [43] is developed by the Speech and Image Process-
ing Lab of NIT, Silchar, India in seven different categories with different varia-
tions in pattern and speed. Here, the database I have been used as it resembles 
our training dataset. The database consists of 40 gestures, which are alphabets 
(A-Z), numbers (0-9) and mathematical operators (+, -, /, *) (Fig. 14). Out of all 
these, we have used the alphabet gestures for testing purposes. The database is 
recorded in different sessions with multiple participants. Gestures are captured 
in an uncontrolled environment with both simple and complex backgrounds, and 
under varying illumination conditions (shown in Fig.  12). However, color cues 
show variations in the skin color in different lighting conditions, and also skin 
color changes with the change in human tribes, leading to many segmentation 

Table 2  Comparison of error rate (%) with state-of-the-art on EMNIST dataset

EMNIST dataset Linear classifier 
[42]

OPIUM classifier 
[42]

MRF-CNN [44] Our method

Balanced 49.17 21.98 9.71 –
By class 48.19 30.29 12.33 –
By merge 49.49 27.43 9.06 –
Letters 44.22 14.85 4.56 6.40
Digits 15.30 4.10 0.25 –
MNIST 14.89 3.78 0.33 –
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issues and also create restrictions due to the presence of skin-colored objects in 
the background. To overcome the disadvantage of skin color detection, partici-
pants of the dataset have used markers on hand or fingers in the dataset which 
enhances segmentation accuracy leading to better performance.

Fig. 12  Screenshots from NITS hand gesture database showing varying illumination conditions

Fig. 13  A snapshot of the gesture recognition system that has been used for user interface

Fig. 14  Gesture set of NITS hand gesture database [43]
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In Figs. 13, 14, a snapshot of the gesture recognition system has been shown that 
is used as a handy user interface in the experimentation. Our model has been able to 
recognize most of the English alphabet gestures (shown in Fig. 15). However, there 
are a few gesture examples where the CNN classifier has misclassified as shown in 
Fig. 16. The model predicts the testing samples ‘A’ as ‘K’ shown in Fig. 16a. This 
is due to the structural difference of the testing sample ‘A’ with the training one as 
shown in Figs.  9b and 14. The same is the case with gestures ‘I’ and ‘T’ where the 
system has not been able to predict correctly mainly due to the similarity of the ges-
turing alphabets with some other training examples (Refer Fig. 16b and c). It is also 
seen that there is some minor structural difference in the test samples of ‘E’, ‘F’, ‘H’ 
and ‘X’ compared to training samples, still, our model has been able to recognize 

Fig. 15  Correct prediction of different test samples a ‘F’, b ‘J’, c ‘Q’, d ‘Y’

Fig. 16  aPrediction of test sample ‘A’ as ‘K’ due to its resemblance in training samples of EMNIST (let-
ters) dataset, b Prediction of test sample ‘I’ as ‘J’, c Prediction of test sample ‘T’ as ‘I’
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them correctly (shown in Fig. 15a). So, in this way, our prediction accuracy of the 
whole system stands at 93.02% due to the above-mentioned misclassifications.

One easy way of increasing the accuracy performance by removing such type of 
ambiguity is the addition of different variants of the misclassified test samples in 
the training set similar to that of testing one. In the case of a limited database, an 
increase in training samples through data augmentation can be a very good option 
that basically diversifies the training process. However, in our case, we have trained 
the model on the EMNIST dataset, and the saved trained model has been used in the 
recognition system to test some gesture databases like the NITS gesture dataset and 
our in-house dataset. Though the training-testing accuracy curves on the EMNIST 
dataset suggest that the model is not overfitting, but through the experimentation, 
it is quite clear that it has tried to memorize only the particular training samples 
making it less generic. To overcome this problem, we have used the CNN structure 
only for feature extraction purposes and used a support vector machine (SVM) clas-
sifier for the recognition task. It is expected that this hybrid CNN–SVM model will 
show better performance compared to each individual classifier based on the fact 
that the hybrid system compensates the limits of individual classifiers by incorporat-
ing the merits of both classifiers. Since the hypothetical learning technique for CNN 
is equivalent to that for the MLP, it is an extension model of the MLP. The learning 
calculation of MLP depends on the Empirical Risk Minimization, which endeavors 
to limit the errors in the training set. At the point when the first isolating hyperplane 
is found by the back-propagation calculation, regardless of whether it is the local 
or the global minima, the training process stops and the calculation doesn’t keep 
on further developing the isolating hyperplane arrangement. Thus, the speculation 
capacity of MLP is lower than that of SVM. Then again, the SVM classifier tries to 
minimize the generalization error on the concealed information with a fixed distri-
bution on the training set, by utilizing the Structural Risk Minimization standard. 
The isolating hyperplane is a global ideal arrangement. It is determined by tack-
ling the quadratic programming problem, and the margin between the two classes of 
training tests attains its maximum. Subsequently, the generalization ability of SVM 
is maximized to improve the performance. Through this process, we have been able 
to increase the recognition accuracy to a great extent and achieved satisfactory per-
formances compared to the state-of-art method. This is explained in the next section.

4.3.1  Classification using SVM

An SVM is a supervised classifier for both linearly separable and linearly nonsepa-
rable data [45]. In a linearly nonseparable case, the input data is mapped to some 
higher dimensional space, where the data can be separated linearly. To do so, a non-
linear mapping is done through kernels. This mapping from lower to higher dimen-
sional spaces makes the classification of the input data simpler and more accurate. 
There are many kernels used for this operation and we have chosen different SVM 
kernel functions such as linear, polynomial (quadratic), Gaussian and radial basis 
function (RBF) to compare the performance measure. For linear and polynomial 
auto kernel scale and for Gaussian and RBF, 0.79 and 1 are used as kernel scale 
and their accuracy performance is shown in Table 3. The same is shown in graph 
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form in Fig. 17. In a CNN architecture, the convolutional layers extract the features 
and the fully connected layers are responsible for recognition. The feature vector of 
dimension 2048 extracted from the output of the second fully-connected layer of the 
CNN structure is given as input to the SVM recognition classifier after L2 normali-
zation. It can be observed that SVM with RBF kernel provides the highest accuracy 
of 99.09% for the alphabet gestures and hence, we have chosen RBF kernel in the 
final model. The RBF kernel on two samples xi and xj , represented as a feature vec-
tor in some input space, is given by -

which can be written as -

� is a parameter of a Gaussian RBF kernel to handle non-linear classification. In 
the experiments, we have used � = 0.7 or � = 1 as the basis for trial and error. C is 
another parameter for the soft margin cost function, which controls the influence 

(9)K(xi, xj) = exp

⎛⎜⎜⎝
−
(
���xi − xj

���)2
2𝜎2

⎞⎟⎟⎠
, 𝜎 > 0

(10)K(xi, xj) = exp(−𝛽
|||
|||xi − xj

|||
|||
2

), 𝛽 > 0

Table 3  Results of 
accuracy performance with 
different SVM kernels

SVM kernel function Kernel scale Classification 
accuracy (%)

Linear KF Auto 95.93
Quadratic KF Auto 97.67
Gaussian KF 0.79 97.13
RBF KF 1 99.09

Fig. 17  Graph showing accuracy of SVM classifier with different kernels
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of each individual support-vectors. A large C gives low bias and high variance, 
whereas a small C gives higher bias and lower variance. So, this process involves 
trading error penalties for stability. The RBF function is straightforward that can 
achieve nonlinear mapping, and uses relatively few parameters. In our experiment, 
we have used a non-linear support vector machine (SVM) with a Gaussian radial 
basis function kernel with C as a parameter with values 1 and 10. The kernel trick is 
a strength of SVM. The risk of overfitting is less in SVM and has good generaliza-
tion. There are basically two methods to use SVM for a multiclass problem [46]. The 
first approach is called “one-versus-one” (OVO) that construct one classifier per pair 
of classes and combine binary classifiers in a way to form a multi-class classifier by 
selecting the most voted class. So, N(N−1)

2
 binary SVM classifiers are needed, each of 

them is trained on the samples of the two corresponding classes. The second method 
is called “one-versus-all” (OVA) and it considers all the classes of data in one opti-
mization problem. In fact, for each classifier, the considered class is fitted against all 
the other classes, so for N number of classes, N SVM classifiers are required. In this 
work, we have used support vector machines (SVMs) that implement a one-versus-
all (OVA) multiclass approach.

4.3.2  Comparison with State‑of‑the‑Art

A comparison among state-of-the-art results for NITS hand gesture database with 
our result is given in Table 4. In [47], bare hand English alphabet gestures are classi-
fied with the help of handcrafted features using different classifiers like kNN, SVM 
and ANN. [43] has used handcrafted features in SVM and ANN classifiers for clas-
sification. Ours is the first work on this dataset where deep network features are 
used along with an SVM classifier and it has been able to achieve state-of-the-art 
performance.

4.4  Results using Our In‑house Dataset

One limited in-house dataset has been created with the help of three participants 
and is mainly used for testing purposes. It consists of 78 videos with 26 classes of 
English upper case letters. For simplicity, a very simple black background is kept 
with full-sleeve attire worn by the subjects as shown in Fig. 18. Due to the simple 
background and similarity with the training set, the segmentation of the hand is very 
accurate which consequently gives us a recognition accuracy of 100% for our small 
dataset. So, this is a clear indication that a simple background results in good seg-
mentation which subsequently gives better recognition performance.

5  Conclusion

In this work, a model has been presented to recognize trajectory-based isolated 
hand gestures where the isolated dynamic gesture is converted into a single image 
consisting of the contour of the gesture trajectory. This is done by combining the 
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classical preprocessing step of segmentation and tracking. These preprocessing steps 
are adopted in such a way to eliminate the constraints of illumination variation and 
occlusion in gesture videos. The output image of the image processing step is fed 
to a pre-trained deep network that is robust at learning shape features. Thus, the 
extracted deep features has been applied to a SVM classifier to test different data-
sets. Due to the built-in feature learning capability of deep networks, considerable 
good results are obtained in the results.

The major disadvantage of this model may occur in the segmentation process 
especially with complex background scenes. Accurate segmentation of hand or body 
parts from the captured images/videos still remains a challenge in computer vision 
for many preoccupied constraints such as illumination variation, background com-
plexity, skin-color variation, occlusion and the articulated shape of the hand. So, the 
performance of the model mainly depends on the segmentation process of the hand 
which is basically dependent on the selection of a proper threshold for the color 
cues. As a future direction, some modifications may be carried out in the pre-pro-
cessing step to eliminate these types of problems.
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