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Abstract The accumulation of detailed ion flux measurements from long-lived spacecraft
orbiting the solar system’s terrestrial planets have enabled recent studies to estimate the
rate of solar wind driven atmospheric ion escape from Venus, Earth, and Mars, as well
as the influence of solar wind and solar extreme ultraviolet (EUV) ionizing radiation on
the atmospheric ion escape rates. Here, we introduce the basic forces and processes of ion
escape, review the recent studies of ion escape rates, and provide a general framework for
understanding ion escape as a process that can be limited by potential bottlenecks, such as
ion supply, solar wind energy transfer, and transport efficiency, effectively determining the
state of the ion escape process at each planet. We find that ion escape from Venus and Earth
is energy-limited, though exhibit different dependencies on solar wind and EUV, revealing
the influence of Earth’s intrinsic magnetic field. In contrast, ion escape from Mars is in a
supply-limited state, mainly due to its low gravity, and has likely contributed relatively little
to the total loss of the early Martian atmosphere, in comparison to neutral escape processes.
Contrary to the current paradigm, the comparisons between the solar system planets show
that an intrinsic magnetic dipole field is not required to prevent stellar wind-driven escape of
planetary atmospheres, and the presence of one may instead increase the rate of ion escape.
Anticipating the atmospheres of the exoplanets that will begin to be characterized over the
coming decade, and the need to explain their evolution, we argue that a modern, nuanced,
and evidence-based view of the magnetic field’s role in atmospheric escape is required.
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1 Introduction

Starting in the coming decade, advances in exoplanet observations are expected to elucidate
a wide range of atmospheres bound to planets outside the solar system. The task to explain
the evolutionary paths that led to these atmospheres will be daunting, particularly if we
consider the lasting difficulties in reconciling the divergent evolution of the atmospheric
terrestrial planets in the solar system; Venus, Earth, and Mars. All three are thought to have
formed with similar early atmospheres, which evolved towards their drastically different
present-day conditions. This fundamental planetological problem persists despite decades
of visits by spacecraft, providing in situ and remote measurements by orbiters and landers.
Yet, these kinds of observations will not be available to exoplanet researchers, who will have
to rely on remote measurements for the foreseeable future. How confident will we then be
in our interpretations of planets around other stars if we cannot conclusively determine the
evolution of the planetary atmospheres in our backyard? How did Venus’ atmosphere end
up with 92 bars, Earth’s with 1 bar, and Mars’ with only about 6.4 mbar?

Unlike on Earth and Venus, the lack of tectonic activity and recent volcanism on Mars has
preserved intricate and widespread fluvial patterns on a wide range of scales, and thus also
the clear geological evidence for an active hydrological cycle sustained through a strong
greenhouse effect created by a thick atmosphere 3.3–4.2 Ga ago (Mangold et al. 2016).
Specifically, a CO2-dominated early Martian atmosphere would have required a surface
pressure of 0.5–3.0 bar (depending on other constituents) to prevent greenhouse collapse
(Ramirez et al. 2014; Ramirez 2017; Wordsworth et al. 2017). In addition, a �100 m global
equivalent water layer has since been removed from the planet’s volatile inventory as in-
dicated by the elevated atmospheric D/H-ratio (Villanueva et al. 2015). While hydrogen
escapes thermally from Mars upper atmosphere as H and H2 from dissociated H2O, the
left-over oxygen and CO2 remain gravitationally bound to the planet even at the highest es-
timated exobase temperatures (∼300 K). If the amount of carbon sequestered in the ground
is only equivalent to 12 mbar as current estimates indicate (Edwards and Ehlmann 2015),
another effective superthermal escape mechanism is necessary to explain the removal of at-
mosphere on the order of a bar, to yield the presently remaining pressure of ∼6 mbar. As we
will discuss in Sect. 5.2, there are exothermic photochemical reactions that facilitate signif-
icant escape of neutral oxygen from Mars (though not from Earth or Venus). Nevertheless,
the most common hypothesis for the loss of the early Martian atmosphere suggests that the
absence of an global Martian magnetic dipole has allowed the solar wind to interact closely
with the Martian ionosphere, in the process effectively transferring energy and momentum,
driving bulk atmospheric ion escape.

Ion escape is to one degree or another an active process wherever the solar wind interacts
with an atmospheric body. In particular, the lack of a global Martian magnetic dipole appears
to provide a satisfying explanation for why the Martian atmosphere is tenuous, and has
been considered as such for a long time. According to this hypothesis, Earth’s atmosphere
has been protected by the geomagnetic field, which deflects the solar wind at a distance
of several Earth radii. Protection against strong solar winds is particularly important for
atmospheric stability, as the solar wind was many times more energetic in the past (Wood
2006). However, Venus does not appear to fit well in this explanation, having retained its also
CO2-dominated 92 bar atmosphere without any discernible intrinsic magnetic field, despite
an orbit closer to the Sun, where Venus is subjected to solar wind and solar ionizing radiation
about twice as intense as at Earth, and about four times the intensity at Mars. This apparent
incongruence implies the need for an explanation that considers other intrinsic differences
between the planets, in particular the weak gravity of Mars, compared to Venus and Earth.
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The accumulation of large sets of ion flux measurements from long-lived orbiters, such
as Cluster (2001–present), Mars Express (2004–present), the Mars Atmosphere and Volatile
EvolutioN (MAVEN) mission (2014–present), and Venus Express (2006–2014), are en-
abling detailed empirical studies of atmospheric ion escape and its driving factors. In the
following sections we review and compare the results from each planet and discuss what
the observed escape rates and varied dependencies on upstream conditions reveal about the
influence of planetary properties, such as intrinsic magnetism and gravity, on the interac-
tion with the solar wind and the associated atmospheric loss. While Earth, Mars and Venus
together only constitute three datapoints in a large parameter space of possible planetary
properties, the range of varying upstream conditions may inform our understanding of ion
escape as a general process, aiding our understanding of the evolution of planetary atmo-
spheres also outside the solar system.

2 Ion Escape in Induced and Intrinsic Magnetospheres

2.1 General Physics of Ion Escape

The solar wind is a stream of highly ionized plasma driven by the expansion of the so-
lar corona throughout interplanetary space, and is naturally the most well-studied of stellar
winds. The coronal plasma at the source region near the Sun is highly magnetized due to the
strong magnetic fields originating from the Solar interior, and the currents that connect the
Sun to the rest of the solar system. As noted by Alfvén (1957) and Parker (1958), the mag-
netic fields are thus “frozen in” the expanding plasma, forming the Interplanetary Magnetic
Field (IMF). The rotation of the Sun and expansion of the solar wind together gives the IMF
a spiral-like shape, i.e. the Parker spiral.

In the frozen-in condition, currents (J) and charge polarization gradients (∇pe) are small,
thus the electric field (E) of the solar wind, as given by the generalized Ohm’s law

E = −v × B + 1

nee
J × B − 1

nee
∇pe + J/σ, (1)

is dominated by the motional component,

Emot = −vsw × BIMF. (2)

Here, Emot is the motional electric field of the solar wind, vsw is the solar wind velocity, and
BIMF is the local interplanetary magnetic field. In the reference frame co-moving with the
solar wind the motional electric field is zero, thus the solar wind particles gyrate without
energization from the bulk motion. However, in a reference frame fixed on an obstacle to the
solar wind the motional electric field is non-zero and responsible for directly or indirectly
transferring energy and momentum to the obstacle. In the case of an atmospheric body, this
energy can power Joule heating of conductive layers of the upper atmospheres (through the
J/σ resistive term in Eq. (1), where σ is the conductivity), and the non-thermal escape of
atmospheric ions (here with charge q) through acceleration by the Lorentz force,

F = q(E + v × B). (3)

In order to escape the planet’s gravity, the ion has to gain a velocity higher than the
planet’s escape velocity, which equates to a mass-dependent minimum escape energy,

Eesc = m
GMp

r0
, (4)
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Table 1 Escape velocities and
energies at the respective exobase
altitudes of Venus, Earth, and
Mars

Planet Escape velocity Escape energy

H+ O+ O+
2

Venus 10.2 km/s 0.54 eV 8.6 eV 17.2 eV

Earth 10.6 km/s 0.59 eV 9.3 eV 18.7 eV

Mars 4.9 km/s 0.12 eV 2.0 eV 4.0 eV

where m is the mass of the particle, G is the gravitational constant, Mp is the mass of the
planet, and r0 is the distance from the planet’s center. The escape energies for common ion
species at Venus, Earth, and Mars are listed in Table 1 for reference, we can see that ion
escape from Venus and Earth requires over 4 times the kinetic energy to escape from Mars.
Consequently, as we explore in this paper, ion escape from Mars operates under intrinsically
different conditions compared to both Earth and Venus, despite the similar non-magnetized
state of the latter.

In contrast to neutral escape processes, which solely rely on the properties and processes
near the exobase region, ions can be continuously energized as they reach higher altitudes.
To escape, the ion needs to gain sufficient energy on a path to distant space, C, which is at
least the escape energy, i.e.

m|v0|2
2

+ q

∫
C

(E(r) + v(r) × B(r)) · ds > Eesc. (5)

Here, v0 is the initial velocity inherited from the ionized neutral particle (equivalent to typi-
cal exobase thermal energies of about 0.02–0.1 eV), r is the position of the particle, and ds
is an infinitesimal segment of C. Each of the electric field terms in equation (1) provides a
mechanism for energization, and are often described as separate escape channels depending
on which mechanism that dominates the resulting ion distribution.

2.2 In Induced Magnetospheres

Consider the introduction of a stationary neutral gas cloud in the solar wind flow, one suf-
ficiently tenuous to be non-collisional with the solar wind. Solar EUV radiation will il-
luminate the cloud and ionize the neutral particles, producing photoions and photoelec-
trons, which are sensitive to the Lorentz force (equation (3)) as their constituent charges
are non-zero, i.e. q �= 0. Since Emot is perpendicular to vsw, the initial motion of the pho-
toions/electrons is perpendicular to the solar wind flow and the gyration around BIMF leads
to a cycloid trajectory with a gyrocenter drift velocity equal to the solar wind bulk velocity.
The introduction of electrically sensitive mass from the photoion production in the solar
wind flow is called mass-loading; the associated transfer of energy and momentum to the
photoions, conversely, decelerates the solar wind and deflects it in the −Emot-direction.

The pick-up process is a comparatively energetic acceleration mechanism, typical mag-
nitudes for Emot in the inner solar system span 5 mV/m at Venus to 0.7 mV/m at Mars. A
single-charged (q = 1 e) photoion produced in the undisturbed solar wind will thus, within
a few km, reach energies of several eV at Mars and tens of eV at Venus, well above escape
energy even for heavy ions such as O+. At a quarter gyration, the speed of the pick-up ion in
the initial rest frame will be up to twice that of the solar wind, by which point heavy pick-up
ions can reach energies of a few 10,000’s eV. However, the magnitude of Emot is strongly
controlled by the angle between vsw and BIMF, which is not necessarily perpendicular, thus
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ion pick-up can be responsible for a wide energization range, especially near a planet where
the deflected solar wind flow can be near-parallel to the magnetic field.

Ion pick-up is active in the exospheres of induced magnetospheres, where the ion pro-
duction rate is low enough to not significantly influence the bulk distribution of the solar
wind. However, close to active comets and the upper atmospheres of Mars and Venus the
photoion production rate is far higher. The mass-loading drives a pick-up current, enhancing
the magnetic field (Phillips et al. 1987), in turn deflecting the solar wind. In the interaction
with the solar wind, Emot generates a potential difference across the system, driving induced
currents in conductive regions (Baumjohann et al. 2010; Ramstad et al. 2020), which in turn
contribute to the strength of the magnetic barrier and a separation of the solar wind and
ionospheric plasma domains.

The stand-off point of the solar wind and any magnetosphere occurs where the magnetic
pressure balances the solar wind dynamic pressure. At an unmagnetized planet, the magnetic
pressure is equivalent to the induced magnetic pressure (Dubinin et al. 2008), so that

B2
ind

2μ0
= 1

2
nswv2

sw cos2(θinc), (6)

where θinc is the local incidence angle of the solar wind on the boundary. This boundary
is commonly named as either the Induced Magnetosphere Boundary (IMB) or the Mag-
netic Pile-up boundary (MPB), typically depending on the method of observation. Inside
the magnetic barrier the atmospheric plasma is screened from direct pick-up by the solar
wind, however, solar wind energy can still be transferred inside the barrier by the induced
ionospheric direct currents (Saunders and Russell 1986), by magnetosonic waves (Fowler
et al. 2018), by a small fraction of solar wind precipitating as charged particles (Diéval et al.
2013) and as Energetic Neutral Atoms (ENAs) (Halekas et al. 2015a), in addition to precip-
itating planetary pick-up ions energized by the solar wind (Hara et al. 2017). The currents
driven by the magnetospheric electric fields impart a corresponding Hall force (the J × B
term in equation (1)), which is particularly effective at accelerating charged particles in thin
magnetic neutral sheets, where the conductivity is defined by gyroconductivity of the mag-
netized particle species (Lyons and Speiser 1985). In induced magnetospheres the neutral
sheet is shaped by the draping of the IMF around the conductive obstacle (Riedler et al.
1989).

The rightmost term in equation (1), the ∇pe (ambipolar) term, is determined by the dis-
tribution of charged particles along magnetic field lines. The large mass-difference between
ions and electrons imply a proportionally large difference in the velocity distributions and
thus spread of the two particle species in the gravitational field of the planet along the field
line. The separation of ions and electrons is a departure from the quasi-neutrality and sets
up a field-aligned polarization electric field. The ionospheres of non-magnetized planets can
become magnetized, as is the typical case at Mars (Dubinin et al. 2008), and a response to
high solar wind dynamic pressure at Venus (Russell et al. 1989). The ambipolar potential of
Venus has been estimated as 9.9 ± 1.1 V on orbits where it is detectable (Collinson et al.
2016). In contrast, the Martian ionospheric ambipolar potential is at most 0.8 V (Akbari
et al. 2019; Xu et al. 2018).

Ion escape channels in an induced magnetosphere are often divided into tail escape and
pick-up escape, characterized by nightward ion outflow and solar wind scavenging of the
dayside ionosphere (including direct pick-up of the photoions born in the solar wind flow),
respectively. An illustration of the typical configuration of an induced magnetosphere and
the approximate location of the dominating electric field term is shown in Fig. 1.
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Fig. 1 Illustration of atmospheric ion escape in an induced magnetospheres. The ionosphere imposes a con-
ductive obstacle to the solar wind, slowing and deflecting the solar wind due to the induced magnetic pressure,
leading to the formation of the induced magnetosphere. Different ion energization channels dominate by loca-
tion; charge-gradients (∇pe) on open field-lines connected to the ionosphere drive polar ion outflow, currents
that maintain the neutral plasma sheet energize ions through the J × B-force, and exospheric ions produced
in the solar wind are picked-up by the solar wind motional (−v × B) electric field

2.3 In Intrinsic Magnetospheres

The same acceleration processes apply in intrinsic magnetospheres as in their induced coun-
terparts. However, the presence of a strong intrinsic magnetic field alters the configuration of
the forces involved in the interaction, and thus also the coupling with the solar wind. Since
the magnetic pressure is no longer solely determined by the induced magnetic pressure, a
strong magnetic field can stand off the solar wind far away from the planet, as is the case at
the Earth and the outer planets.

The large distance between the solar wind and the Earth, separated by the intrinsic mag-
netosphere, often leads the magnetosphere to be described as Earth’s “shield” against the
solar wind. However, the interaction between the solar wind and the planetary magnetic field
induces a large-scale magnetospheric convective electric field (Volland 1973), field-aligned,
Pedersen, and Hall currents (Ganushkina et al. 2018), wave activity (Moore and Horwitz
2007; Nilsson et al. 2012a), and polarization electric fields (Yau et al. 2007) – all are pro-
cesses that transfer some solar wind energy to the ionosphere, energizing atmospheric ions.
In the cusps of the polar regions, the vertical field-lines thus provide a conduit for electro-
dynamic energy transfer between the solar wind and deep layers of the ionosphere, forming
the auroral oval (Cowley 2000; Keiling et al. 2003). In addition, the field lines guide ener-
gized particles into the polar upper atmosphere, depositing more energy and providing an
additional ion production process through electron-impact ionization, yielding more atmo-
spheric particles sensitive to energization by electric fields (Strangeway et al. 2005).

Upon energization in the ionosphere, initially from a ∼2 V ambipolar potential (Fung
and Hoffman 1991), an upwelling or outflowing ion may take any of a number of com-
plex pathways in the magnetosphere, guided by the magnetic field lines. An illustration of
these pathways is shown in Fig. 2, adapted from Seki et al. (2001). The ion may be fur-
ther energized to a wide range of energies depending on which of the various regions of
the magnetosphere it enters. Nevertheless, even if the ion is energized past escape energy, it
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Fig. 2 Illustration of
atmospheric ion escape in the
Earth’s intrinsic magnetosphere
adapted from Seki et al. (2001).
Black arrows show escaping
paths and red arrows show
returning/recycling paths. Ions
originating in the polar
ionosphere can escape directly
downtail through the lobes (iv),
by downstream acceleration in
the plasma sheet (iii), from
leaving the ring current (ii) or the
plasmasphere (i) by crossing the
magnetopause

may only escape if it is guided on open field lines or ejected on closed field lines in plas-
moid ejection events (Kistler et al. 2010). Instead, an outflowing ion on a closed field line
may be trapped in the plasmasphere, from which the ion may be returned to the upper atmo-
sphere (recycled), unless the plasmasphere is disturbed and emptied. If the outflowing ion
follows an open field-line it may be carried to the high altitude cusp, further energized and
escape through the mantle or one of the tail lobes. Alternatively, the field line may border
the neutral sheet, where the associated cross-tail current may accelerate the ion downtail, or
a fast reconnection event may accelerate the ion back toward the planet. In the latter case the
accelerated ion may follow a field-line back to the planet and be recycled, or drift around
the planet in the dipole field. If the injected ion drift orbit is at least quasistable the ion
will contribute to the ring current. However, if the dipole field is disturbed, the ring cur-
rent may dissipate as the orbits become unstable, causing ions to either precipitate into the
atmosphere or cross the magnetopause to be accelerated by the solar wind plasma in the
mantle/magnetosheath.

Clearly, the pathways from ions being produced in the upper atmosphere, to their en-
ergization, and eventual transport to open space are complex. The processes involved are
inextricably linked since magnetospheric processes can lead to precipitation of energetic
particles which in turn produce more ions. The overall effect of the intrinsic magnetic field
on the escape process is not obvious, and atmospheric escape from magnetospheres with
other dipole strengths has not been studied in situ. Other dipole strengths can be explored
e.g. with global magnetohydrodynamic (MHD) and hybrid (fluid-kinetic) models of the so-
lar wind interaction, which capture many aspects of the escape process. Yet, even the most
sophisticated models cannot simultaneously include the full range of physics (waves, real-
istic resistivities, reconnection), interconnected processes (Magnetosphere-Thermosphere-
Ionosphere coupling), and spatio-temporal scales involved. Fortunately, several studies have
estimated the ion escape rate from the Earth and its dependencies using measurements from
orbiting spacecraft, thus careful comparisons with similar studies at Mars and Venus enables
us to infer the overall effect of Earth’s magnetic field among all other differences.

3 Measurements of Ion Escape from Earth, Mars and Venus

3.1 How Global Ion Escape Rates Are Measured

Orbiters have measured planetary ions in situ for decades, starting with the 1978 NASA/ESRO
International Sun-Earth Explorer (ISEE) satellites at Earth, the 1978 NASA Pioneer Venus
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Table 2 List of missions with suitable instrumentation to measure ion escape from Earth, Mars, and Venus,
considered here

Mission Plasma particle instrumentation Spinner/stabilized Planet Duration

Phobos-2 Automatic Space Plasma
Experiment with a Rotating
Analyzer (ASPERA)

Spinner Mars Jan. – Mar. 1989

Akebono Suprathermal ion Mass
Spectrometer (SMS)

Spinner Earth 1989-2015

Fast Auroral Snapshot
Explorer (FAST)

Time-of-flight Energy Angle
Mass Spectrograph (TEAMS)

Spinner Earth 1996–2009

Cluster (×4) Cluster Ion
Spectrometry/COmposition and
Distribution Function Analyzer
(CIS/CODIF)

Spinners Earth 2001–present

Mars Express (MEX) Analyzer of Space Plasmas and
Energetic Atoms/Ion Mass
Analyzer (ASPERA-3/IMA)

3-axis stabilized Mars 2004–present

Venus Express (VEX) Analyzer of Space Plasmas and
Energetic Atoms/Ion Mass
Analyzer (ASPERA-4/IMA)

3-axis stabilized Venus 2006–2014

Mars Atmosphere and
Volatile EvolutioN
(MAVEN)

SupraThermal and Thermal Ion
Composition (STATIC)

3-axis stabilized Mars 2014–present

Orbiter (PVO) at Venus, and the 1971–1973 Soviet Mars 2–5 missions. However, only rela-
tively recently have orbiters returned data with sufficient quality and coverage to accurately
quantify escape rates and the influence of upstream conditions. Here we will focus on results
from seven missions and their respective scientific investigations, listed in Table 2.

In the purpose of understanding evolution of planetary atmospheres, the relevant studies
generally focus on obtaining a global rate of atmospheric loss, i.e. the integrated net flux of
particles over the full flow area. Plasma particle instruments on orbiting spacecraft natively
measure differential flux, j , and cover some domain in the local velocity space by use of
an electrostatic energy analyzer (ESA). The most common ESA ion-optical design in mod-
ern instruments is the top-hat, whereby incident ions are guided to the space between two
spherical segments which are charged to different potentials, creating a static electric field
in-between. The ion paths are deflected by the electric field along spherical trajectories, at a
given field strength there is a corresponding ion energy-per-charge (E/q) that will follow a
curvature matching a range of radii which let ion pass the space between the spheres. These
are the only ions that will reach the opposite end of the ESA spherical segments where the
ions can be counted. By sweeping the ESA voltage the instrument effectively samples the
local ion energy distribution in all azimuthal directions simultaneously.

In this type of ESA there is a co-dependence between the ion entrance elevation angle
and the acceptance energy. Therefore, to achieve a reasonable energy resolution (�E/E)
the range of entrance elevation angles must be kept small (usually ∼5◦). While ions can
enter from any azimuthal direction (360◦) the top-hat ESA thus has a narrow field-of-
view (FOV), sampling a disk-shaped part of the local velocity space. To achieve 3D cov-
erage in velocity space, some particle instruments are mounted on spinning spacecraft,
e.g. Phobos-2/ASPERA (Lundin et al. 1985), FAST/TEAMS (Klumpar et al. 2001), and
CLUSTER/CODIF (Rème et al. 2001). These instruments rely on spacecraft rotation to
sweep the ESA FOV over the unit sphere with every half rotation, assuming the ESA FOV is



Do Intrinsic Magnetic Fields Protect Planetary Atmospheres. . . Page 9 of 39 36

unobstructed. Instruments on 3-axis stabilized spacecraft cannot rely on rotation and instead
use electrostatic deflectors to sweep the ESA entrance elevation angle, e.g. MEX/ASPERA-
3 (Barabash et al. 2006), VEX/ASPERA-4 (Barabash et al. 2007a), as well as MAVEN’s
STATIC (McFadden et al. 2015) and Solar Wind Ion Analyzer (SWIA) instruments (Halekas
et al. 2015b). While electrostatic deflectors are versatile and can provide high-cadence cov-
erage of the distribution, the entrance angle is typically limited to ±45◦ from the ESA plane
and may also see significant blockage by spacecraft surfaces. Therefore the FOV coverage of
instruments on 3-axis stabilized spacecraft have to be carefully considered when analyzing
the measured ion distributions.

All of the instruments mentioned above include mass-separation capabilities (except
SWIA), which provides crucial information to understand atmospheric evolution as the es-
cape of e.g. H+, O+ and CO+

2 have mutually different implications, both in terms of compo-
sition, neutral source particle, and total mass rate of the atmospheric loss. The ions exiting
the instrument ESAs are nearly monoenergetic (within the energy resolution of the ESA and
for ions of equal charge), thus the velocity of the ions only varies depending on the mass
per charge of the ion species. The mass-separation is subsequently performed using any of
a variety of mechanisms. Phobos-2/ASPERA used a stepping Wien (E × B) velocity filter,
and an array of channel electron multipliers to detect the particles. MEX/ASPERA-3 and
VEX/ASPERA-4 both employ a permanent magnet array in the respective IMA instruments
that separates ions of different gyroradii (and thus mass-per-charge, m/q , as rg = m

q

v⊥
B

)
and record the positions of the beams on a microchannel plate (MCP) with sectored and
radially separated anodes. FAST/TEAMS, Cluster/CODIF, and MAVEN/STATIC instead
include time-of-flight (TOF) mass-separation systems that analyze the time taken for the
ion to traverse a chamber of a known length, giving the velocity directly. The ion m/q can
subsequently be found from the E/q , which is constrained by the ESA. Illustrations of the
ion-optical assemblies of IMA and STATIC are shown in Fig. 3.

For each azimuthal sector and set energy, the ions are detected over a solid angle, ��, an
effective aperture area, A∗, and an energy range �E, with an efficiency η. Together, these
properties constitute the instrument’s effective geometrical factor,

GE = ��A∗η
�E

E
[cm2 s sr eV/eV], (7)

which is determined from calibration. The geometrical factor can be used to convert the
detected ion counts into a physical value for the differential flux, j , by considering the
count, c, of ions detected for the energy-directional bin over an integration time interval,
�t , so that

j = c

GE�tE
[cm−2 s−1 sr−1 eV−1]. (8)

Each differential flux measurement effectively constitutes a sample of the local phase-
space density distribution, f , as

j (r,�,E) = 2E

m2
p

f (r,v), (9)

where mp is the particle mass of the measured ion species. However, this is a sample of the
distribution that is detected in the reference frame of the spacecraft, which can be affected
by the spacecraft potential and spacecraft ram velocity if the energy of the ambient (true)
distribution in the inertial frame of the planetary body is comparable to the spacecraft po-
tential, or the energy gained through the ram velocity. Analyses that account for spacecraft
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Fig. 3 Two examples of ion particle instruments used to measure ion escape, with traced particle paths in the
hemicylindrical cut-away/cross-sections of the ion-optical assemblies. Left: The Ion Mass Analyzer (IMA)
on Mars Express and Venus Express. A beam of H+ (light blue) and O+ (dark red) ions are drawn incident
at an elevation angle φ and guided by a pair of electrostatic deflectors into a top-hat electrostatic energy
analyzer (ESA). The ions with energies matching the energy setting of the ESA are post-accelerated by a
300–4200 V ion lens so that the nearly mono-energetic beam can be separated by gyroradii/mass-per-charge
(m/q) in a permanent magnetic array. The O+ strike the inner segments of a microchannel plate with sectored
and radial anodes, while the H+ ions strike the outer segments. Drawing of IMA adapted from Ramstad
et al. (2017c). Right: The SupraThermal and Thermal Ion Composition Analyzer (STATIC) instrument on the
MAVEN mission, which features a similar set of elevation deflectors and a top-hat ESA. Ions that pass the
ESA (green curve) are post-accelerated by 15 keV before striking a thin-film carbon foil, generating a start
pulse of secondary electrons (red curves) for a time-of-flight (TOF) velocity analyzer. After passing the 2 cm
gap, the ions strike another carbon foil, generating stop pulse secondary electrons. Start and stop electrons are
detected by a MCP with anodes segmented in azimuth and an inner (start) and an outer (stop) ring. The TOF
between the start and stop signals determines the time in which the particle passed the cell, and thus the ion’s
velocity. The ion E/q is constrained by the ESA, from which the m/q of the ions can be separated. It should
be noted that STATIC’s ion optics (excluding deflectors) draw strongly on heritage from FAST/TEAMS and
Cluster/CODIF. Drawing of STATIC adapted from McFadden et al. (2015)

potential and velocity have to consider Liouville’s theorem, i.e. as the distribution is moved
in velocity space the phase-space mass density is conserved, and correct the differential flux
accordingly.

There are two commonly used methods of integrating the measured differential fluxes
into a total escape rate. Each instantaneous measured distribution can be integrated moment-
wise over space angle and energy (i.e. in velocity space) to find the macroscopic density (n),
bulk velocity (v), and temperature (T ), from which the net flux can be calculated simply as
F = nv. The calculated fluxes can be averaged by location in a suitable discretized coordi-
nate system and integrated over an area that captures most, or ideally all, of the ion flux.
While this is a computationally efficient method (once the moments are generated) some
information is lost in the process as most space plasmas are not in thermal equilibrium. In
addition the moments are only valid if the ion distribution is fully captured in the instru-
ment’s FOV and energy range, which is impossible to know a priori. In addition, a positive
spacecraft potential can reflect low-energy ions before they enter the instrument, and a neg-
ative potential can shift the distribution to such high energies that the instrument cannot
resolve it.
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Fig. 4 Time-averaged O+ outflows from Earth mapped in cylindrical coordinates, with analogous maps
for Venus and Mars mapped inlaid on the same scale, contrasting the scale of the outflow and interaction
area with the solar wind (Earth’s magnetopause shown as dotted line) imposed by Earth’s intrinsic magnetic
dipole field, compared to the smaller induced magnetospheres of Venus and Mars. Red colors show high
fluxes and blue colors show low fluxes in all maps, though the absolute values differ. Adapted from Nilsson
et al. (2012a), Fedorov et al. (2008), and Ramstad (2017)

Alternatively, the measured distributions are sometimes averaged directly in a discretized
phase-space coordinate system, the resulting average distribution function (ADF) can sub-
sequently be integrated over velocity space to similarly yield moments of the ADF, or the
average net flux directly. This method is computationally expensive, though has some ad-
vantages over the moments method. In particular; FOV or S/C-potential limitations of in-
stantaneous measurements are less of a concern as long as the uncovered part of the velocity
space is covered in later or earlier measurements of the same spatial location. In addition,
the full ion distribution is preserved, thus the average energy of the outflow can be accu-
rately derived. On the other hand, a disadvantage of averaging the measured distributions
is that the average temperature cannot be derived, since natural variations in bulk velocities
will alone broaden the average distribution, limiting the information available to interpret
the physical mechanisms controlling escape.

Whether the measured distributions are averaged moment-wise or as an average distri-
bution function, the escaping ion fluxes need to be integrated over a representative spatial
area to obtain a global escape rate. The area varies significantly depending on the size of the
obstacle, in particular the Earth’s magnetic field creates a much expanded area of interaction
with the solar wind and ion outflow, as shown in Fig. 4. However, choice of reference frame
and coordinate system over which to map fluxes is not trivial and sometimes limited by the
available instrumentation and/or orbit coverage. For example, at the Earth the atmospheric
ions outflow to the magnetosphere and interplanetary space mainly from the polar cap and
auroral oval (as illustrated in Fig. 2), which change area depending on the upstream solar
wind and IMF conditions (Milan 2009). If the fluxes measured over the cap are averaged
and multiplied by the area, rather than mapped out by complete coverage of the cap, then
the change in area has to be considered if escape rates are calculated for different upstream
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conditions. Similarly, calculations of escape rates in induced magnetospheres need to inte-
grate fluxes both over the extent of scavenged ionospheric ions picked-up by the solar wind
(Brain et al. 2015; Dong et al. 2017) and over the cross-section area of the induced magne-
totail, which changes size depending on the upstream solar wind dynamic pressure and solar
EUV (Edberg et al. 2009; Ramstad et al. 2017a).

Ion flows and the associated forces are organized by the magnetic field topology, which
near the Earth, is in turn strongly dominated by the intrinsic magnetic dipole field and
can be well-represented in the Geocentric Solar Magnetospheric (GSM) reference frame
using Cartesian (e.g. Nilsson et al. (2012a)) or Magnetic Local Time/Invariant Latitude
(MLT/ILAT) coordinates (e.g. Andersson et al. (2005)). In contrast, the structure and ori-
entation of induced magnetospheres is mainly dependent on the upstream solar wind and
IMF properties. The orientation of the induced magnetic field follows the upstream IMF
clock angle φIMF = tan−1(By/Bz), where By and Bz are Cartesian components of the up-
stream IMF defined in the Mars-Sun-Orbit (MSO) or Venus-Sun-Orbit (VSO) reference
frames, depending on the planet in question. In MSO/VSO, X points towards the Sun, Z

is oriented with the Martian heliocentric orbit normal, and Y completes the right-handed
systems. The Mars-Sun-Electric field (MSE) or Venus-Sun-Electric field (VSE) reference
frames are often used to represent the co-rotating fixed reference frame of the induced mag-
netospheres. In MSE/VSE, X is antiparallel to the upstream solar wind flow vector, Z rep-
resents the direction of the solar wind motional electric field (Emot, see equation (2)), and Y

again completes the right-handed systems (Dubinin et al. 1996). Mapping measurements in
the MSE/VSE reference frames avoids mixing different outflow regions (and non-outflow
regions). Regardless, with sufficient statistics, fluxes mapped in a cylindrical MSO/VSO
reference frame result in the same escape rates, as found by Nordström et al. (2013) who
calculated Venusian tailward ion escape rates by mapping the same set of VEX/ASPERA-4
measurements in cylindrical VSO and VSE coordinates separately. Highly directional ra-
dial escape channels (e.g. Mars’ pick-up ion plume) may be more sensitive as the orbit
coverage distribution could lead to potentially inhomogenous sampling of the bimodal dis-
tribution of IMF clock-angles. Note that planetary factors also influence the structure of the
ion outflow in induced magnetospheres, in particular, dawn-dusk asymmetries due to the
rotation of the upper atmosphere (Lundin et al. 2011), as well as Mars’ crustal magnetic
fields, which form mini-magnetospheres embedded in the ionosphere that can interfere with
the Emot-organization of the large-scale system (Nilsson et al. 2010; Fan et al. 2020).

3.2 Comparative Escape Rates

Over the last few decades, several studies have quantified global ion flow rates from in situ
measurements, however, drawing conclusions from comparing studies can be difficult as the
context of the measurements differ between studies, particularly the covered energy range in
relation to the true distribution. Below, we briefly summarize the rates found by several key
studies and some of the caveats involved in each. A comparison of escape rates and energy
ranges for a selection of recent studies is shown in Fig. 5. A timeline of the measurements
and reported escape rates, in relation to the solar cycle, is available in Fig. 6.

A number of terms are used in the literature to describe the relevant ion flow rates. There
can be ion outflow from a planet, interchangeably referring to the rate at which ions flow
away from the planet (but may later return as ion return-/inflows), or outflow may refer
to the net outflow rate, which would be equivalent to the escape rate. This distinction is
important as not all ions that outflow necessarily escape to space, rather, outflowing ions
can be trapped on closed magnetic field lines or in the gravitational field of the planet and



Do Intrinsic Magnetic Fields Protect Planetary Atmospheres. . . Page 13 of 39 36

Fig. 5 Measured heavy ion (O+ and heavier) escape rates from Venus (yellow colors), from Earth (blue
colors), and from Mars (red colors) based on relatively recent studies under time-averaged/nominal upstream
conditions of each planet, respectively. The horizontal limits of each box shows the specified energy range
covered by the instrument in question. The vertical limits represent the uncertainties in the reported time-av-
eraged escape rates or estimated ranges under nominal conditions, depending on the study. Note that these
studies are based on measurements from varying altitudes and thus regions with corresponding variability in
the characteristic ion energy. Additionally the studies represent varying phases of the solar cycle (see Fig. 6),
the effects of cycle-driven upstream conditions are covered in Sect. 3.3

Fig. 6 Measured heavy ion (O+ and heavier) escape rates from Venus, Earth, and Mars, over time and in
relation to the solar cycle as indicated by the daily sunspot number (SILSO World Data Center 2020). The
horizontal extent of each box indicates the time interval of measurements on which each study is based. The
vertical extent represents either the reported uncertainty in the escape rate or, if a dependence was reported,
the vertical extent represents the found escape rate under the respective nominal range of upstream conditions
at each planet. In the studies that only report rates for a single heavy ion species, the complete heavy ion rate
has been respectively estimated based on reported compositions at each planet for a more direct comparison
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return for either reason. As such, while the ion escape rate can be calculated as the total
net flow rate through any surface enclosing the region of ion production, the inflowing and
outflowing populations can exhibit differing characteristic energies. Given that ion particle
instruments typically have a lower energy limit well above thermal energies, it is not a
trivial task to confidently find the escape rate by calculating the net cold ion flow rate. Ion
upwelling is a closely related concept that generally describes density increases at unusually
high altitudes (though still relatively low in that gravity is the dominating force), associated
with relatively low-energy upward flows and/or an enhanced ambipolar electric field.

3.2.1 Earth

Particle instruments in the early era of near-Earth space plasma investigations were capa-
ble of observing ion distributions down to energies of a few 100’s eV and without mass-
resolving capability. At the time it was commonly assumed that the Earth’s magnetosphere
was populated by plasma almost entirely of solar wind origin as the ionosphere was consid-
ered shielded from the solar wind by the Earth’s magnetic field. This picture changed with
clear detections of keV O+ ions during a geomagnetic storm from the “energetic-ion mass
spectrometers” on the Advanced Space Technology Experiment (ASTEX) satellite (Shelley
et al. 1972). The outflow was subsequently measured with increasingly improved sensitivity
and detail by the International Monitoring Platform 7 (IMP-7) satellite, Explorer 31, Dy-
namics Explorer (DE-1/-2), Akebono, and Polar orbiters. An early estimated O+ outflow
rate of ∼0.1 kg/s (∼4 × 1024 s−1) was reported by Frank et al. (1977) based on IMP-7
measurements of ions with energies 50 eV–45 keV.

Once measurements were available in lower energy ranges it became clear that the out-
flow rate was significantly higher. O+ outflow rates between 1025–1026 s−1 were later re-
ported by Yau et al. (1985), based on measurements of 10 eV–17 keV ions from the En-
ergetic Ion Composition Spectrometer (EICS) instrument on DE-1. Peterson et al. (2001)
calculated substantially lower O+ outflow rates of 3.0 × 1024 s−1 based on measurements
in the 15 eV–33 keV range from the Toroidal Imaging Mass-Angle Spectrograph (TIMAS)
on Polar. Similarly, Andersson et al. (2005) estimated an O+ outflow rate of ∼2 × 1024 s−1,
based on FAST/TEAMS measurements of 3 eV–10 keV O+ distributions in 1997. Both the
Polar and FAST measurements in these studies were taken during solar minima and thus
indicated a strong solar cycle/seasonal dependence, which we elaborate on in Sect. 3.3.

The four formation-flying Cluster orbiters launched in 2001 and the mission is still op-
erational at the time of writing, although the CODIF ion instruments are now significantly
degraded. As such, most studies exclusively rely on data from the early phase of the mis-
sion. Nevertheless, Cluster provided ion measurements in a wide orbit (∼16,000 km by
∼117,000 km perigee/apogee altitudes) that provides good coverage of energized ions es-
caping in the mantle and in the high-altitude cusp. Nilsson et al. (2012a) integrated Clus-
ter/CODIF 40 eV–38 keV measurements from 2001-2003 in a cylindrical coordinate system
and derived average O+ escape rates “on the order of 1025 s−1”, i.e. consistent with the
earlier measurements from DE-1 (Yau et al. 1985). More recently, Slapak et al. (2017) and
Schillings (2019) (correcting Schillings et al. (2019)’s reported escape rates) have analyzed
Cluster/CODIF measurements from 2001-2005 and find a wide range of O+ escape rates
depending on geomagnetic and upstream conditions, with values in the mid-1025 s−1 range
under nominal conditions (shown in Fig. 5) and in the upper 1024 s−1 range under low EUV
nominal solar wind conditions (i.e. solar minimum), consistent with the low altitude Po-
lar and FAST measurements of escape fluxes during solar minimum (Peterson et al. 2001;
Andersson et al. 2005).
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3.2.2 Mars

Investigations of ion escape at Mars have yielded estimated rates in a perhaps more erratic
evolution. The first direct measurements of atmospheric heavy ion fluxes were made by the
27 eV–20 keV Registrator Intensivnosti Electronov Protonov (RIEP) cylindrical ion spec-
trometers on the Soviet Mars 2, Mars 3 and Mars 5 missions in 1971 (Mars 2, 3) and 1974
(Mars 5). The first estimate of the Martian heavy ion escape rate was estimated based on
400 eV–4.0 keV RIEP measurements and reported by Bogdanov et al. (1975) as ∼1025 s−1.
Vaisberg et al. (1977) later took 1025 s−1 as an upper estimate and a review by Vaisberg
and Smirnov (1986) gives a typical escape rate 1024 s−1. Phobos-2, another Soviet orbiter,
arrived at Mars in February 1989, close in time to the peak of the strong 22nd solar cycle.
The onboard Automatic Space Plasma Experiment with a Rotating Analyzer (ASPERA) in-
strument comprised a top-hat electron spectrometer and an ion mass spectrometer, which
performed nearly two months of measurements in Martian orbit, including four highly el-
liptic orbits from which Lundin et al. (1990) estimated an ion escape rate of 3 × 1025 s−1.

The arrival of Mars Express in 2003 rapidly improved upon the limited statistics provided
from the two month long Phobos-2 mission. Measurements from the ASPERA-3/IMA in-
strument were used by Barabash et al. (2007c) to derive an initial mission estimate of the
total heavy ion (O+, O+

2 , CO+
2 ) escape rate of 4 × 1023 s−1. This rate was surprisingly much

lower than the previous estimates and it soon became clear that the 30 eV–36 keV mea-
surements excluded a dominating low-energy population that persisted where MEX was
measuring escaping ion fluxes. New energy tables were uploaded to the instrument, extend-
ing the lower end of the energy range to 10 eV in 2007 and again to ∼1 eV in 2009. The
low-energy measurements were soon incorporated in analyses by Lundin et al. (2008b) and
Nilsson et al. (2012b), reporting rates in the range 2.0 × 1024 s−1 to 3.3 × 1024 s−1 dur-
ing solar minimum. Similar average rates of (2.6 ± 0.6) × 1024 s−1 were later derived by
Ramstad et al. (2015). The low-energy cold ion population was also excluded from the early
MAVEN-derived heavy ion escape rate of (0.4−3.3) × 1024 s−1 (Brain et al. 2015), based
on 25 eV–30 keV STATIC measurements. Later estimates of >6 eV fluxes by Dong et al.
(2017) gave higher escape rates of (2.0−3.0)×1024 s−1 for O+ alone, indicating that a large
fraction of the escaping ion distribution is low-energy in nature. Based on the O+ escape rate
reported by Dong et al. (2017), the equivalent total heavy ion escape rate would be roughly
∼6 × 1024 s−1 assuming the ion flux composition reported by Carlsson et al. (2006).

3.2.3 Venus

Venus stands as the least explored planet of the trio, at least in terms of the surrounding
plasma environment, yet a few studies have quantified the ion escape rate. Indirect estimates
of the ion escape rate were provided by studies of the plasma properties of the nightside
ionosphere using PVO magnetic field and Langmuir probe data, from which total plasma
densities could be derived. With varying assumptions for the ion velocities, composition, and
the size of the system, McComas et al. (1986) estimated an O+ escape rate of ∼6×1024 s−1,
while Brace et al. (1987) gave an order of magnitude higher rate of 5 × 1025 s−1.

The arrival of Venus Express and the onboard ASPERA-4 suite in 2006 provided direct
measurements of the ion distributions in the induced magnetotail, from which Barabash
et al. (2007b) calculated an upper limit to the H+ escape rate, and an H2O stoichiometric
2:1 ratio of H+:O+ escape, from where an upper limit for the O+ escape rate would follow
as 5 × 1024 s−1. VEX measurements collected during the following solar minimum were
integrated to derive an O+ escape rate “within a factor 2” of 2.7 × 1024 s−1 (Fedorov et al.
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2011), similar to the recent estimate of (1–4)×1024 s−1 by Persson et al. (2020). Considering
Nordström et al. (2013)’s analysis of the VEX/ASPERA-4 data and the estimated total heavy
ion escape rate (4.3±1.3)×1024 s−1 (mapped in the VSE reference frame under steady IMF
conditions), we can get a rough idea of the mass-composition of the escaping heavy ions as
∼50 % O+ and ∼50 % heavier species, although the uncertainty is large. The energy table of
ASPERA-4/IMA was 10 eV–36 keV from 2006–2010 and a new energy table was uploaded
in 2010 that covered 2 eV–20 keV for the rest of the mission duration (2010-2014). However,
setting a hard limit for VEX’s sampling of the heavy ion distribution is not trivial as (1) the
spacecraft potential was unquantified except for limited case-studies, and (2) VEX’s orbit
was extremely eccentric and thus reached high velocities near pericytherion, such that a
stationary O+ ion would be observed with a ram energy up to ∼8 eV in the spacecraft
inertial reference frame, and analogously ∼16 eV for an O+

2 ion.

3.3 Influence of Upstream Conditions

Without further consideration, it may appear as if the planetary ion escape rate is a funda-
mental constant in the solar system; wherever the heavy ion escape rate is measured, the
rate is remarkably consistent, i.e. some factor times 1024−1025 s−1. This is despite large,
sometimes several orders of magnitude, differences in atmospheric mass, planetary gravity,
equilibrium temperature, upstream plasma and magnetic field conditions, solar EUV condi-
tions, intrinsic magnetic field strength, etc. This also includes Titan (0.9 × 1024 s−1; Coates
et al. (2012)), and tentatively Pluto (0.5 × 1024 s−1; McComas et al. (2016)), although these
estimates are based on rare fly-bys, a single one in the case of Pluto.

However, we have known for a long time that the ion escape rate for any particular body
is not constant, but rather a function of processes that drive the production and upward dif-
fusion of ions, the rate of solar wind energy transfer, and the ion return/recycling efficiency.
Such studies was pioneered by Yau et al. (1985), who found a strong dependence for the ion
outflow from Earth on geomagnetic activity. Analogously, the ion escape rates measured, re-
spectively, by Phobos-2 ((2−3)×1025 s−1); Lundin et al. (1985), Ramstad et al. (2013)) dur-
ing the strong 1989 solar maximum (solar cycle 22), and Mars Express ((2−3.3)×1024 s−1;
Lundin et al. (2008b), Nilsson et al. (2012b)) during the solar minimum between cycles 23
and 24, suggested that the heavy ion escape rate from Mars is highly dependent on the solar
activity cycle.

Such dependencies are critical to quantify if we desire to understand the evolution of
the planets in the solar system, and by extension, similar planets beyond. The primordial
atmospheres of the terrestrial planets underwent intense impact erosion and hydrodynamic
escape during the Sun’s earliest phase (within ∼0.1 Ga of formation; e.g. Lammer (2013))
and the resulting secondary atmospheres have since evolved to their current state. The ac-
tivity of the Sun, just like other stars, has evolved over time such that 4 Ga ago its EUV
output was about an order of magnitude higher compared to the present (Ribas et al. 2005).
For the period of time before ∼4 Ga, there is a large uncertainty in the early Sun’s EUV
output given the unknown initial rotational momentum of the Sun (Tu et al. 2015). The solar
wind has undergone an even more dramatic evolution, as observations of Ly-α absorption in
the astrospheres of analogous younger G-type stars suggest the solar wind flux was nearly
two orders of magnitude stronger ∼4 Ga ago (Wood 2006). Naturally, we can no longer
directly observe the planets’ interactions with the young Sun, however, the variations in up-
stream parameters created by solar activity effectively provides conditions representative of
the nominal conditions at different points in the time of the Sun’s evolution. Extreme events,
by present-day standards, created by solar flares and coronal mass ejections (CMEs), can
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Fig. 7 Parameter space of
upstream solar extreme
ultraviolet (EUV) 1-118 nm
ionizing photon flux and solar
wind dynamic pressure at Mars
sampled by the Mars Express
orbiter over the course of a
decade (2007–2017), compared
with the evolution of the average
parameters since 3.9 Ga ago. The
limited time-equivalent coverage
emphasizes the importance of
determining ion escape
dependencies over the available
range, as well as the need to
monitor and study extreme
events. Adapted from Ramstad
et al. (2018)

potentially supply upstream conditions partially representative of nominal conditions a few
billion years ago, throughout the solar system. A major goal of planetary space weather
studies is therefore to gauge the atmospheric escape responses to extreme events, such that
the escape rate can be modeled as a function of the upstream conditions, and in turn, as a
function of time.

Unfortunately, extreme events are by definition rare. For example, even after 14 years of
operation, the parameter space of upstream conditions sampled by the Mars Express orbiter
were in 2018 only representative of nominal conditions at most ∼1.1 Ga ago, as shown in
Fig. 7. The rest of the range has to be covered by some method of extrapolation, which
requires accurately quantified dependencies and some understanding of the state of the ion
escape process. Some upstream parameters are also mutually correlated (such as solar wind
density, IMF strength, and solar EUV irradiance), and potentially also correlated with sea-
sonal changes in a planet’s atmosphere, further complicating any analysis of upstream de-
pendencies. Orbiting spacecraft have to be collecting statistics on ion fluxes for a long time,
and over widely varying solar activity, such that escape rates can be calculated over a wide
dynamic range for which any non-linear or co-dependent response can be accurately quan-
tified, and that correlated parameters can be mutually constrained.

3.4 Influence of Solar Wind Conditions

3.4.1 Earth

A strong correlation between the O+ outflow rate from the Earth’s polar regions and geo-
magnetic activity (Kp, Dst ) was established early on by Yau et al. (1985, 1988) based on
low-altitude DE-1 measurements. Later studies using Akebono and Cluster data have found
consistent trends and O+ outflow and escape rates rising from the 1024 s−1 range under low-
Kp conditions to the 1026 s−1 range under high Kp (Cully et al. 2003; Slapak et al. 2017).
While the link to geomagnetic activity is only a 2nd-order dependence on the upstream
conditions, this clearly shows that the escape of heavy ions depends on the amount of en-
ergy transferred to the magnetosphere-ionosphere system, as geomagnetic activity, through



36 Page 18 of 39 R. Ramstad, S. Barabash

coupling and total energy transfer, depends in turn on the upstream solar wind and IMF
properties (Akasofu 1981; Vasyliunas et al. 1982).

If we want to understand how the Earth’s magnetic field influences ion escape, then we
need to compare Earth’s dependencies with analogous trends for Venus and Mars. However,
there is no strictly analogous, and directly comparable geomagnetic index for induced mag-
netospheres. Instead, we may more directly compare how ion escape depends on undisturbed
upstream solar wind and IMF parameters at the planets. In this regard, Cully et al. (2003)
also investigated the correlation of the O+ outflow rate on a number of upstream factors and
found the most consistent agreement with solar wind density, nsw, solar wind velocity, vsw,
and cross-terms of both (e.g. flux, dynamic pressure, kinetic power flux). The main IMF-
related influences were the solar wind motional electric field, Emot (see equation (2)), and
IMF variability. Using Polar/TIMAS measurements, Lennartsson and Collin (2004) instead
binned the measurements in ranges of solar wind kinetic energy flux and Poynting flux,
separately. They found strong dependencies on both, but also consistently higher rates for
negative Bz,IMF, compared to positive Bz,IMF, indicating a strong IMF clock-angle depen-
dence. Recently, Schillings et al. (2019) mapped escaping O+ fluxes measured by Cluster in
the mantle and high-altitude cusp versus upstream pdyn for constrained high/low solar EUV
intensities, and found a similar strong dependence on pdyn for both of the EUV levels.

3.4.2 Mars

Such systematic studies of ion escape and the associated drivers were not feasible at Mars
until the arrival of Mars Express in 2003, considering the limited datasets of measurements
previously sampled by the Soviet Mars and Phobos-2 orbiters. Using the onboard ASPERA-
3 suite of plasma particle instruments, the growing statistical base of ion flux measurements
eventually allowed a number of studies to establish that the solar wind is a strong driver for
the escape of ions with energies over 30 eV (Lundin et al. 2008a; Nilsson et al. 2010) and
over 50 eV (Edberg et al. 2010; Wei et al. 2012). The lower boundary of 30 eV in these
studies was imposed by the original energy table of the IMA instrument, covering a range of
30 eV–36 keV. New energy tables were uploaded to the spacecraft in 2007 and 2009, even-
tually extending the lower boundary to 1 eV. However, the ESA and deflector voltage tables
required to reach these energies precluded use of elevation scanning at low energies, leaving
IMA with a flat 360◦ ×4◦ FOV for energies <50 eV, on a non-spinning spacecraft. This lim-
ited FOV precludes full coverage of the plasma distribution function for the instantaneous
(192 s) samples of the distribution function, even during favorable pointing. As such, reli-
able moments cannot be directly calculated by integrating the measured distribution in the
low-energy domain. To work around this problem, Nilsson et al. (2011) directly averaged the
measured differential fluxes in a 4-dimensional cylindrically symmetric phase-space coor-
dinate system. Over many orbits the sparse instantaneous samples below 50 eV collectively
produced a fully sampled average phase-space distribution function. With the low-energy
part of the distribution included, they found a much weaker increase in the heavy ion escape
rate, a factor 1.6 when comparing high (80th percentile) solar wind flux conditions with
average conditions.

The mentioned studies estimated the influence of the solar wind by comparing heavy ion
measurements taken during varying upstream conditions. However, Lundin et al. (2008a)
had already found that solar EUV (F10.7) is also a driver of ion escape at Mars, and extreme
solar wind conditions are correlated with high EUV intensities due to a common depen-
dence on the solar wind activity cycle. This correlation is particularly strong at Mars as both
factors are also mutually modulated by the eccentricity of the Martian orbit, which varies
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the heliocentric distance. By 2015 the available dataset of low-energy ion measurements
had expanded greatly, and so had also the corresponding variations in upstream parameters,
owing to the onset of solar cycle #24. To separate the effects of the solar wind and EUV
as drivers for ion escape, Ramstad et al. (2015) divided the upstream SW–EUV parameter
space in two EUV bins and combined the measured IMA heavy ion distributions in cylindri-
cal phase-space ADFs, similar to the method developed by Nilsson et al. (2011), though the
velocity space was kept 3-dimensional. The resulting heavy ion escape rates showed, in con-
trast to the previous studies, a potential weak inverse dependence on solar wind density, and
no significant or consistent dependence on solar wind velocity, when EUV was constrained.

With the arrival of MAVEN at Mars in 2014 came the opportunity to get an independent
view of the ion escape drivers, enhanced by the context provided by magnetic field vec-
tor measurements. The STATIC instrument on MAVEN has an energy range from 0.1 eV–
30 keV with elevation sweeping throughout this range. Thus STATIC is capable of detecting
the full range of cold heavy ions since even a stationary ion O+ ion will gain a ram energy of
0.2–1.4 eV in the spacecraft inertial frame due to the orbital velocity. Dubinin et al. (2017)
calculated the dependence of the average O+ flux on several upstream parameters, and found
a weak decrease in escaping O+ flux with increased solar wind dynamic pressure. While a
direct comparison cannot be made comparing average flux [cm−2 s−1] and area-integrated
escape rate [s−1], Dubinin et al. (2017) noted that a decrease in the tail ion escape rate with
solar wind dynamic pressure is consistent with the inverse nsw dependence reported by Ram-
stad et al. (2015) based on MEX measurements. A weak inverse dependence on pdyn was
later also reported by Ramstad et al. (2018), based on MEX measurements.

Studies of the ion escape rate during space weather events offer a wider range of up-
stream conditions, although, individual events are not so straightforward to compare due to
the rarity of strong events and the single-point nature of in situ measurements. MAVEN ob-
served a CME impacting Mars in March 2015 during which the flux of high-energy pick-up
ions on the dayside increased by over an order of magnitude (Jakosky et al. 2015). Such an
increase in high-energy escaping fluxes is consistent with the statistical studies of >50 eV
ions found by Edberg et al. (2010). In contrast, this may seem contradicted by the lack of an
increase, and tentative decrease, in tailward 1 eV–15 keV escaping heavy ion fluxes during
the strongest observed CME of solar cycle #24 as estimated by Ramstad et al. (2017c). The
ions otherwise escape as a relatively cold (below few 10s eV) outflow, likely these are accel-
erated to higher energies and increasingly escape on the dayside as scavenged ions during
strong space weather events, resulting in a largely unaffected global ion escape rate.

3.4.3 Venus

Few have systematically studied the influence of upstream solar wind parameters on ion
escape at Venus. Given that Venus features a Mars-like induced magnetosphere, one might
expect that ion escape rates should depend similarly on upstream parameters, at least to
the first order. Similar to their study at Mars (Edberg et al. 2010), Edberg et al. (2011)
integrated Venus Express ASPERA-4/IMA measurements separately for storm times (CME
and CIR impacts) and quiet times. Comparing the two, they found that Venusian O+ escape
rates increased by roughly a factor ×2 during storms. Although they did not methodically
constrain EUV levels, the measurements were acquired during 2006–2010 when EUV levels
were consistently low. Recently, Masunaga et al. (2019) have analyzed the full VEX/IMA
dataset and derived escape rates from ion moments, separating the measurements in bins
of upstream pdyn, Emot, and EUV. The latter constrained by separating measurements taken
before/after Dec. 31 2010, corresponding to a rapid increase in the F10.7 index at the onset
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Fig. 8 Escape rates of heavy ions (M/q � 16) from Venus (Masunaga et al. 2019), Earth (Schillings 2019),
and Mars (Ramstad et al. 2018); as dependent on upstream solar wind dynamic pressure for individually con-
strained ranges of solar EUV. At Venus, Masunaga et al. (2019) divide the VEX dataset in time as before/after
31 Dec. 2010, corresponding to the transition from solar minimum to maximum and an abrupt increase in
the F10.7 index, a solar EUV proxy. At Earth, Schillings (2019) divides the Cluster dataset by below/above
a solar 0−90 nm EUV intensity of 3.5 mW/m2. At Mars, Ramstad et al. (2018) map escape rates over a 2D
upstream parameter space, here we show the estimated escape rates from Mars for solar 0−118 nm photon
flux above 4.7 × 1014 m−2 s−1 (red) and below 3.5 × 1014 m−2 s−1 (black), separately

of solar cycle #24. Their results show a moderate relative increase (∼50 %) in O+ escape
rates with increased pdyn, for similar EUV levels. In addition, Persson et al. (2020) also
recently found a stronger increase in the O+ escape rate (roughly 5×) across the range of
solar wind energy fluxes observed by VEX, indicating that upstream solar wind energy flux
may be a more direct driver for ion escape at Venus.

3.4.4 Comparative Rates and Trends

Each planet is at a different average distance from the Sun, from which it follows naturally
that the typical solar wind conditions will also differ since the solar wind density decreases
with distance from the Sun roughly as r−2. However, the variations in solar wind parameters
at each planet provides some overlap in the distributions, for which the planets are subjected
to similar upstream solar wind. Figure 8 shows the how the rate of heavy ion escape depends
on upstream solar wind dynamic pressure, and how the rate of escape compares between
the planets for similar pdyn under constrained solar EUV. The trends here are taken from
recent studies based on measurements from Venus Express (Masunaga et al. 2019), Cluster
(Schillings 2019), and Mars Express (Ramstad et al. 2018). The values for the upstream pdyn

used in Masunaga et al. (2019) were personally provided by Kei Masunaga and included in
Fig. 8. In addition, the escape rates shown for Venus have been multiplied by a factor 2 to
account for the exclusion of O+

2 escape in the study. With the escape rates plotted on the
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same scale, we may immediately deduce that Venus, Earth, and Mars all feature similar ion
escape rates in the few 1024 s−1 range around 1–2 nPa.

The dependencies on pdyn are highly divergent between the planets. Respectively, Fig. 8
shows that:

– The Venusian ion escape rate increases weakly with pdyn.
– The Martian ion escape rate decreases weakly with, or is insensitive to pdyn.
– The Earth ion escape rate increases dramatically with pdyn, rising by nearly two orders of

magnitude over one order in pdyn.

As such, it is quite clear, not only that the average atmospheric ion escape rate from Earth
is higher than the rates from Mars and Venus on average, but also the escape rate from Earth
is significantly more sensitive to the kinetic energy of the solar wind.

3.5 Influence of Solar Extreme Ultraviolet (EUV) Radiation

From Fig. 8 we may also deduce that increased EUV does not have the same effect on all
three planets. Overall the heavy ion escape rate appears to increase with EUV at Mars (Dong
et al. 2017; Ramstad et al. 2018) and at Earth (Schillings 2019), while the escape rate from
Venus is lower at high EUV as measured with VEX (Masunaga et al. 2019).

3.5.1 Earth

Early studies of ion outflow from Earth found a positive correlation with the F10.7 EUV
proxy (Cully et al. 2003; Yau et al. 1988), though without constraints on correlated upstream
solar wind parameters. Recently Schillings et al. (2019) also calculated the O+ escape rate
for separate bins of 0-90 nm EUV irradiances based on Cluster measurements in the mantle
and high-altitude polar cap, effectively constraining the solar wind dependence within each
bin, and found no dependence. This was shortly thereafter shown to be an instrumental
artifact and is corrected by Schillings (2019), yielding an increase with EUV for O+ fluxes
in both regions, consistent with the previous studies and also deconvoluting the solar wind
dependence from the correlated EUV dependence. While an increase in outflow observed
at low altitudes could return in a different location or at an energy outside the respective
instrument’s energy range, the mantle ions are nearly all expected to escape.

Others have studied ion escape and its dependence on EUV at high altitudes using Clus-
ter’s Electric Field and Waves (EFW) instrument (André 2015; Li et al. 2017), showing that
increased EUV increases the flux of a low-energy ion population that is undetectable by the
CODIF instrument. However, this method is unable to distinguish between H+ and O+ ions
and the low energy-population is expected to be dominated by H+ ions (André 2015).

3.5.2 Mars

Nearly all studies of ion escape drivers at Mars find a consistent increase in the heavy ion
escape from the planet with higher solar EUV levels. Mars Express was the first mission
carrying an ion instrument to also operate long enough to enable studies of solar EUV as
an ion escape driver. IMA measurements over the course of the decaying 23rd solar cycle
led Lundin et al. (2008a) to find a steady increase in the escape rate with the F10.7 index.
While Phobos-2 did not operate long enough to collect the statistics necessary to separate
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Fig. 9 Heavy ion escape rates of Mars and Venus for various levels of upstream solar EUV. Left: O+ flow
rates from Venus, adapted from Kollmann et al. (2016). The net escape rate (red curve) decreases with in-
creasing EUV due to an increase in the return (venusward) flow rates (yellow curve) acting on a constant
outflow rate (blue curve). Right: Heavy ion (O+ , O+

2 , CO+
2 ) tailward escape rates from Mars for bins of

upstream 1-118 nm solar ionizing photon flux and constrained nominal solar wind properties, adapted from
Ramstad et al. (2017b). The line shows a fitted linear function constrained at the origin, as such, heavy ion
escape from Mars follows a near-linear dependence on photoionizing X-ray and EUV flux

upstream drivers, Lundin et al. (2013) later put the Phobos-2 measurements from Ramstad
et al. (2013) in context with the Mars Express measurements on an F10.7 scale, showing
that the Phobos-2 measurements in context also indicate a dependence on EUV.

Utilizing the growing statistical database of ion flux measurements and the onset of so-
lar cycle #24, Ramstad et al. (2015) separated IMA measurements in the tail by upstream
conditions in bins of solar wind density, velocity, and high/low 10-124 nm EUV inten-
sity, effectively constraining any possible influence of solar wind correlated with the two
EUV levels. The heavy ion escape rates were consistently higher for stronger EUV inten-
sities compared to the bins of weaker EUV. Subsequently, Ramstad et al. (2017b) reported
that the ion escape rate dependence on EUV was more consistent for EUV photon flux,
rather than EUV irradiance (energy flux). They separated the IMA measurements in several
bins of X-ray/EUV 1–118 nm photon flux, while constraining the solar wind to nominal
conditions, resulting in a clear linear dependence for the downtail heavy ion escape rate
(see Fig. 9), in particular the increase in the tail fluxes was shown to be composed of cold
(<50 eV) ions. A similar trend was also reported by Dubinin et al. (2017) as an increase
in low-energy (<30 eV) tailward cold ion flux with EUV. Similarly, Dong et al. (2017)
used MAVEN/STATIC data to infer a similar increase in the downtail escape of O+, while
also reporting the strongest increase among the low-energy ions. Dong et al. (2017) also
constrained the upstream IMF strength using MAVEN’s magnetometer measurements, in
addition to the solar wind dynamic pressure. The magnetic field measurements also allowed
them to study EUV influence in the MSE reference frame for the first time, and separate
the escape rate through the “plume” channel of scavenged ionospheric ions picked-up by
the solar wind. Interestingly, these pick-up ions showed no significant increase with EUV,
in contrast with the tailward escape. Most recently Ramstad et al. (2018) calculated es-
cape rates using MEX measurements over a binned 2D pdyn and 1-118 nm photon flux
upstream parameter space and modeled the dependence using a 2D power function. The
modeled function also showed a linear dependence on the 1–118 nm flux, however the
characteristic energy of the already low-energy cold ions decreases further as solar EUV
increases.
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3.5.3 Venus

Systematic studies of solar EUV influence on ion escape from Venus were absent until Koll-
mann et al. (2016) divided up the VEX ASPERA-4/IMA dataset into three bins of upstream
0-90 nm solar EUV intensities and calculated the average O+ distribution function for each
bin. In clear contrast to the EUV trend at Mars, they found that increased EUV decreases
the O+ escape rate from Venus. The decreasing trend is a result of Venusward (return) flows
in the induced magnetotail that increase with EUV, decreasing the net escape rate. The tail-
ward, return/venusward, and net flow rates from Kollmann et al. (2016) are shown in Fig. 9.
Recently, a potential decrease in the O+ escape rate between solar minimum and solar max-
imum has also been reported by Persson et al. (2018), using a similar method to integrate
O+ fluxes measured by Venus Express, although the decrease is on a similar scale as the un-
certainties in the derived escape rates. The change in escape rate with EUV in these studies
could hypothetically be conflated with the associated change in solar wind properties, how-
ever, Masunaga et al. (2019) recently calculated the escape rates using integrated VEX/IMA
moments, binned by time (EUV), upstream solar wind dynamic pressure, and |Emot|. Simi-
lar to Kollmann et al. (2016), their results show an overall decrease in the escape rate with
EUV, though also a strong variability between the low EUV bins as shown in Fig. 8.

4 A Generalized Understanding of Ion Escape

To the first order, we might expect that any two similar planets would also exhibit simi-
lar escape characteristics, reflecting their shared planetary properties. However, comparing
Mars and Venus, i.e. two non-magnetized planets, we find opposite dependencies on solar
EUV and a positive solar wind dependence on solar wind dynamic pressure only for Venus.
Similarly, comparing Venus and Earth, two planets of comparable size and gravity, the O+
escape rate from Venus decreases with solar EUV, while O+ escape from Earth increases
with EUV. Ion escape from Earth is also strongly dependent on the dynamic pressure of the
solar wind, which only weakly affects escape from Venus. To explain the differences in the
ion escape trends we need to consider the differences in the planetary properties as carefully
as their similarities, which may affect the energy required for escape, the ion supply rate, or
the location of ion production and thus also the escape efficiency.

4.1 Energy- and Supply-Limited Escape

Fundamentally, ion escape involves a series of connected processes. In order for an ion to es-
cape it has to be produced by ionization of a neutral particle, which in the inner solar system,
sees the ion production rate dominated by photoionization from solar EUV absorption, with
generally small contributions also from charge-exchange and electron impact ionization.
Most of these ions will be produced in the dayside lower ionospheres of Venus, Earth and
Mars, i.e. below the exobase. In order to energize these ions without collisionally spread-
ing the energy to the much more numerous ambient neutrals, i.e. for effective non-thermal
escape, the ions have to diffuse upwards above the exobase before re-neutralizing e.g. by
charge-exchange or recombination with a free electron. In addition, the energy transferred
from the solar wind is not necessarily strongest near the exobase, but typically rather in re-
gions at significantly higher altitudes. We may consider that there is a total ion supply/source
rate, QS , that can be defined as the rate of gravitationally bound ions entering this energiza-
tion region. The upward rate of diffusion depends on the ion density on the lower side, the
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temperature, T , of the thermosphere, but also on the horizontal magnetic field component,
Bh. In the Bohm diffusion regime;

QS ∝ QP,lowT /Bh + QP,high, (10)

where QP,low is the production rate of the ion species in question in the diffusive lower
ionosphere. In addition, some neutral species have larger scale heights than others and may
in a relatively small, though significant, part to be produced directly inside the energization
region at a rate QP,high, effectively bypassing the diffusion process.

Next, we ought to consider how many ions can be driven to escape using the energy
delivered to the energization region. This equivalent rate can be taken as

QE = fesckc

Psw

Eesc
, (11)

where Psw is the available solar wind power integrated over the interaction area, kc is the
coupling coefficient with the energization region, fesc is the fraction of power transferred to
the supplied ions available for escape, and Eesc is the escape energy of the ion species being
considered at the altitude of the volume. As such, the unit of QE is [s−1].

We should also consider the efficiency of the escape process. Ions that are energized to
energies over Eesc waste energy. In addition, ions that are energized but sent on trajectories
that precipitate back into the atmosphere waste both supplied ions and energy, leading to an
inefficient escape process. For example, magnetized ions on closed magnetic field lines may
not escape unless these become sufficiently energized to demagnetize, or be ejected in bulk
as plasmoids. Similarly, even ions on open field-lines but produced at low altitudes may have
a particularly narrow loss domain in phase-space, leading to low efficiencies. In contrast, at
Mars and Venus the outer coronae are immersed in the solar wind flow, ions produced here
(by photoionization or charge-exchange with solar wind protons) will be picked up by the
−v × B motional electric field of the solar wind. This escape process is both energetic and
effective, yielding ions with energies on the order of 10’s keV and mostly open efficient
paths to escape. Estimating the escape efficiency is a complex matter that will depend on
the origin of photoion production and the type of energization (heating or acceleration), as
well as the size of the system and its magnetic field topology, which, in turn, depend on the
prevailing upstream solar wind, EUV, and IMF conditions. In practice, however, the rate of
precipitating energized ions, relative escaping ions, can be measured directly.

We do not attempt to model these bottlenecks here, but rather consider how the relative
size of these quantities may limit the rate of ion escape and the efficacy of the upstream
drivers. The limiting factor effectively determines the state of the system as supply-limited
or energy-limited, with the escape rate additionally limited by the ion transport efficiency.
We should consider how the upstream drivers, such as solar wind, solar EUV, and IMF,
may affect the supply, energization and efficiency of ion escape as illustrated in Fig. 10. By
comparing with the observed escape response (see Figs. 8 and 9) we can infer the state of ion
escape for each planet. For example, solar EUV will both produce more ions, increase the
temperature of the thermosphere and drive increased upwelling of ions by creating energetic
photoelectrons that set up an ambipolar electric field, all these factors increase QS .

Stronger solar wind provides more energy for the system, increasing the number rate of
ions that can be energized to escape energy (QE), however, in the process the downward
Poynting flux into the system may also drive Joule heating in the upper atmosphere, in-
creasing the temperature and thus the ion diffusion rate. On the other hand, in the case of
non-magnetized planets, the increase in magnetic pressure required to balance the dynamic
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Fig. 10 Drivers, mechanisms, and pathway of ion escape conceptualized for an energy-limited system. Each
subsequent step is a potential bottleneck that may define the limitation state of the system, for example here,
increasing QS will not increase Q as QE is the smaller of the two. Solar wind and solar EUV act as drivers
that regulate mechanisms, which in turn alters the rate of ion supply and energy transfer. Solid arrows indicate
causal links, dashed arrows indicate possible but undetermined links

pressure of the solar wind can magnetize the ionosphere if the magnetic pressure exceeds
the ionosphere thermal pressure (e.g. at Mars (Dubinin et al. 2008)), and may thus decrease
QS as follows from equation (10). Another potential factor that has barely been explored in
empirical studies is the influence of the upstream IMF, which determines the strength of the
solar wind motional electric field through equation (2). As we will explore next, the strength
of the electric field in the magnetosheath influences the quasi-steady (DC) component of the
dynamo power induced by the interaction, and thus the coupling between the solar wind and
the magnetosphere-ionosphere system.

4.2 Solar Wind Coupling and Energization

The electromagnetic forces that accelerate or heat atmospheric ions are mainly powered
by the electrodynamic interaction with the solar wind. In addition to its kinetic energy, the
undisturbed solar wind also carries Poynting flux,

S = E × B/μ0, (12)

unless its flow is parallel to the IMF, whereby |Emot| = 0. However, the bulk of the electro-
dynamic power in magnetospheres is generated by induced currents at the bow shocks and
at the magnetopauses/IMBs. Electrodynamic power,

P = E · J, (13)

is generated where the induced current flows against the local electric field, such that the
local value for P is negative, i.e. power is drawn from the kinetic energy of the plasma and
transferred to the local electromagnetic field. In intrinsic magnetospheres, the magnetopause
Chapman-Ferraro current system (Chapman and Ferraro 1931) is controlled by the direction
of the intrinsic magnetic field, presenting a complicated picture where the sign of P in any
region of the magnetopause is dependent on the direction of the IMF clock-angle, which
in-turn controls the direction of Emot in the magnetosheath, illustrated in Fig. 11.
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Fig. 11 Electrodynamic power generator regions (blue colors), load power regions (red colors), and Poynt-
ing flux (dashed lines) in Earth’s magnetosphere. a) Under southward IMF conditions. b) Recovery under
northward IMF conditions. The directions of the magnetopause currents in intrinsic magnetospheres are con-
trolled by the orientation of the intrinsic magnetic field, thus the direction of the electric field determines
whether the magnetopause acts as a dynamo or load region. Adapted from Lockwood (2019)

Fig. 12 Illustration of solar wind
energy transfer in an induced
magnetosphere under ideal
perpendicular IMF conditions.
The pile up of the IMF induces
currents, J, at the bow shock and
IMB that flow in a direction
opposite to the solar wind
motional electric field, Emot so
that E · J < 0, thus the bow shock
and IMB act as dynamo regions
(shaded blue), generating
electromagnetic power that
transfers into the magnetosphere
as Poynting flux, S, and powers
load regions E · J > 0 in the
conductive ionosphere and the
gyroconductive induced
magnetotail. Based on Saunders
and Russell (1986) and Ramstad
et al. (2020)

In contrast, induced magnetospheres freely reorient their current systems with the orien-
tation of the draped IMF so that the magnetosheath currents always flow in the electric south-
ward direction (Ramstad et al. 2020), as such, both the IMB and BS currents in induced mag-
netospheres always act as dynamo/generator regions. The southward flow of charge against
the solar wind electric field subsequently powers a magnetospheric convective electric field
that drives currents in the conductive ionosphere and gyroconductive induced magnetotail
(Lyons and Speiser 1985). In Fig. 12 we can see that power is transferred from the dayside
and flanks of the induced magnetosphere where the Poynting vector is directed inwards. In
this region the solar wind flow is nearly field-aligned with the draped IMF, therefore the
inward Poynting flux is small.
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The power transfer from the solar wind to intrinsic magnetospheres can be estimated
through e.g. the Vasyliunas coupling function (Vasyliunas et al. 1982), which we here for-
mulate as a simplified expression:

Pin = ρswv3
swAeff(pdyn,MA)k(MA, θCA). (14)

Besides the previously defined parameters, here Aeff is the effective magnetosphere-solar
wind interaction area, k is a dimensionless coupling coefficient, MA is the magnetic moment
of the planet, and θCA is the IMF clock-angle relative the dipole orientation of the planet. The
interaction area is at least as large as the cross-section area enclosed by the magnetopause,
the distance of which we approximate as the balance point of magnetic pressure and solar
wind dynamic pressure R6

MP = μ0M
2
A/64πρswv2

sw. Thus, Psw = 0.5ρswv3
swAeff is the total

amount of solar wind kinetic energy flux that intersects the magnetosphere. The coupling
coefficient, k, is parameterized by the scaling factor a, yielding the derived expression

Pin = B2a
T ρ2/3−a

sw v7/3−2a
sw G(θCA)M

2/3
A μ

1/3−a

0 , (15)

where BT is the IMF strength in the plane perpendicular to vsw, and G(θCA) is the coupling
dependence on the IMF clock angle. Various studies have estimated the dependence on a,
with recent results ranging at least from a = 0.3 (Finch and Lockwood 2007) to a = 0.5
(Tenfjord and Østgaard 2013). Schillings et al. (2019) found the strongest correlation of O+
escape with the estimated value a = 4.3 and G(θCA) = sin(θCA/2)2.7 +0.25 from Wang et al.
(2014).

Estimates of solar wind coupling with induced magnetospheres lack such an analytical
model, at least to our knowledge. However, the ion escape coupling efficiency was empiri-
cally estimated by Ramstad et al. (2017b) through comparing the solar wind interaction area
and the total energy of tailward escaping ions. For comparison, we can obtain corresponding
values for Earth’s magnetosphere by taking upstream values from the OMNI database and
plugging them into equation (15). The resulting estimated values are shown in Fig. 13, along
with a comparison to the directly measured values for Mars. We may note that the average
coupling efficiency is lower than for Mars, however, coupling efficiency with the Earth is
constant for the middle and upper part of the range, while coupling with Mars decreases
with increasing solar wind pdyn. For both planets, the total amount of energy transferred to
the system still increases with increasing dynamic pressure, though the decreasing coupling
efficiency with Mars implies that it is less sensitive to variations in solar wind pdyn.

Alone, this quasi-static (DC) model of electrodynamic interaction in induced magneto-
spheres implies that the coupling during parallel IMF (small angle between vsw and BIMF)
should approach zero since Emot becomes negligible. In such cases, the Faraday and AC in-
duction terms instead dominate the electrodynamic nature of the interaction as evident from
the current systems inferred by Dubinin et al. (2013), and the lower, though still significant,
Venusian ion escape rates under relatively low Emot upstream conditions found by Masunaga
et al. (2019).

As we investigated earlier in this chapter, solar EUV can also affect the ion escape rate,
which may relate to the influence of EUV on solar wind coupling. Increased ionizing radia-
tion will increase the production rate of ions and electrons, and by extension the plasma den-
sity, in effect altering the coupling by increasing the conductivity of the upper atmosphere,
which regulates e.g. load currents and ohmic dissipation, magnetic diffusion rates, and the
magnetospheric convective electric field. At unmagnetized planets, the induced magneto-
spheres are formed entirely by the magnetic pressure gradient resulting from the induced
currents, thus we may expect solar EUV to play a large role in influencing coupling also
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Fig. 13 Left panel: Solar wind coupling efficiency with Earth’s intrinsic magnetosphere shown as a distri-
bution plotted against upstream solar wind dynamic pressure. The coupling efficiency is calculated as the
fraction of power entering the induced magnetosphere based on the formula from Vasyliunas et al. (1982)
shown in equation (15), over the total amount of solar wind kinetic power intersecting the magnetosphere,
i.e. Psw = ρswv3

swAeff/2. The white curve shows the average value of k for corresponding bins of pdyn.
Right panel: Solar wind coupling efficiency with Mars induced magnetosphere as a function of upstream
solar wind dynamic pressure under low solar EUV (black colors) and high solar EUV (red colors), adapted
from Ramstad et al. (2017b). Total transferred power depends on Aeff, which is much larger for Earth

Fig. 14 Coupling efficiency
between escaping heavy ions in
the Martian induced
magnetosphere and the upstream
solar wind as a function of
1-118 nm X-rays and Ultraviolet
(XUV) ionizing photon flux, for
constrained upstream solar wind
conditions. Adapted from
Ramstad et al. (2017b)

in such systems. A systematic study of the influence of EUV on ion escape from Mars
was included in the study by Ramstad et al. (2017b). Shown in Fig. 14, increased EUV
flux decreases the coupling of the solar wind with escaping ions inside the induced mag-
netosphere. While Mars features crustal magnetism, and the crustal fields’ influence on the
global system is not well understood, Mars’ interaction with the solar wind is dominated by
the induced component. Nevertheless, the solar wind interaction with Mars is at least in part
a hybrid system (intrinsic and induced; as inferred e.g. by DiBraccio et al. (2018)), which
could make a significant difference compared to truly pure induced systems, such as the
Venusian induced magnetosphere.

At the Earth, higher solar EUV flux conversely appears to increase the coupling with
the solar wind by increasing the conductivity of the polar ionosphere, resulting in stronger
field-aligned Birkeland currents and the associated Poynting flux to enter the cusp and iono-
sphere (Ohtani et al. 2014). The fraction of this increased precipitating Poynting flux that
energizes ions, rather than Joule-heats the neutral polar atmosphere, remains to be deter-
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Fig. 15 Ion densities and velocities in the noon-midnight plane at Venus. The O+ distribution in the induced
magnetotail is gravitationally bound up to high altitudes as indicated by the escape velocity, vesc. Adapted
from Lundin et al. (2011)

mined and the purely solar wind-ion escape coupling could have a different dependence on
EUV.

4.3 Bound and Escaping Populations, Return Flows

Despite the decreased energy transfer rate with EUV/XUV shown in Fig. 14, the ion escape
rate from Mars still increases with EUV, as we showed in Fig. 9. Observationally, the de-
crease in coupling mainly occurs due to a decrease in accelerated ions (>50 eV), while the
increase in escape rate is due to a larger increase in cold ion outflow. However, the charac-
teristic energy of cold ion escape drops with increased EUV (Ramstad et al. 2018), thus if
EUV increases further, the cold ions could reach a point where the energy of the outflow
is less than the escape energy, which would result in gravitationally returning flows. The
lack of gravitationally bound return flows at Mars indicates that the outflowing ions have
sufficient energy to escape under the full range of observed upstream EUV conditions. It
is possible that this could change under even higher solar EUV fluxes, however, lacking
measured spacecraft potentials for Mars Express, Ramstad et al. (2018) could not determine
how far the observed average cold ion distribution is above escape energy.

Reversely, we may consider the effect on the escape response if instead the required
escape energy was higher, as is the case at Venus. Here, Lundin et al. (2011) found that
ions in the induced magnetotail are gravitationally bound up to altitudes of several thousand
kilometers, as shown in Fig. 15. Naturally, if these ions are not additionally accelerated
they fall back to the planet, resulting in the observed return flows. There are no systematic
studies of coupling efficiencies with Venus, however, if we assume that the trends at Mars
(Figs. 13 and 14) are representative of induced magnetospheres in general, we should expect
for Venus O+ escape a weak though positive dependence on solar wind pdyn and an inverse
dependence on solar EUV, consistent with rates reported by Kollmann et al. (2016) and
Masunaga et al. (2019), cf. Figs. 8 and 9.
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5 Discussion, Conclusions, and Implications

5.1 The Roles of Gravity, Energy Transfer, and Ion Supply

From an initial standpoint, it could seem counterintuitive that Mars, being lighter than both
Venus and Earth, is less sensitive to solar wind. After all, the same increase in energy transfer
could power a larger increase in ion escape from Mars than from the Venus or Earth. This
may seem more intuitive if we consider even lighter objects, such as comets. A comet’s coma
is equivalent to the upper atmosphere or exosphere of a planet, with the notable distinction
that nearly the entire neutral distribution is above escape energy due to the low gravity, and
thus that will also be the case for any produced ions. Calculating the ion escape rate for such
an object is trivial, the ion escape rate out of any volume around the comet will be equal to
the total ion production rate inside the volume, neglecting losses due to recombination. The
solar wind can supply more energy, or less, which will accelerate ions to higher energies,
but will make no difference for the ion escape rate. In effect, cometary ion escape is entirely
supply-limited. In this regard, ion escape from Mars appears to behave much like a comet,
i.e. the required escape energy is small enough that under the observed range of upstream
solar wind and EUV conditions, all the energy required to maintain the current rate of escape
is already provided. While there was little observational evidence for such a supply-limited
Martian escape regime, the concept has previously been suggested in relation to modelled
wave-heating-driven ion escape (Ergun et al. 2006; Andersson et al. 2010).

In contrast, ion escape from Venus and Earth appears limited by energy transfer from
the solar wind. Indeed, at the Earth the escaping fluxes have been observed to increase in
direct response to the downward Poynting flux with strong correlation (Strangeway et al.
2005). The lower sensitivity of Venus to solar wind variations appears, at least hypothet-
ically, caused by the corresponding decrease in solar wind coupling efficiency with pdyn

inferred from studies on Mars. Similarly, the diverging ion escape response to solar EUV
appears to be due to the effect of EUV on ionospheric conductivity, and appears to have op-
posite effects on solar wind coupling efficiency for non-magnetized and magnetized planets,
although Joule-heating rates may also differ. The relative effects of upstream and planetary
properties in relation to the inferred states of ion escape are summarized in Fig. 16.

Naturally, the locations of the domains in Fig. 16 are only relative. Hopefully, future
studies will constrain and quantify the supply and energy-transfer rates over an expanded
range of upstream conditions for each planet and deconvolute the combined effects of the
mutually correlated upstream parameters. For example, if Mars is subjected to extremely
high EUV conditions and/or tenuous solar wind – will we observe Venus-like return flows
as the solar wind interaction transitions to an energy-limited state? Analogous comparisons
may also be made for Venus and Earth under extremely strong solar wind conditions if
sufficient coverage becomes available with the arrival of future spacecraft. In the present,
such conditions might only be available for numerical models of the interaction (e.g. MHD,
Particle-in-cell, hybrid), which can apply varying ranges of upstream conditions including
the extremes and could be used to estimate the likelihood of observing a state transition.

5.2 Solar Wind Driven Ion Escape Is Not Necessary to Explain the Loss of Mars’
Atmosphere

The earliest robotic missions to Mars discovered that the Martian atmosphere is thin, dry,
and that the planet lacks a global magnetic dipole, thus it stood to reason that the close
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Fig. 16 Domain-space of relative ion supply and solar wind energy transfer in relation to the ion escape
rate. The locations of shaded areas represent the ranges typical for each planet and are roughly inferred from
the observed dependencies in heavy ion escape and coupling on upstream conditions. In the energy-limited
domain the escape rate is insensitive to changes in ion supply (i.e. EUV flux), in the supply-limited domain
the escape rate is instead insensitive to changes in energy transfer. However, if the planetary properties were
different the domains would shift under the same conditions, e.g. increased gravity would move an otherwise
equivalent Mars-like planet to the left (Eesc increases), with little effect on the escape rate if all else remains
equal, until it were to cross into the energy-limited domain. The arrows indicate the expected movement in the
domain-space due to a change in the respective upstream parameter, e.g. a relative change in solar wind has
a much stronger effect on Earth compared to Venus due to a near-constant coupling coefficient (kc) without
dependence on pdyn, whereas Venus (like Mars) is expected to decrease coupling with increased pdyn

interaction with the solar wind may have been responsible for the loss of the early atmo-
sphere. However, Mars gravity is just low enough that hydrogen can escape thermally and
oxygen can escape in exothermic reactions. In particular, the solar EUV-driven dissociative
recombination reaction O+

2 + e− → 2O + E, where E is the energy released in the reaction,
can produce oxygen atoms with individual kinetic energies up to about 5 eV for the highest
vibrational states of O+

2 (Fox and Hać 2009; Futaana et al. 2011). This energy is sufficient
to escape the relatively shallow Martian gravity well, yet not sufficient to facilitate oxygen
escape from Earth or Venus. Recent empirical estimates of photochemical hot O escape rates
are in the range of a few 1025 s−1 up to 1026 s−1 (Lillis et al. 2017; Rahmati et al. 2018).
Scaling photochemical escape rates 3.5 Ga back in time, Lillis et al. (2017) found that pho-
tochemical escape alone may account for up to ∼1 bar of lost atmosphere. The mystery of
the lost Martian atmosphere may thus have a resolution that does not rely on the solar wind
as the main driver for the loss of the early atmosphere.

Yet, solar wind driven ion escape has also contributed to the loss of the early Martian
atmosphere. A recent empirical estimate of the total amount of atmosphere lost through ion
escape over the past 4 Ga is small, less than ∼0.01 bar (Ramstad et al. 2018), however,
such a simplistic extrapolation assumes a similar state of the Mars–solar wind interaction.
The presence of the strong crustal magnetic fields in the most ancient areas of Mars’ crust
strongly indicate the presence of an early global Martian magnetic dipole. This global dipole
appears to have collapsed around 4.2 Ga ago as evidenced from the demagnetization of
young large impact basins such as Argyre, Hellas, Isidis and Utopia (Lillis et al. 2008).
Nevertheless, if the recent tentative evidence for a later dipole around 3.7 Ga ago prove
valid (Mittelholz et al. 2020), extrapolation beyond 3.7 Ga may require a model that also
accounts for the transient magnetized state of the planet.
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In addition, unlike at Earth, where ion escape is the only effective mechanism for remov-
ing the heavier constituents of the atmosphere, the presence and strength of an early Martian
magnetic field may also have had secondary effects on neutral escape from the planet due
to its lower gravity. In particular, a global magnetic field could have significantly reduced
the effects of solar wind-driven sputtering of neutral particles. This sputtering may occur
due to a small fraction of solar wind protons and Hydrogen Energetic Neutral Particles (H-
ENAs) which precipitate into the upper atmosphere with energies on the order of 1 keV
(Halekas et al. 2015a; Shematovich and Kalinicheva 2020). Additionally, a small fraction
of heavy ions produced by ionization of the Martian hot oxygen corona, which is immersed
in the solar wind, are accelerated to energies on the order of 10’s keV by solar wind pick-
up (cf. Sects. 2.2 and 4.1). Some fraction of these energized particles precipitate into the
upper atmosphere, collisionally transferring sufficient momentum to neutral particles that a
fraction undergo sputtered escape. An expansive magnetosphere prevents solar wind pick
up and thus also at least some sputtering. However, the effectiveness of the sputtering pro-
cess is not well understood due to the difficulties in measuring the relatively low energy
(<10’s eV) and low flux of sputtered neutrals, thus sputtering rates have relied on models,
with estimated sputtered oxygen rates in the range of orders 1023−25 s−1 (Wang et al. 2015;
Shematovich and Kalinicheva 2020).

5.3 The Magnetosphere Does Not Protect the Earth’s Atmosphere

To answer the question of whether any particular planetary property protects the atmosphere,
we could consider either or both of two potential qualifiers:

1. Does it lower the escape rate under the same upstream conditions?
2. Does it decrease the sensitivity to external forcing factors (solar wind, EUV, IMF)?

Regarding the magnetic field of the Earth, we may find the answer to both questions in Fig. 8
by comparing the ion escape rates from Venus and Earth, which have similar gravity wells
and thus also roughly equivalent escape energies. Under similar solar wind conditions the
ion escape rate from Earth is roughly equal to, or higher, than the ion escape rate from Venus,
by about an order of magnitude at the highest pdyn. Though, in this comparison the EUV
levels differ, and since the respective EUV dependencies are opposite, our comparison (and
answer) will depend on whether we compare the two under typical upstream conditions at
Venus’ orbit or at Earth’s orbit. If we consider Venus low-EUV conditions as representative
of high EUV conditions for Earth in its natural orbit, though without an intrinsic dipole, then
the effect of the dipole is either negligible or increases the escape rate (depending on which
Emot-case at Venus we compare with as specified by (Masunaga et al. 2019)). If indeed the
heavy ion escape process is energy-limited at both planets (Strangeway et al. 2005; Persson
et al. 2020), it follows that the Earth’s intrinsic magnetosphere is facilitating a higher rate of
energy transfer from the solar wind to the atmospheric ions. This may be explained by the
inflated obstacle to the solar wind imposed by the magnetic pressure from Earth’s intrinsic
magnetosphere as the large cross-section area intersects many times the amount of solar
wind energy flux compared to the Venusian induced magnetosphere, when subject to the
same upstream solar wind parameters.

The 2nd qualifier question is more straightforward to answer; no. Clearly, ion escape
from Earth is much more sensitive to solar wind variations than both Venus and Mars, and
neutral escape processes are not effective due to Earth’s high gravity. Additionally, the dipole
also makes ion escape from Earth escape positively sensitive to solar EUV, which otherwise
decreases ion escape from Venus’ similar gravity well. The answer to this question also
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implies that the magnetic dipole has not protected the Earth’s atmosphere during its evo-
lutionary history, as the solar wind and EUV in the early solar system were more intense
compared to the present (Ribas et al. 2005; Tu et al. 2015; Wood 2006).

It is possible that the dependence could be less steep if escape through the plasma sheet
was included for the Earth in Fig. 8, such that the escape rate would be higher for low pdyn,
however, this would instead invalidate the 1st qualifier. We should also consider that there
are several aspects of early solar and planetary conditions that not well constrained, such as
e.g. the occurrence of super-flares and super-extreme CMEs, the magnetic moments and the
composition of the upper atmospheres of the early planets. For example, geological evidence
suggests that the early (∼3.5 Ga ago) geodynamo was weaker than in the present (Tarduno
et al. 2010), therefore the trends observed in the present can only apply to the present, at
least directly. To estimate the escape response under external or intrinsic conditions that are
not available in the present-day solar system requires either a method of extrapolation or
accurate models of the escape process.

5.4 Are Planetary Dynamos Necessary for the Long-Term Stability of Planetary
Atmospheres?

Planetary dynamos exhibit a wide range of magnetic moments. Compared to its unmagne-
tized counterparts, the Earth’s geodynamo appears to decrease solar wind coupling with the
ionosphere during weak solar wind and low EUV levels, and to increase coupling during
strong solar wind and high EUV levels. It thus seems reasonable that the protective effects
of a dynamo depends on some relation of the planets magnetic moment and the upstream
parameters. Under a particular set of solar wind, IMF and EUV parameters, a sufficiently
strong intrinsic magnetic dipole may protect the atmosphere by decreasing solar wind cou-
pling, however a weak dipole may increase coupling and rate of atmospheric escape.

Unfortunately Earth is the only terrestrial globally magnetized planet with an atmosphere
available in the solar system for in-situ studies. However, some studies have modelled the
interaction of the solar wind with the solar system’s terrestrial planets for various unnatu-
ral magnetic field strengths. Cnossen et al. (2012) used a magnetohydrodynamics (MHD)
model to simulate the solar wind magnetosphere interaction for 5 different dipole moments,
each under three different solar EUV levels, and found an increase in ionospheric coupling
with the solar wind for weak dipole strengths, which peaks at 4×1022 A m2 under low EUV
fluxes, and at 6×1022 A m2 for high EUV fluxes (Earth’s magnetic moment is 8×1022 A m2

for reference). In their model higher magnetic moments resulted in a gradual reduction of the
coupling. Similar modeling efforts have also been made for Mars: Sakai et al. (2018) intro-
duced a weak intrinsic dipole (4 × 1019 A m2 to an MHD simulation of the Mars-solar wind
interaction, finding a ∼25 % increase in the escape rate primarily due to an enhancement
in O+

2 fluxes. The increase in O+
2 fluxes is explained as resulting from increased uplifting

of ions from lower altitudes (where O+
2 is the dominant ion species) due to the introduction

of vertical field-lines. Effectively, the added dipole increased the ion supply rate. However,
the small size of the Martian magnetosphere creates an interaction with the solar wind that
is comparable to, or below, the typical local ion-kinetic scales, which MHD by the nature
of the fluid approximation cannot reproduce. Instead, Egan et al. (2019) recently utilized a
hybrid model (ions modeled as kinetic particles, electrons as a magnetized fluid) to simulate
the Mars-solar wind interaction for a range of intrinsic dipole moments from completely
unmagnetized up to 6 × 1019 A m2. They find that the Martian escape rate would increase
with dipole strength until a peak is reached at 2 × 1019 A m2. In their model the escape
rate initially increases despite a reduction in the energy transfer due to the expansion of
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the polar cap, effectively increasing the ion supply rate. With higher dipole strengths the
intrinsic magnetopause expands beyond the IMB, resulting in trapping of outflowing ions
on closed field-lines, forming a plasmasphere. In other words, further increase of the dipole
strength effectively reduces the transport efficiency which lowers the escape rate, despite
a largely unaffected energy transfer rate, which this does not affect the escape rate in the
supply-limited Martian system.

While such modeling efforts are only beginning to explore the influence of magnetization
on atmospheric escape, the results of these recent studies are largely consistent with mea-
surements at Earth, Venus, and Mars. While there is still the need to explore the efficacy of
solar wind driven neutral escape processes, such as sputtering at low-mass planets, it is clear
that the presently available evidence does not support the current paradigm, which views in-
trinsic magnetospheres as planetary shields that prevent atmospheric escape. In contrast, an
intrinsic magnetic field is not necessarily needed to protect a planet’s atmosphere from solar
and stellar winds, rather the presence of a dipole appears to increase the rate of ion escape
unless the field strength is strong enough in relation to the upstream stellar wind and EUV
flux from the host star, and the gravity of the planet. In light of what has been learnt from the
past few decades of measurements in the solar system, it is clear that the current paradigm
does not conform to the evidence and a more nuanced view of the intrinsic magnetic field’s
role is required for the new one.
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