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Abstract We present an algorithm to retrieve thermospheric wind profiles from measure-
ments by the Michelson Interferometer for Global High-resolution Thermospheric Imag-
ing (MIGHTI) instrument on NASA’s Ionospheric Connection Explorer (ICON) mission.
MIGHTI measures interferometric limb images of the green and red atomic oxygen emis-
sions at 557.7 nm and 630.0 nm, spanning 90–300 km. The Doppler shift of these emissions
represents a remote measurement of the wind at the tangent point of the line of sight. Here
we describe the algorithm which uses these images to retrieve altitude profiles of the line-of-
sight wind. By combining the measurements from two MIGHTI sensors with perpendicular
lines of sight, both components of the vector horizontal wind are retrieved. A comprehensive
truth model simulation that is based on TIME-GCM winds and various airglow models is
used to determine the accuracy and precision of the MIGHTI data product. Accuracy is lim-
ited primarily by spherical asymmetry of the atmosphere over the spatial scale of the limb
observation, a fundamental limitation of space-based wind measurements. For 80% of the
retrieved wind samples, the accuracy is found to be better than 5.8 m/s (green) and 3.5 m/s
(red). As expected, significant errors are found near the day/night boundary and occasionally
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near the equatorial ionization anomaly, due to significant variations of wind and emission
rate along the line of sight. The precision calculation includes pointing uncertainty and shot,
read, and dark noise. For average solar minimum conditions, the expected precision meets
requirements, ranging from 1.2 to 4.7 m/s.

Keywords Thermospheric winds · Limb imaging · Interferometry · Inverse theory

1 Background

The Ionospheric Connection Explorer (ICON) is a NASA mission designed to study the ex-
treme variability of Earth’s ionosphere and identify its drivers, which are thought to originate
from both above and below, by the interaction of the solar wind with Earth’s magnetosphere,
and by meteorological processes in the lower atmosphere (Immel et al. 2017). The primary
science goals of the ICON mission are to (1) identify what causes the highly-structured
variability in the low-latitude quiet-time ionosphere, (2) understand the processes that cou-
ple large-scale atmospheric waves to the ionosphere, and (3) determine how these internal
drivers compete with external drivers from the sun and geomagnetic activity. One critical
measurement needed to achieve these goals is the thermospheric neutral wind.

ICON will remotely sense the thermospheric neutral wind by observing the Doppler
shift of two naturally-occurring atomic oxygen airglow emissions, known as the green line
(from the O(1S–1D) transition, centered at 557.7 nm) (Hernandez 1976; Barth 1964) and
the red line (from the O(1D–3P) transition, centered at 630.0 nm) (Hernandez and Roble
1976). The Doppler shift of these emissions is indicative of the bulk motion of the emitting
particles, which is equivalent to the neutral wind under the assumption that the particles
have experienced a sufficient number of collisions to thermalize with the ambient neutral
gas before emitting.

The instrument that will measure this Doppler shift is the Michelson Interferometer for
Global High-resolution Thermospheric Imaging (MIGHTI) (Englert et al. 2017). The opti-
cal technique used by MIGHTI combines elements from the Wind Imaging Interferometer
(WINDII) flown on NASA’s Upper Atmosphere Research Satellite (UARS) mission (Shep-
herd et al. 2012) and the Spatial Heterodyne Imager for Mesospheric Radicals (SHIMMER)
on STPSat-1 (Englert et al. 2010). The limb scene observed by MIGHTI is imaged onto
a CCD (Charge Coupled Device) through an interferometer, which superimposes a fringe
pattern onto the scene. The phase of the fringe pattern relates to the line-of-sight wind and
the amplitude relates to the emission rate. The red and green interferogram images are si-
multaneously recorded on separate parts of the CCD, to be treated independently. The field
of view spans the altitude range 90–300 km for green and 150–300 km for red. During the
day, the green emission will be used to determine the altitude profile of the winds below
170 km, and the red will be used above 170 km. At night, the narrowing of the atmospheric
emission profiles will limit measurements to the range 90–105 km (green) and 210–300 km
(red). The native altitude sampling of MIGHTI is about 2.5 km, although we expect to bin
to 5 km for green and to 30 km for red to improve statistics while meeting the ICON science
requirements (Immel et al. 2017). As with all limb observations, the MIGHTI measurements
are averages (weighted by the airglow emission rate) along the horizontal region spanned
by the line of sight (many hundreds of km), the vertical sampling (natively 2.5 km), and
the exposure time (30 or 60 seconds, which carries the spacecraft 250 or 500 km horizon-
tally). This limits MIGHTI’s ability to detect small-scale waves. MIGHTI also measures
brightness profiles of the O2 A-band spectrum using three spectrally narrow in-band and
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Fig. 1 (Left) The real part of a simulated green line MIGHTI Level 1 data product, a calibrated interferogram
image, without noise. (Middle) The same interferogram image, inverted with the algorithm in Sect. 2.2. This
inversion reveals two distinct maxima in the brightness vs. altitude profile, and a drastic phase shift at 100 km.
(Right) The line-of-sight (LOS) wind profile extracted from the inverted interferogram image

two background channels in the altitude range 90–140 km to retrieve the thermospheric
temperature (Stevens et al. 2017).

Using only one of the two identical MIGHTI sensors, only one of the two components
of the vector horizontal wind are measured. To determine both components, data from both
MIGHTI sensors, denoted MIGHTI A and B, are used which have lines of sight offset by
∼90 degrees. Both sensors observe to the side of the spacecraft, with MIGHTI A’s line of
sight at an azimuthal angle of ∼45◦ relative to the spacecraft velocity vector, and MIGHTI
B’s line of sight at an azimuthal angle of ∼135◦ to the spacecraft velocity vector.

The raw interferogram image recorded by MIGHTI contains a number of artifacts caused
by thermal drift, flat-field variations, fringe modulation efficiency variations, stars, cosmic
rays, and calibration lamps. The first step in processing a MIGHTI image removes these
artifacts to generate a calibrated interferogram image, known as the MIGHTI Level 1 data
product (Englert et al. 2017).

The purpose of this paper is to describe the algorithm that retrieves vector wind profiles
from a time series of calibrated interferogram images. In Sect. 2, we describe the first step
in this algorithm, which unravels the line-of-sight integration to retrieve an altitude profile
of one component of the horizontal wind, known as the MIGHTI Level 2.1 data product.
Section 3 presents the second step of this algorithm, which combines observations from
MIGHTI A and B to derive altitude profiles of the vector horizontal wind, the MIGHTI
Level 2.2 data product. In Sect. 4, this algorithm is tested with a simulation of a full or-
bit of MIGHTI observations to determine under what conditions the MIGHTI data product
is expected to be accurate, given realistic airglow, wind, and temperature distributions. We
also characterize the expected precision. Section 5 presents conclusions and describes future
work.

2 Line-of-Sight Wind Retrieval

In this section, we describe how a calibrated MIGHTI interferogram image (the MIGHTI
Level 1 data product) is analyzed to retrieve an altitude profile of the line-of-sight compo-
nent of the horizontal wind (the MIGHTI Level 2.1 data product). A simulated example of
a calibrated MIGHTI interferogram image of the green line is shown in the left panel of
Fig. 1. The vertical axis contains altitude information, and the horizontal axis contains spec-
tral information, as points along the horizontal axis of the CCD sample the fringe pattern
corresponding to a varying optical path difference across the aperture. We are interested in
recovering the variation of wind in the vertical direction, which manifests as slight changes
in the phase of the interferogram. We begin by describing the relationship between the wind
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and the phase in a single row of the interferogram, and then proceed to detail the inversion
of the full interferogram image to retrieve an altitude profile of the wind, followed by a dis-
cussion of a calibration procedure to determine the fringe phase corresponding to zero wind
(i.e., pure corotation of the atmosphere).

2.1 The Relationship Between Phase and Wind

A single row of the calibrated interferogram is denoted I (x). The independent variable,
x, is the position along the horizontal axis of the detector, which is related to the optical
path difference. The calibrated interferogram is provided as an amplitude and phase at each
binned pixel location on the detector, which we treat as a complex quantity. Note that the
raw, observed interferogram is of course purely real, but the calibration process transforms it
to a complex quantity. The relationship between I (x) and the observed spectrum is (Englert
et al. 2017):

I (x) =
∫ ∞

0
B(κ) ej [2πκx+Θ(κ,x)] dκ (1)

where κ is proportional to the difference between the wavenumber and the Littrow
wavenumber of the interferometer, B(κ) is the observed spectral density, Θ is a phase distor-
tion term, and constant factors have been omitted for simplicity. Since the Level 1 process-
ing removes the x-dependence of Θ , and the κ-dependence is negligible over the support
of B(κ), we can regard Θ as a scalar to be determined as part of the zero-wind phase cal-
ibration (see Sect. 2.3). We have omitted terms relating to spatial and spectral variations
in transmittance and fringe modulation efficiency, since these are removed in the Level 1
processing. In practice, the bounds of the integral are limited by the optical filter and the
Level 1 processing to include only the emission of interest. We assume that there is negli-
gible variation of B(κ) across the horizontal field of view of ∼3.2◦ (Englert et al. 2017).
The Level 1 calibration has removed the phase error and the DC value (i.e., non-modulated
term) from I (x). The magnitude reduction at the edges of the image in Fig. 1 is because
apodization has been applied to limit edge effects in the interferogram processing. This does
not affect the phase measurement.

An important consequence of Eq. (1) is that a Doppler shift in the spectrum, B(κ),
manifests as a phase shift in the interferogram, I (x). This can be easily understood from
the approximate Fourier transform relationship between B(κ) and I (x): a small shift in a
monochromatic line B(κ) yields a small change in fringe frequency in the interferogram. At
large path differences, this small frequency shift manifests as a cumulative phase shift. The
relationship between the phase shift and the Doppler velocity is (Englert et al. 2007):

�φ = 2πd

λc
v (2)

where �φ is the phase shift in I when observing a line-of-sight wind speed v, defined as
positive towards MIGHTI, c is the speed of light, λ is the rest wavelength of the emission,
and d is the optical path difference. The phase shift is ideally a linear function of d , and the
average phase shift over the measured path interval can be used to retrieve the Doppler shift.
The contribution of the spacecraft velocity to the Doppler shift depends on x and the row, as
discussed in the next section.

The phase measurement corresponding to zero wind speed—known as the zero-wind
phase, φz—is not known and must be determined through calibration, described in Sect. 2.3.
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Fig. 2 Observation geometry for a MIGHTI interferogram (not to scale). The angle between the mth line of
sight and the horizontal plane at the intersection with the nth layer is αmn. Each altitude layer is assumed
to be represented by atmospheric parameters, ρn: wind speed, temperature, and volume emission rate, which
are assumed to be independent of latitude and longitude (spherical symmetry assumption). In practice, ∼90
lines of sight and altitude layers are used

Once the zero-wind phase is known, it is removed from the phase measurement to ob-
tain �φ, which can be used in Eq. (2) to determine the line-of-sight wind:

�φ = φ − φz. (3)

2.2 Inverting an Interferogram Image

In an actual observation, each row of the interferogram contains contributions from many
different layers of Earth’s atmosphere, each characterized by a different wind, temperature,
and volume emission rate, as shown in Fig. 2. It is thus not appropriate to use the simple
formulation described in the previous section, in which the measured phase shift corresponds
to a single wind speed. Instead, we must explicitly include the line-of-sight integration in
our formulation, which we will later invert to retrieve the wind as a function of altitude. We
start by formulating the model for a single line of sight and will later generalize to all lines
of sight. The spectrum observed by the field of view of the mth row of MIGHTI’s CCD is
denoted Bobs

m (κ) and can be written as an integral along that row’s line of sight:

Bobs
m (κ) =

∫ ∞

0
B(κ − �κ,h)ds (4)

where B(κ,h) describes the spectrum at altitude h in the absence of a Doppler shift, �κ

is the Doppler shift induced by the altitude-dependent line-of-sight wind, and it is assumed
that all atmospheric quantities are spherically symmetric, i.e., they have negligible depen-
dence on latitude and longitude over the region being observed. We discretize this problem
by treating the spectra at the tangent altitudes as the unknowns, and by approximating the
integral in Eq. (4) as a summation:

Bobs
m (κ) =

N−1∑
n=0

Bn(κ − �κmn)wmn (5)

where N is the number of altitude layers, the function Bn(κ) describes the unknown spec-
trum at altitude n in the absence of a Doppler shift, �κmn is the Doppler shift induced by
the line-of-sight component of the wind at altitude n for the line of sight m, and wmn is a
weight determined by the summation rule used to approximate the integral. In this work,
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we use a zero-order (i.e., Riemann sum) rule, but higher order rules can be used to improve
accuracy at the cost of precision. For the rare cases when there is significant red-line emis-
sion above the highest observed altitude of 300 km, it is important how the contributions
from above 300 km are handled in the integral. Instead of assuming the airglow emission
rate goes immediately to zero above 300 km, we assume it decays exponentially following a
scale height of 26 km (a value extracted from the models described in Sect. 4). Incorporating
this assumption simply requires adding an extra term to wm0, denoted wabove

m0 :

wabove
m0 =

∫ ∞
√

r2
0 −r2

m

e− 1
H

(
√

x2+r2
m−r0) dx (6)

where H = 26 km, rm is the radial distance from the center of the Earth to the tangent
altitude of line of sight m, r0 = RE + 300 km, RE is the radius of Earth, and the integral is
evaluated numerically.

Using Eq. (5) in Eq. (1) and switching the order of integration yields a model for the
integrated interferogram, which we denote Hm(x):

Hm(x) =
N−1∑
n=0

(∫ ∞

0
Bn(κ − �κmn) ej [2πκx+Θ(κ)] dκ

)
wmn. (7)

If �κmn were zero (i.e., no wind in the atmosphere), we could use Eq. (1) to replace the
term in parentheses with the interferogram In(x). However, the wind in layer n creates a
Doppler shift, so �κmn is not zero. Following the discussion in Sect. 2.1, this causes a phase
shift in In(x). If we let �φn denote the phase shift caused by the horizontal wind within layer
n in the plane of Fig. 2, then �φn cosαmn is the phase shift caused by the line-of-sight wind
component in layer n, where αmn is the angle between the line of sight and the direction
parallel to the ground, as shown in Fig. 2. This assumes the vertical wind is zero, and our
simulations using realistic 3D wind and emission profiles show that the error introduced by
this assumption is negligible in comparison to other sources of error. This substitution yields
a complete model for the MIGHTI observation, if we let m run from 0 (the top row of the
interferogram) to M − 1 (the bottom row):

Hm(x) =
m∑

n=0

In(x) ej�φn cosαmn wmn ∀m ∈ [0,M − 1]. (8)

The unknowns in this equation are �φn, related to the wind in each layer, and In(x), re-
lated to the volume emission rate and emission line shape in each layer. By construction, the
number of altitudes, N , is equal to the number of measurements, M , and is approximately
90 in practice. The nonlinear system of equations in Eq. (8) has a unique solution which can
be obtained by a process similar to backsubstitution, commonly known as “onion-peeling.”
Intuitively, the idea is that the properties at the top altitude can be obtained directly from
the top measurement, since no other altitudes contribute. Then, the contributions of the top
altitude to the second measurement are removed from the second measurement, and so on.
Mathematically, this retrieval can be written:

I0(x) ej�φm = 1

w00
H0(x)

Im(x) ej�φm = 1

wmm

(
Hm(x) −

m−1∑
n=0

In(x) ej�φn cosαmnwmn

)
∀m ∈ [1,M − 1]

(9)
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where we have used the fact that αmm = 0. The inversion proceeds iteratively, starting with
m = 0. At each step m, Eq. (9) describes a row of the interferogram containing information
solely from altitude m. The phase shift, �φm, and thus the line-of-sight wind speed, are
extracted using the process described in Sect. 2.1. An inverted interferogram and line-of-
sight wind profile are shown in Fig. 1.

This retrieval assumes all quantities are described in an inertial reference frame. In prac-
tice, the MIGHTI interferogram is recorded in the spacecraft frame. Thus, before the re-
trieval, the projected spacecraft velocity is removed from the interferogram by subtracting
the appropriate phase given by Eq. (2) from each pixel in the image. Even though the field
of view is only a few degrees, the horizontal and vertical variation of this projected velocity
within the image is significant and is taken into account. After retrieving the line-of-sight
wind as described above in an inertial frame, we transform to an Earth-fixed frame by re-
moving the contribution of Earth’s rotation at each altitude.

Uncertainties in the Level 1 data product are provided as an amplitude and phase uncer-
tainty per row of the calibrated interferogram. These uncertainties are propagated through
the retrieval described above to generate uncertainties in the line-of-sight wind. An uncer-
tainty is added in quadrature to account for error in spacecraft velocity removal, which is
caused by spacecraft pointing uncertainty. The value of this pointing uncertainty will be
determined post-launch and is expected to be around 1 m/s.

The Level 2.1 data product contains the retrieved line-of-sight wind profile with uncer-
tainty, the location (latitude, longitude, and altitude) of each point in the wind profile, the
azimuth angle of the line of sight at the tangent point, and other ancillary information. In
the normal operating modes, there is one Level 2.1 data product per MIGHTI sensor, per
emission line, per exposure.

The WINDII instrument on the UARS mission was in many ways similar to MIGHTI,
having observed the same emission lines with a Michelson interferometer (Shepherd et al.
2012). It is worthwhile to point out the major conceptual differences between the inversion
used for WINDII and the inversion for MIGHTI. The WINDII analysis made use of “appar-
ent quantities” which were related to effective wind, temperature, and emission rate of indi-
vidual rows of the integrated interferogram before inversion, contrasting with the MIGHTI
inversion which retrieves these quantities after the inversion. For WINDII, the order did not
matter, since the WINDII instrument stepped over a small range of optical path differences,
representing one fringe. Over this small range, it can be assumed that the magnitude of I (x)

does not vary with x. For MIGHTI, this assumption cannot be made, so the order is impor-
tant. Additionally, the WINDII inversion neglected the cosα term in Eq. (8), finding that the
resulting error was only 3%, which was negligible compared to other error sources (Rochon
2000). This allowed the use a linear inversion. For the expected performance of MIGHTI,
neglecting this term can yield errors in excess of random measurement error, justifying the
use of a nonlinear inversion.

The use of a linear inversion made it straightforward for WINDII to implement a regu-
larized inversion (Shepherd and Thuillier 1993; Gault et al. 1996). Regularization has the
benefit of suppressing noise effects such as retrieval oscillations and recovering smoother
wind profiles. However, the costs of regularization are systematic errors such as bias (Menke
1989). If many observations of the same, unregularized wind profile are averaged together,
the noise will converge to zero, and the average will converge to the true wind profile. This
is not true if a regularized inversion is used; the average will be smoother than the true
wind profile. One of the primary ICON science goals will be achieved by averaging many
wind profiles to quantify tidal amplitudes. The standard MIGHTI data product is not regu-
larized, so that these tidal amplitudes will not be biased. For other purposes, for example at
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the higher altitudes in the MIGHTI FOV, where strong wind shears are expected to be sup-
pressed due to the increasing atmospheric viscosity, a regularized inversion may be desired,
but it has not yet been implemented.

2.3 Zero-Wind Phase Calibration

The accuracy of the retrieved wind profile depends on the knowledge of φz, the zero-wind
phase, the phase measured by the interferometer at the rest wavelength of the emission.
Since there are no suitable oxygen lamps that produce the thermospheric target emissions
at 630.0 nm and 557.7 nm for on-board calibration, φz will be determined by yawing the
spacecraft so that the instrument observes the same region of the atmosphere from opposite
directions (ram and wake) within a short period of time, a procedure known as the zero-wind
maneuver. There are separate zero-wind maneuvers for MIGHTI A and for MIGHTI B.

First, the spacecraft rotates so that one of the MIGHTI sensors’ line of sight has an
azimuth component matching that of the spacecraft velocity. This position is held while
MIGHTI takes an image. Next, the spacecraft rotates 180◦ and the same MIGHTI sensor
takes another image. These images are taken roughly 10 minutes apart, and are timed so that
the same region of the atmosphere is being observed. It is assumed that the wind field does
not change significantly over this time.

The zero wind maneuver images are processed with the algorithm described above to
obtain two wind profiles. If the value of φz is correct, and noise is negligible, then these two
wind profiles should add to zero. Since φz is not known, it is iterated until the sum of the two
profiles is minimized. Simulations have determined that the zero wind maneuver will recover
φz with an accuracy equivalent to a 1 m/s wind. There will be a different value of φz for each
of the emissions being observed and each of the MIGHTI sensors in day and night mode. To
assess and quantify the potential drift of the zero wind phase, we plan to perform this zero
wind calibration once per month per instrument. Fringe drifts associated with changes in the
sensor’s thermal environment will occur on much shorter time scales and will be removed
with the aid of measurements of on-board calibration lamps in Level 1 processing. The
on-board calibration lamps produce neon and krypton emission lines with wavelengths that
are fractions of a nanometer different from the observed atmospheric lines. This allows the
measurements of thermal drifts simultaneous to the atmospheric observations. Calibration
lamps are going to be used for one orbit every 24 hour day (Englert et al. 2017).

3 Cardinal Wind Retrieval

In this section, we describe the process by which the line-of-sight wind measurements from
the two MIGHTI sensors (the MIGHTI Level 2.1 data product) are combined to retrieve
the cardinal wind, i.e., the zonal and meridional components (the MIGHTI Level 2.2 data
product). The observation geometry is shown in Fig. 3. First, MIGHTI A measures a wind
component along its line of sight. Five to eight minutes later, depending on tangent point
altitude, the spacecraft has moved to a position such that MIGHTI B measures a nearly
orthogonal wind component at approximately the same location. It is assumed that the wind
has not changed significantly in this time. Combining these line-of-sight components to
retrieve the horizontal wind vector is simply a coordinate transformation:

[
vzonal

vmeridional

]
=

[
sinγA cosγA

sinγB cosγB

]−1 [−vLOS,A

−vLOS,B

]
(10)
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Fig. 3 Observation geometry for
the MIGHTI Level 2.2 cardinal
wind retrieval. A line-of-sight
(LOS) wind component from
MIGHTI A (solid) and a LOS
wind component from MIGHTI
B (dashed), separated in time, are
combined to retrieve zonal and
meridional wind components

where vzonal is the retrieved zonal wind, defined as positive eastward, vmeridional is the re-
trieved meridional wind, defined as positive northward, vLOS,A and vLOS,B are the line-of-
sight wind components from MIGHTI A and B, defined as positive toward MIGHTI, and
γA and γB are the azimuth angles of MIGHTI’s lines of sight, shown in Fig. 3.

Because MIGHTI A and B are continuously taking measurements at a 30-s or 60-s ca-
dence, and since the Earth rotates during the several minutes between MIGHTI A and B
observations of the same volume, the tangent points of MIGHTI A and B will never exactly
match. Moreover, even if they match closely at one altitude, they will not match at other
altitudes for the same two exposures. For these reasons, we interpolate the series of line-
of-sight wind profiles to a common, regular grid before using Eq. (10). In practice, we use
bilinear interpolation horizontally and vertically for each sensor.

Due to the coupled nature of the algorithm described above, the Level 2.2 data product
is generated for an entire orbit simultaneously. The data product contains the reconstruction
grid (latitudes, longitudes, and altitudes), the estimated zonal and meridional wind at each
grid point with uncertainties, and other ancillary information. There is one Level 2.2 data
product per emission line per orbit.

4 Verification

In this section, we present the results of the pre-launch MIGHTI wind verification effort.
The intent is to verify that the MIGHTI hardware design and retrieval algorithms satisfy
the science requirements of the mission. We also quantify the expected accuracy and pre-
cision. The precision calculation includes shot, read, and dark noise, and utilizes realistic
airglow emission rates and expected instrument parameters, as discussed below. The accu-
racy is dominated by spherical asymmetry of the wind and airglow emission rate, causing a
systematic error which is inherent to all limb imagers. To quantify the effect of this asymme-
try, we simulate a MIGHTI image using realistic, three-dimensional atmospheric parameters
and apply the Level 1, Level 2.1 and Level 2.2 algorithms on the simulated image to derive
a cardinal wind profile, which we compare to the wind from the simulated atmosphere. To
test the robustness of the MIGHTI data product, we run this simulation as a function of time,
spanning a full ICON orbit. A schematic representation of this process is shown in Fig. 4.

We start with three-dimensional wind and temperature distributions from the Thermo-
sphere-Ionosphere-Mesosphere-Electrodynamics General Circulation Model (TIME-GCM)
(Roble and Ridley 1994; Roble 1996). This model provides a global, self-consistent,
physics-based representation of the circulation, temperature, composition, and electrody-
namics of the upper atmosphere and ionosphere, using fixed pressure levels that cover



594 B.J. Harding et al.

Fig. 4 Block diagram of the MIGHTI wind verification effort. A time series of simulated MIGHTI observa-
tions are fed through the analysis pipeline, and the resulting wind profiles are compared with the winds used
in the simulation

∼30 km to ∼500 km (depending on atmospheric conditions). We use various models for the
airglow emission rate. On the dayside, we use empirical climatological models derived from
WINDII/UARS data for the red and green emissions (Zhang and Shepherd 2005a, 2005b).
For the nightside, we use photochemical emission models (Link and Cogger 1988, 1989;
McDade et al. 1986; Murtagh et al. 1990; Vargas et al. 2007) informed by NRLMSISE-
00 neutral densities and temperatures (Picone et al. 2002) and IRI-2007 ion densities and
temperature (Bilitza and Reinisch 2008). Of particular importance is the terminator, the
boundary between daytime and nighttime. The distribution of airglow near the terminator
is not well known, nor is it well characterized in the models used here. In our model, we
use the daytime model within the reported range of its applicability (a solar zenith angle
below 104.5◦ for red and 80◦ for green) and use the nighttime model otherwise. This yields
a sharp gradient in the airglow distribution near the day/night boundary which constitutes a
worst-case test of the terminator effect on the retrieved winds.

Using these models, we simulate the scene that MIGHTI A and B would observe. Given
ICON’s position and attitude, we compute the line of sight for each interferogram row for
each MIGHTI sensor for each emission color. Stepping along the line of sight in 5 km
increments, we calculate the emission spectrum based on the modeled line-of-sight wind,
temperature, and emission rate at each point. We add the spectra along the entire line of
sight and use Eq. (1) to calculate the observed interferogram. Repeating this for each row of
the image yields the full MIGHTI Level 0 data product. For computational expediency, this
process treats all lines of sight as narrow lines, and ignores the volume integration over the
region subtended by one row. As time progresses in the simulation, the region of the atmo-
sphere sampled by MIGHTI changes as the spacecraft orbits and the Earth rotates, but we
neglect the temporal evolution of the winds simulated in the TIME-GCM, which is generally
small over the 5–8 minutes between the observations made by MIGHTI A and B of the same
volume. As such, this simulation does not capture the spatiotemporal ambiguity inherent to
observations from a moving platform. The simulation captures the effect of Earth’s rotation
on the observational geometry and Doppler shifts. We also account for the angle between
the line of sight and the local horizontal (αmn in Eq. (8)).

An instrument model creates Level 0 data using as-built instrument parameters (see right
column of Table 3 of Englert et al. 2017). The resulting data product is processed using the
Level 1 algorithm (Englert et al. 2017) to generate the Level 1 data product. The effects of
imperfect corrections for thermal drifts, phase distortions, flat fields, stars, etc. are ignored.
This Level 1 product is processed with the Level 2.1 and Level 2.2 algorithms described
in Sects. 2 and 3 to generate estimated profiles of the zonal and meridional wind. We then
calculate the retrieval error by comparing these profiles with the TIME-GCM wind, after
interpolating the TIME-GCM wind to the retrieval grid.
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Fig. 5 Result of the verification simulation without noise. (Top) A depiction of the simulated ICON orbit in
black, overlaid on a map of the total vertical column brightness of the simulated red emission, for reference.
For two example retrievals at t = 1200 s and t = 2150 s, the lines of sight of MIGHTI A and B are shown in
white. (Bottom) The retrieval errors for the zonal and meridional wind and the red and green emissions are
shown as a function of altitude and time, following ICON’s orbit. The two example retrievals are represen-
tative of the largest sources of error: spherical asymmetry near the terminator and the edge of the equatorial
ionization anomaly.

4.1 Accuracy

We first examine a case in which measurement noise is not included in the simulation of
the Level 0 files in order to characterize the accuracy of the retrieval. The results are shown
in Fig. 5. The top panel shows the simulation domain, including the ICON orbit and the
vertically-integrated red volume emission rate (630.0 nm), for context. The four bottom
panels show the retrieval error. The top row shows the result using the red emission, and
the bottom row shows the green emission. The left and right columns show the zonal and
meridional wind error, respectively. The horizontal axis of each plot is time, spanning one
full orbital period. The top axis indicates how the longitude of the retrieval grid varies over
time. The ∼10 km-period feature in altitude is an artifact of the large grid size in TIEGCM.
We display results only in regions where wind measurements are required by the ICON
mission (red day: 170–300 km altitude, red night: 200–300 km, green day: 90–170 km,
green night: 90–105 km). However, in practice, we expect to extend this range when the
signal strength permits.
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The results in Fig. 5 suggest that the inherent accuracy of the MIGHTI retrieval is usually
better than 10 m/s. Indeed, 80% of the points in Fig. 5 have an error less than 3.5 m/s for
red and 5.8 m/s for green. The error in the red retrieval is dominated by variations of wind
and airglow emission rate along the line of sight. The real atmosphere varies with latitude
and longitude, so the assumption of local spherical symmetry, while necessary for the wind
retrieval, is not strictly valid. This is a fundamental limitation of the horizontal resolution of
limb imagers such as MIGHTI and WINDII. Although the green retrieval is affected by this
phenomenon as well, it is also affected by the vertical resolution of MIGHTI, discussed in
more detail in the next section. These results emphasize that MIGHTI wind measurements
should be interpreted as horizontal and vertical averages and not as point measurements.

Also evident in Fig. 5 are large errors near the day-night boundary in the airglow models,
at ±90◦ longitude. As discussed above, the airglow gradients in the model are sharp near this
boundary, presenting severe violations of spherical symmetry. As the line of sight crosses
this boundary, the retrieval error grows large. In practice, we plan to flag profiles when
significant spherical asymmetry is suspected by comparing the brightness measurements
from MIGHTI A and B. When they disagree, it is likely that variations along the line of
sight are the cause. Large errors are also seen near 0◦ longitude in the red retrieval. These
are also due to spherical asymmetry; they occur when the line of sight of MIGHTI crosses
the edge of the equatorial ionization anomaly, where large horizontal gradients in the wind
and emission rate exist. We will flag these profiles with the same algorithm.

4.1.1 Vertical Resolution

In addition to errors arising from the presence of spherical asymmetries in the wind and
airglow that violate the ab initio assumptions of this retrieval, there are sometimes significant
errors arising from the limited vertical resolution of MIGHTI. This is especially true for the
green retrieval, which samples a region that can have larger wind shears (Larsen 2002) and
vertical airglow gradients, which are not fully captured by the ∼2.5-km altitude sampling.
This has a potential impact on ICON’s science objectives, since the observational geometry
will tend to suppress the retrieved amplitude of tides with short vertical wavelengths.

To quantitatively assess this impact, we performed a simulation identical to the one de-
scribed above, except that we used a wind profile that varies sinusoidally in altitude and
is constant in latitude and longitude, shown in the left panel of Fig. 6. This approximates
an atmospheric tide, in that it has a horizontal scale larger than the line-of-sight integration
path length, but a vertical scale for which the wind retrieval may be affected by the vertical
sampling of the measurement. We fit the retrieved wind with a sinusoid to determine the
retrieved amplitude error. Although we used a tide with an amplitude of 100 m/s, the results
are invariant to amplitude, and we therefore show the results as a percentage.

This approach is useful because it characterizes the retrieval in the Fourier domain. Any
wind profile can be decomposed into a sum of sinusoids, and since the retrieval is nearly
linear, the retrieved wind profile is well approximated by the sum of the retrievals of the
individual sinusoids. By using wind profiles with various vertical wavelengths, we charac-
terize the ability of the inversion to retrieve various vertical scale sizes.

The right panel of Fig. 6 summarizes the simulation results for various vertical wave-
lengths. We show results using the daytime green line airglow profile that is discussed in
Sect. 4.2 and shown in Fig. 7. The results are similar for other airglow profiles. For tides
with vertical wavelengths as short as 10 km, the expected amplitude error introduced by the
limited vertical resolution is 20%. For wavelengths larger than 30 km, the expected error
is less than 5%. In cases where high vertical resolution is sought, such as a specialized re-
trieval of the large shear in the lower thermosphere, a higher-order summation rule can be
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Fig. 6 (Left) An example retrieval to test the effect of the limited 2.5-km vertical sampling. (Right) A sum-
mary of the ability to retrieve various vertical scale sizes. The daytime green line airglow profile from Fig. 7
was used; results are similar for other airglow profiles

Fig. 7 Representative
solar-minimum airglow volume
emission rate profiles used for the
precision analysis

used to convert the integral in (4) to the summation in (5); the default order is zero (i.e.,
Riemann-sum rule). Higher orders improve accuracy at the cost of precision. An accuracy
vs. precision trade study can be performed with early flight data to optimize the algorithm
used for the default Level 2 data product.

4.2 Precision

The precision of the retrieved wind depends strongly on the volume emission rate, which
can vary dramatically. In order to predict performance, we use volume emission rate profiles
generated from the models described above, averaged over latitudes, longitudes, and local
times observed by MIGHTI, and over geophysical conditions during the 2009 solar mini-
mum period, which is assumed to be representative of the conditions ICON will experience.
These profiles are shown in Fig. 7.

We simulate MIGHTI data products resulting from these profiles using the same ap-
proach described above. After simulating a 60-second exposure, we add shot, read, and dark
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Fig. 8 Precision of the MIGHTI
wind product using as-built
instrument parameters and
average emission rate profiles, as
described in the text. Red and
green dots represent the precision
of the red and green profiles,
binned to 30-km and 5-km
altitude resolution, respectively.
Lines show the precision
requirement. Shot noise, read
noise, dark noise, and pointing
uncertainty are included

noise to the raw Level 0 images based upon as-built instrument performance (see the right
column of Table 3 of (Englert et al. 2017); where MIGHTI A and B have different perfor-
mance, we use the worst case). To improve statistics at the cost of resolution, we also bin
(i.e., downsample) the raw images to the required altitude sampling: 30 km for red and 5 km
for green. To estimate the wind precision, we use a Monte Carlo simulation (N = 500). Pre-
cision values represent 1-sigma uncertainties. To account for uncertainty in spacecraft point-
ing, we add 1 m/s in quadrature. Results are shown in Fig. 8 and are compared to the L2 mis-
sion requirement, which is 8.7 m/s in the regions of 90–105 km and 200–300 km, with an ad-
ditional daytime-only requirement of 10 m/s in the region of 105–200 km (Immel et al. 2017;
Englert et al. 2017). At all altitudes, the precision prediction meets the requirement, ranging
from 1.2 to 4.7 m/s.

5 Conclusion

This paper presents the thermospheric wind retrieval algorithm for MIGHTI, two interfer-
ometers on NASA’s ICON mission. MIGHTI measures interferometric limb images of the
red and green airglow emissions. After removal of instrument artifacts, the first step of the
retrieval applies an inversion to the interferograms to retrieve altitude profiles of the line-of-
sight wind. The second step combines profiles from MIGHTI A and B to retrieve profiles of
the vector horizontal wind. We have verified this algorithm with a simulation which tests its
accuracy and precision. The dominant factor leading to loss of accuracy is horizontal varia-
tion of the wind and airglow emission rate, which are smoothed by the long path length of
MIGHTI’s line of sight through the atmosphere. This error, which is common to all limb im-
agers, is nominally less than 10 m/s, except near the day/night boundaries and occasionally
near the equatorial ionization anomaly, where severe violations of spherical symmetry ren-
der the data challenging to interpret. A secondary source of error is the vertical resolution,
which limits the recovery of large shears that might be present in the lower thermosphere.
The predicted precision of the wind retrieval meets requirements, as determined by an analy-
sis using average solar minimum emission rate profiles and as-built instrument performance.
Precision depends strongly on the volume emission rate, which can vary by as much as two
orders of magnitude.

Future work includes potentially coupling the Level 2.1 and Level 2.2 algorithms to es-
timate the vector horizontal wind directly. This may offer the ability to account for horizon-
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tal variations in the direction of the spacecraft velocity, but variations perpendicular to the
spacecraft velocity cannot be resolved.
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