
Space Sci Rev (2015) 188:211–249
DOI 10.1007/s11214-014-0111-1

Structures in the Outer Solar Atmosphere

L. Fletcher · P.J. Cargill · S.K. Antiochos ·
B.V. Gudiksen

Received: 13 June 2014 / Accepted: 20 October 2014 / Published online: 28 November 2014
© Springer Science+Business Media Dordrecht 2014

Abstract The structure and dynamics of the outer solar atmosphere are reviewed with em-
phasis on the role played by the magnetic field. Contemporary observations that focus on
high resolution imaging over a range of temperatures, as well as UV, EUV and hard X-ray
spectroscopy, demonstrate the presence of a vast range of temporal and spatial scales, mass
motions, and particle energies present. By focusing on recent developments in the chromo-
sphere, corona and solar wind, it is shown that small scale processes, in particular magnetic
reconnection, play a central role in determining the large-scale structure and properties of
all regions. This coupling of scales is central to understanding the atmosphere, yet poses
formidable challenges for theoretical models.
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1 Introduction

The structure and dynamics of the outer solar atmosphere, defined as extending from the
base of the chromosphere into interplanetary space, is a topic of central importance for
understanding solar activity. The fundamental questions have been well known for decades:
why do the chromosphere and corona have temperatures considerably in excess of the solar
photosphere and why do dynamic phenomena such as flares and coronal mass ejections
(CMEs) occur? Only the solar magnetic field can provide the required energy to account for
these phenomena.

Since the results from the Skylab observatory became available four decades ago, it has
been recognized that, as a consequence of the magnetic field, the chromosphere/corona sys-
tem is highly structured. The chromosphere is a complicated region that extends above the
photosphere to a temperature of around 30000 K and in which the density falls to of order
1011–1012 cm−3 (Sect. 2). Above this is the corona, with a temperature > 1 MK, consid-
ered to be either magnetically closed with field lines forming confined structures usually
referred to as coronal loops (Sects. 3 and 4), or magnetically open (the source of high-speed
solar wind) with field lines extending into interplanetary space (Sect. 5). There are a variety
of magnetically closed structures, the most conspicuous being bright active regions (ARs),
the site of intense EUV and X-ray emission. The rest of the magnetically closed corona is
termed the quiet Sun, having a smaller level of emission. Figure 1 shows a typical coronal
image with the different regions highlighted.

At the photosphere, the Sun’s vector magnetic field can be measured routinely, and
comprises many discrete sources ranging from small flux elements (1017 Mx with a scale
of 100 km) to large sunspots (1022 Mx) that form a power law distribution over several
decades (Thornton and Parnell 2011). The photospheric field strength is roughly its equipar-
tition value, between one and two kG. The relative importance of the magnetic field as
one rises through the outer atmosphere is seen by considering the value of the plasma beta
(β = 8πp/B2). At the photosphere, β is of order unity. Above the photosphere the pressure
falls rapidly due to the small pressure scale height and so the photospheric field elements
expand to fill all space in the upper chromosphere and corona. (Note that at this time, chro-
mospheric field measurements are not made routinely Lagg et al. 2004, Metcalf et al. 2005,
Leka et al. 2012.) A consequence is that β decreases throughout the chromosphere and be-
comes � 1, perhaps 0.1 in quiet regions and 0.01 in regions of very strong field, until well

Fig. 1 An image from SDO
(adapted from Cargill and
de Moortel 2011), showing Fe IX
emission at around 1 MK. The
main features are the dark
regions (magnetically open
coronal holes: Sect. 4), bright
magnetically closed active
regions associated with sunspot
groups, brightenings associated
with small bipolar field regions
(X-ray bright points) and “the
rest”: the quiet Sun
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out in the corona (> 2Rs ) when the expanding solar wind becomes important. This implies
that between the middle chromosphere and outer corona, magnetic forces dominate over
pressure ones. Plasma also moves with the magnetic field due to magnetic flux freezing, so
that a convenient description of these regions is in terms of magnetic field topology and the
motion of magnetic field lines. A further consequence of this magnetic connectivity is that
any complexity in the photospheric field due to the hierarchy of structures and associated
motions of the solar surface must map in some way into the corona.

One difficulty is the interconnection of the various regions (for example coronal plasma
must originate in the chromosphere), and the small scales (sub-resolution) required for the
relevant processes that release magnetic energy. In all regions under discussion, effective
Reynolds numbers are large, whether based on viscosity, Coulomb or anomalous resistivity
(including Hall effects), or Pedersen conductivity, implying small scales. In particular, the
magnetic reconnection process that is widely believed to be an essential mechanism for
magnetic energy dissipation, and is the subject of much of this paper, requires scales �
1 km, yet has consequences on global scales which CAN be observed. This poses major
challenges, especially for theoretical modelling.

In keeping with the cross-disciplinary nature of the workshop, this paper is aimed at the
non-specialist. It is not a comprehensive review of the subject, rather it focuses on specific
aspects in which considerable progress is being made at this time. The structure is tradi-
tional, beginning with the chromosphere, then the closed corona, and dynamic phenomenon
therein, and leading on to the solar wind.

2 The Chromosphere

In the past the solar chromosphere was seen as a thin layer in the solar atmosphere with
relatively little influence, except for the formation of three prominent spectral lines: Ca II
H, K and Hα , and the last of these gave the chromosphere its name, as it is largely Hα that
produces the red ring visible in a full solar eclipse. This view of the chromosphere is that it
is a layer of the solar atmosphere, roughly 0.5–1.5 Mm thick, with a temperature between
2500 and 25000 K. It is sandwiched between the photosphere and corona, with another thin
layer of only a few hundred kilometers, called the transition region (Sect. 3), separating
chromosphere and the corona.

However, increasingly sophisticated ground- and space-based observations have made
it clear that the chromosphere is not a flat thin layer of constant depth, but rather a highly
time-varying undulating layer of varying thickness. Indeed a precise definition of the chro-
mosphere is challenging. The original definition in terms of Hα is not consistent with other
definitions that use, for example, a specific temperature range. Such a temperature defini-
tion was often based on static one-dimensional calculations of an atmosphere where the
aim was to reproduce the intensity of as many spectral lines as possible. One dimensional
planar models of the chromosphere are now widely thought to be inadequate, so a present
view is that the chromosphere is a highly dynamic layer where many important transitions
in physical quantities and processes happen.

2.1 Structure

The structure of the chromosphere is determined by the dynamics of the photosphere (whose
scales are also present in the chromosphere), its magnetic field, and the influence of motions
on that field. The photosphere is dominated by the convective motions, which are orga-
nized on all scales from 1 Mm to at least 30 Mm in convective cells, where the sizes of
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the convective cells are inversely proportional to the velocity of the plasma they contain,
and their lifetimes are proportional to the square of their size, with the smallest granules
having a lifetime of roughly 5 minutes, while the largest have lifetimes of more than a day.
The velocity pattern is generated by a superposition of granules of different sizes, and it
sweeps magnetic flux into concentrated collections of all sizes from large sunspots, all the
way down to the smallest concentrations with scales of less than 100 km. As discussed in
the Introduction, the magnetic field undergoes a major change through the chromosphere,
with a transition from plasma dominated dynamics (β > 1) to magnetic field dominated dy-
namics (β � 1). In addition, the small chromospheric pressure scale height implies a large
gradient in the sound speed which creates an almost impassable barrier for all magnetosonic
(compressional) waves generated in the photosphere. Such waves turn into shock fronts, are
reflected by the large wave-speed gradient, and can deliver a substantial amount of energy
to the chromospheric plasma.

Other complications that arise are (i) that radiation of all wavelengths becomes decou-
pled from the plasma and can leave the Sun without being further absorbed or scattered. The
decoupling is dependent on wavelength and so the details of the radiative transfer are impor-
tant when trying to understand the energetics of the chromosphere and (ii) that the plasma
changes from being very weakly ionized at the photosphere to fully ionized at the base of
the corona. This has significant implications for both transport and dissipation of currents.
These disparities in fundamental physical properties over such a small distance, as well as
the intrinsic time-dependence, make any sort of modelling very difficult.

When defined as a temperature interval, the chromosphere is split into two different parts.
The lower is dominated by waves generated by the photospheric granules. Because the wave
speed has such a large gradient, the waves shock in the lower chromosphere creating a pat-
tern of colliding shock fronts. That pattern is prominent in the quiet sun where the magnetic
field is generally weak and can be seen in the central panel of Fig. 2 taken with a filter
centered on the Ca II H line. The same region observed in the Hα line appears dramati-
cally different (see the right panel of Fig. 2), and since the prominent Hα line is the reason
for naming the chromosphere, the part of the chromosphere showing the interacting shock
fronts is now named the “Clapotisphere” (Rutten 2007) by some. (For comparison a white
light image is shown in the left panel of Fig. 2.) An observation of the solar chromosphere in
Hα is dominated by the structure of the magnetic field. Now the chromosphere looks like the
fur of a haired animal, with dark and bright hairs with a width down to the resolution limit of
our present instruments. The thin structures are due to the magnetic field’s ability to isolate
the plasma across the field direction making each strand a separate one-dimensional atmo-
sphere. This very different look of the chromosphere is due to the change in the plasma β ,
so that the lower chromosphere is dominated by the plasma, while the upper region where
Hα is produced is dominated by the magnetic field.

2.2 Energetics

The energy balance in the solar chromosphere is quite subtle. Thermal conduction plays
little role for two reasons. Since most of the chromosphere is at a temperature greater
than the photosphere, there is no heat conduction into the chromosphere from below. On
the other hand the corona has a temperature in excess of 1 MK, and energy is conducted
downwards to the cooler regions (Sect. 3). The heat flux is strongly temperature-dependent:
Fc = κ0T

5/2∇T where κ0 = 10−6 ergs cm−1 s−1 K−7/2. One can estimate the average Fc in
the chromosphere by simply taking an average scale for the temperature gradients of 1 Mm
and an average temperature of 104 K, which yields a heat flux Fc of order 1 erg cm−2 s−1,
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Fig. 2 From left to right are observations of the quiet solar atmosphere in white light, Ca II H and Hα . The
axes are in units of arcsec, corresponding to roughly 725 km on the sun. The observations are made with the
Swedish 1-meter solar telescope at La Palma, by Luc Rouppe van der Voort on June 18, 2006

a completely negligible value. (The importance of this downward heat flux for coronal struc-
ture is discussed in Sect. 3.) The large outward radiative flux from the photosphere could
also potentially heat the chromosphere, but the chromosphere is generally optically thin and
does not absorb a significant part of the incident radiative spectrum. In fact radiation is the
main coolant of the chromosphere, so there is no way radiation can sustain its tempera-
ture.

The two remaining possibilities are the dissipation of shock waves initiated in the solar
photosphere, and the dissipation of magnetic energy. The magnetic energy arises because
the photospheric mass motions inevitably lead to magnetic perturbations, for example in
Alfven or magnetosonic waves. Both of these mechanisms transport energy from the pho-
tospheric kinetic energy reservoir, which can be estimated to be roughly 1000 ergs cm−3

by assuming a mass density of 2 × 10−7 g cm−3 and a typical velocity of 1 km/s. The
velocities can deliver an amount of work over a granular length scale and over a gran-
ular lifetime of 3 × 108 ergs cm−2 s−1. The kinetic energy available in the photosphere
is then able deliver more than enough energy to heat the chromosphere (estimated to be
3–14 × 106 ergs cm−2 s−1, see references in Fossum and Carlsson 2006) and the corona (es-
timated to be roughly 106 ergs cm−2 s−1, at least for the quiet Sun). However, it turns out
that the sonic portion of the shock waves does not contain enough energy to maintain the
chromosphere’s temperature (Fossum and Carlsson 2005, 2006; Carlsson et al. 2007) even
in the quiet sun. This leaves the options of heating either via pure Alfvén waves, the mag-
netic part of magnetosonic waves, by the reconnection of oppositely directed magnetic field
components, or by other forms of current dissipation.
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The injection of Poynting flux (S) into the chromosphere and corona happens primarily
in the photosphere. For a perfectly conducting plasma, one can write this as:

S = B2V/4π − (V · B)B/4π (1)

where V and B are the velocity and magnetic field vectors. Breaking these down into compo-
nents in the plane of the photosphere and in the vertical direction, the first term corresponds
to direct injection of magnetic flux into the corona. Such emerging flux is recognized as
a key component of coronal activity, in particular large flares (Sect. 4). The second term
is commonly discussed in terms of fast and slow photospheric motions. For present pur-
poses, assume that the typical magnetic concentration in the photosphere has a magnetic
field strength of 1 kG and that the typical velocity is roughly 1 km/s. Then, for motions in
the plane of the photosphere, and no emerging flux, one finds Sz = 1

8π
|B|2ut sin(2φ) where

ut is the horizontal component of the velocity antiparallel to the horizontal magnetic field
component. This is the stressing of the field by the horizontal motions, and will be discussed
in greater detail in Sect. 3. The maximum value of Sz is roughly 4 × 108 ergs cm−2 s−1.
Of course the filling factor for the magnetic field is quite small but the amount of energy
available where there is a magnetic field is very large.

At some point the magnetic field will be stressed sufficiently that the associated free
magnetic energy will be converted into heat either through the dissipation of electric cur-
rents, through magnetic reconnection events or through dissipation of waves and shocks. As
it evolves, the field will seek a minimum energy state, and for low-β plasma this will be a
potential field, or perhaps a force-free field characterized by field-aligned electric currents.
Note that the most readily accessible minimum energy state need not be potential (Bare-
ford et al. 2010). The force-free state is present in the low corona, but not necessarily in the
plasma-dominated lower chromosphere. However, if we assume that the chromosphere also
has a force-free magnetic field, and the magnetic resistivity is constant, then the magnetic
energy that may be converted into heat simply scales with the available magnetic energy, i.e.
as B2. All else being equal, the release of energy should decrease with height, and so the
heating should be large in the chromosphere on the basis of this argument alone. The theo-
retical dissipation scale in the outer solar atmosphere is on the order of a few meters based
on either resistive diffusion or collisionless processes and a typical temperature of 106 K and
density of 109 cm−3, so it would appear that the dissipation happens in a very small volume
with high velocities as a consequence. However, the topological change occurring in recon-
nection also facilitates energy release over much larger scales through relaxation of stressed
fields, particle acceleration, shocks etc. (Dungey 1953; Petschek 1964). The dissipation of
magnetic energy as the main heating mechanism in the chromosphere means that there are
relevant scales from just a few tens of meters to tens of megameters. If the dissipation hap-
pens in the same way in the chromosphere as it does in the corona, it happens in a bursty
fashion, so the relevant time scales are seconds for the individual dissipation events, to tens
of hours for the stressing of the magnetic field on large scales.

2.3 Modern Analysis of the Chromosphere

Major strides forward have been taken in recent years using space-based observations and
MHD modelling. Given the short spatial and temporal scales, observations with short expo-
sure times are needed, as well as high spectral resolution from everywhere in the 2D field
of view with good spatial resolution. These are challenging requirements. The Hinode and
Interface Region Imaging Spectrograph (IRIS) missions were both launched with the aim of
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understanding the outer solar atmosphere: implications for the corona from Hinode results
are discussed in Sect. 3. Hinode has imagers with passbands at the wavelengths of the strong
chromospheric spectral lines, so as to understand the linkage between corona, TR and chro-
mosphere. IRIS is focused on the chromosphere, with instruments designed to understand
the chromosphere and lower transition region.

One of the discoveries of Hinode has been the very long thin spicule-like structures at
chromospheric temperatures that penetrate many megameters into the hot corona and that of
which a subgroup seem to be ballistically driven by shock waves, while another subgroup
seems to be longer lived and disappear while they still penetrate far into the corona (Type 2
spicules: De Pontieu et al. 2007). We have for some time known that the dynamics of the
chromosphere and transition region produce correlations between the intensities of spectral
lines formed in the chromosphere, while there is much less, if any, correlation between the
intensity of spectral lines formed in the chromosphere and the transition region. We also
know that there seems to be a correlation between the non-thermal width of spectral lines
and their intensity. These correlations can only be reproduced by models that are able to
catch the dynamics on all scales, and so far that has not been done.

As we have made clear, modelling the chromosphere is challenging, but is now be-
ing undertaken successfully by some groups (Martínez-Sykora et al. 2012). The chromo-
sphere cannot be modeled analytically, so multi-dimensional numerical 3-D MHD models
are needed. Even then there are problems converting model (or simulated) time- and length-
scales to those inferred from the observations. Such models need to include radiative transfer
and scattering and require a resolution which is high enough that the dynamical scales can
be resolved. Further physics has been modeled such as non-equilibrium hydrogen ionization
(Leenaarts et al. 2007) and the effect of a large fraction of neutral atoms in the atmosphere,
resulting in a generalized Ohm’s law (Martínez-Sykora et al. 2012), both of which have
an effect on chromospheric energetics. However not all of the physics can be included in
the same numerical simulation. Even though the models have led to new discoveries and a
deeper understanding of the solar chromosphere, it is questionable whether the simulations
actually capture all of the small scale dynamics present.

The chromosphere is hiding the answers to a number of important questions. The most
important might be how the mass transfer from the photosphere to the corona happens, but
another and most likely connected question is what type of magnetic heating happens in the
chromosphere, the transition region and corona: are they the same and will we be able to
identify the initiation of large flares by observing the chromosphere? The last major question
is what produces the so called first ionization potential (FIP) effect (Laming 2004) in which
the observed abundances of metals with low first ionization potential seems to be higher
in the corona than in the photosphere, and a satisfactory physical explanation for that has
not yet been put forward. The obvious conclusion is that it is a electromagnetic effect, but
how exactly and why relatively more metals with low ionization potential are present in the
corona is unknown.

3 The Non-flaring Closed Corona

The general properties of the non-flaring, closed corona are well known. The basic structures
are magnetic loops that connect regions of opposite surface magnetic polarity. Loops can be
considered as mini-atmospheres with plasma properties determined by the energy input.
Reale (2010) provides a useful summary. (It should however be stressed that when one sees,
for example, a coronal loop in EUV emission, one is looking at a collection of magnetic
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field lines that happen to be illuminated, not at an isolated bundle of field in a surrounding
plasma.) AR loops have typical scales of 25–120 Mm, the temperature at the peak of the
emission is around 106.6 K (e.g. Warren et al. 2012), and they are bright because they are
relatively dense (a few 109 cm−3). The quiet Sun is cooler and less bright and exhibits larger
structures in excess of 100 Mm such as streamers (Sect. 5) and interconnecting loops.

A major difficulty in understanding the corona is the determination of its magnetic field.
In general, the Zeeman effect is not detectable due to the thermal broadening of EUV emis-
sion lines. An exception are coronagraph observations of the outer corona using Fe lines
in the visible or IR (e.g. Lin et al. 2000, 2004). It is to be hoped that the Daniel K Inouye
Solar Telescope (DKIST) will permit improved observations. Though not done regularly,
the field strength can be constrained by microwave maps of the primarily gyrosynchrotron
radiation, together with optically thin EUV temperature and density diagnostics (e.g. Bro-
sius et al. 2002). Future microwave arrays such as the Frequency Agile Solar Radiotelescope
(FASR Bastian 2004) and its pathfinder, the Extended Owens Valley Solar Array (EOVSA)
will do this with high spatial, temporal and spectral resolution, and in principle the varia-
tions of magnetic energy can be deduced, although strong (few hundred G) fields are re-
quired.

Theoretical concepts can also be used to deduce coronal magnetic field properties. One
approach is coronal seismology which relies on conjectured properties of oscillating coro-
nal magnetic loops (e.g. Nakariakov et al. 1999; Nakariakov and Verwichte 2005; Tomczyk
et al. 2007). Given a period of loop oscillation, a loop length and an estimate of the density,
the magnetic field magnitude can be obtained. Typical values are 10–20 G. Force-free re-
construction of the coronal field from photospheric measurements (e.g. Schrijver et al. 2006;
Metcalf et al. 2008) are widely used. This is a difficult task, beset with observational and
computational difficulties, and solutions are non-unique (De Rosa et al. 2009). More reli-
able extrapolation results will be possible when the chromospheric vector magnetic field is
measured. However, unlike seismological methods, a 3D field can be constructed. Also use-
ful are EUV and X-ray images and movies, although they provide no information on field
magnitude. Since the field and plasma are frozen, and strong thermal conduction leads to
nearly-isothermal conditions in the high corona, plasma structures are very often taken to be
an indicator of field geometry. This in turn provides information on both large-scale struc-
tures such as separatrices (Sect. 4) and the small-scale structure present within a large-scale
field: for example Brooks et al. (2012) identified distinct loops with scales of 1”. Results
from the Hi-C rocket flight suggests that field topology on sub-arc second scales can be
inferred from images and movies (Cirtain et al. 2013).

3.1 Energy Requirements and Atmospheric Thermal Structure

The energy requirements of the various coronal regions date to Withbroe and Noyes (1977)
and are 107, 106 and a few 105 ergs cm−2 s−1 for ARs, coronal holes and quiet Sun respec-
tively. The Poynting flux at the base of the chromosphere is described in Sect. 2. Of the
hydromagnetic waves generated by the small-scale motions in the photosphere, only the
Alfvén wave can reach the corona, and these have an upward Poynting flux of ρVAδV 2

where ρ is the mass density, VA the Alfven speed and δV the wave amplitude. For slow (e.g.
granular) motions (< 1 km/s) the Poynting flux is V BtBa/4π , where Ba and Bt are mag-
netic field components perpendicular to, and in the plane of the photosphere respectively. If
one takes typical values: Ba = 150 G, Bt = 50 G, V = 1 km/s, δV = 30 km/s, the Poynting
flux for both Alfvén waves and slow injection is a few 107 ergs cm−2 s−1, so in principle
sufficient energy is injected.
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How a corona forms as a consequence of heating is well understood, and involves the
small but important transition region (TR) between corona and chromosphere. The behavior
of the corona/TR system is governed by three energy transfer processes: thermal conduction
from the corona to the lower atmosphere, optically thin radiation to space and mass flows
between the upper chromosphere, TR and corona. Vesecky et al. (1979) noted that the TR
can be defined as the region above the top of the chromosphere and below the location where
thermal conduction changes from being an energy loss to an energy gain. In a static loop,
the TR structure is determined roughly by a balance between a downward heat flux from
the corona and radiation. Indeed the radiation from the TR is of order twice that from the
corona (Cargill et al. 2012), despite its small size (< 10 % of a typical loop).

We can use this to understand how a corona forms. Consider a low density coronal loop
that is heated rapidly. Heat is conducted from the corona, but the TR is not dense enough
to radiate it away. The only way for the TR and chromosphere to respond is by an enthalpy
flux into the corona, increasing the density until a steady state is reached (e.g. Antiochos
and Sturrock 1978). Turning the heating off has the opposite effect. As the corona cools,
the conduction is not strong enough to power the TR radiation. Instead an enthalpy flux is
set up to power the TR and the corona drains (e.g. Bradshaw and Cargill 2010). A simple
physically motivated account of these processes is in Klimchuk et al. (2008) and Cargill
et al. (2012).

It is very important to understand that the TR is not at a fixed location or temperature:
these adapt in response to the conditions within any loop. Thus for a hot AR loop, Fe IX
emission is from the TR, as is seen with the moss. For a cooler loop (1 MK peak temperature
say), plasma only below 0.5 MK is TR. Misconceptions of the TR persist in the literature
with reference to TR plasma or TR lines or in the TR. Such definitions are meaningless
without understanding the overall context of the loop for which they are made.

3.2 Magnetic Field Equilibrium and Stability

It is, in principle, straightforward to develop MHD models of individual coronal loops and
the more general large-scale coronal structures such as streamers, arcades, prominences etc,
and examples can be found in Sects. 4 and 5. With any such magnetic field, two questions
are important: (i) does an equilibrium exist for given boundary conditions and (ii) if it does,
is it linearly (and non-linearly) stable? Seen in movies, the corona is in continual motion,
but large eruptive flares are rare, so most of the time the magnetic field configuration is in,
or close to, a state of equilibrium, or undergoing a weak instability that does not destroy the
global field configuration. So perhaps the real question is not: why do large flares occur?
Rather it is: why do they not occur more often? It is in fact quite difficult to eject material
from the Sun (Sect. 4).

One reason for this stability lies in the line-tying of the magnetic field lines at the pho-
tosphere. The high density there means that magnetic field lines cannot move in response
to a perturbation originating in the corona. For example, in a cylindrical arcade extending
over π in the corona, the most unstable (m = 1) mode cannot arise, and the other modes
are absolutely stable over a wide range of equilibria (Hood 1983; Cargill et al. 1986). For
a cylindrical loop tied at both ends, the threshold for the (destructive) kink instability in-
creases by of order 50 % over that expected in the laboratory (e.g. Hood and Priest 1979). In
both these geometries global resistive instabilities such as the tearing mode are suppressed
except for the most eccentric field conditions. Also, proof of linear instability does not mean
that the pre-instability field structure is entirely destroyed since the instability can saturate
(non-linearly) at a low level. This is important because the vast majority of flares are not
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associated with a CME, so require very significant energy release but not the destruction of
the field configuration.

3.3 Coronal Heating: MHD Aspects

Coronal heating has been divided for many decades into studies of wave heating (Alfvén
waves generated at the photosphere) and heating by small-scale coronal reconnection.
Alfvén wave heating has been discussed extensively (Nakariakov and Verwichte 2005;
Klimchuk 2006) and requires structuring in the atmosphere and/or magnetic field to get
dissipation by either phase mixing (e.g. Browning and Priest 1984) or resonance absorption
(e.g. Ionson 1978). We will not discuss this further but note that Ofman et al. (1998) pointed
out that resonance absorption became an impulsive heating process when feedback from
the chromosphere was included. A different approach to wave heating is due to van Balle-
gooijen et al. (2011), Asgari-Targhi and van Ballegooijen (2012), and Asgari-Targhi et al.
(2013). They argued that the generation of Alfvén waves at two loop footpoints, with dif-
ferent wave properties at each, would lead to a turbulent cascade as the counter-propagating
waves interacted, eventually reaching dissipation scales. The heating is highly time and spa-
tially dependent, with bursts of energy being released on top of a low background level of
dissipation.

The consequences for the coronal magnetic field of slow photospheric motions have been
studied extensively. For AR heating, the conditions imposed by this scenario are quite severe
(Parker 1988), with a ratio Bt/Ba of order 0.25–0.4 being required. Here Bt is a typical
field strength in a direction between the loop footpoints and Ba the field in the direction
parallel to the photosphere, where we assumed that a curved loop has been straightened
out. This implies that the coronal field must resist any desire to dissipate before a stressed
condition is reached. The energy released if the dissipation returns Bt to zero is of order
1023–1026 ergs, which led to the term nanoflares. It takes in excess of 104 secs to build up
the energy in a nanoflare, with implications discussed shortly. Thus, in this scenario, the
corona is maintained at its temperature by a swarm of nanoflares, each occurring in a small
volume (Parker 1988; Cargill 1994). Theoretical evidence for nanoflare heating with such
conditions on Bt/Ba is not yet convincing. Dahlburg et al. (2005, 2009) and Bowness et al.
(2013) have shown that large values of shear are possible, but computational limitations are
a concern in transferring their results to the real corona.

There is a burgeoning body of work that treats the corona as a global system in an MHD
simulation, including a chromosphere, and attempts to impose realistic photospheric mo-
tions (e.g. Gudiksen and Nordlund 2005; Bingert and Peter 2013). While these models do
produce something that looks like a corona, the temperatures are low (in part because a large
enough simulation is unfeasible), heating occurs near the base of any loop, and is attributed
to ohmic heating. However, it may be this ohmic heating may be an artefact of numerical
resolution. The level of energy release at say an x-point is rather small: this was pointed
out by Dungey as long ago as 1953 (see also Cargill 2014a). Magnetic reconnection is a
facilitator of energy release: shocks, waves, particle acceleration, turbulence away from a
reconnection site are far more important.

Addressing the real dissipation processes is difficult, and requires more local models
which should be seen as complementary to the global ones. As an example, consider the non-
linear evolution of the kink instability (Browning et al. 2008; Hood et al. 2009). The energy
release here is more appropriate for a microflare or a nanoflare storm than AR heating, but
it makes an important point. Figure 3 shows the current and velocity at three stages of the
instability. First (left panel), regions form where oppositely-directed field components are
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Fig. 3 Evolution of a kink instability. The three plots show current magnitude (colored background) and
velocity vectors (arrows) at three different times. Note the formation of very fine-scale structure in the final
plot. From Hood et al. (2009)

pushed together, initiating forced magnetic reconnection. A single current sheet evolves and
then begins to fragment (2nd panel). Finally, a wide range of small-scale structures emerges
(3rd panel) which then dissipate, leading to a magnetic field structure that is stable to the
kink mode.

While it is tempting to invoke the language of turbulence here, the numerical grid does
not permit the construction of a meaningful distribution of scales. But what is clear is the
evolution of a smooth magnetic field into a very fragmented one through the instability.
An important aspect is that the main energy release is not at the obvious current sheet, but
may be due to slow shocks driven by the vortical flow, with secondary heating in the rest
of the turbulent structure (Bareford and Hood 2013). These dissipating structures need to
be resolved properly to actually understand what is going on. So calling everything ‘ohmic
heating’ is a little lazy and possibly misleading.

Another common approach is use the reduced MHD approximation which assumes
Bt � Ba . A number of papers Rappazzo et al. (2008, 2010), Dahlburg et al. (2012) have
demonstrated that dissipation occurs readily for a range of photospheric motions with dis-
crete heating events occurring. However, it is impossible for RMHD models to account for
AR heating. The required value of Bt/Ba is beyond the viability of the model. Indeed, one
could say that dissipation occurs too easily in these models: this may be due to assumptions
about how the coronal field responds to photospheric motions. For example, adjustments
to neighboring equilibrium states are forbidden, so that dynamic evolution must occur in-
stead.

3.4 Deducing Properties of Heating Mechanisms

In the absence of direct observations of coronal magnetic field dynamics, inference of heat-
ing processes relies on the interpretation of images and spectra. In both cases, it is important
to have comprehensive temperature coverage and data from a wide range of emission lines
can provide information on plasma parameters such as mass motions, density etc. using
spectral techniques. The results have been mixed. Density-sensitive line pairs (i.e. same ele-
ment, same ionization state, same temperature, different transition) can provide an absolute
measurement of the electron density. Combined with an estimate of the density from an
(assumed unresolved) image, this provides a handle on the filling factor: the ratio of the
volume radiating to the actual volume. In turn, this can provide information on the funda-
mental scales associated with coronal heating. Cargill and Klimchuk (1997) obtained scales
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Fig. 4 On the left: AR loops seen on the disk by the Hinode X-ray telescope (XRT). The small rectangle
in the center corresponds to loops in the AR core that were analyzed by the Hinode EIS instrument (from
Warren et al. 2011). On the right is the emission measure as a function of temperature from EIS. The red line
is the observed value, and the blue and black correspond to low and high frequency nanoflares as defined by
Warren et al. (2011)

of <100 km. Future high-quality spectroscopic data has the potential to provide such infor-
mation.

Analysis of coronal mass motions provides another possible diagnostic. An important
aspect of magnetic reconnection, at least in a simple form, is the prediction of high-speed
reconnection jets which have been detected at magnetopause and solar wind reconnection
sites. In the corona, these should lead to Doppler shifts or non-thermal broadening (if mul-
tiple sites are convolved: e.g. Cargill 1996) well in excess of 100 km/s. While individual
jets have been well observed over many years (see, for example, Innes et al. 1997, Klim-
chuk 1998), and more recently coronal manifestations of spicules (McIntosh and De Pontieu
2009; Peter 2010), line broadening in active regions of the magnitude predicted is not seen
(Doschek 2012). Reasons may include: the temperature of the initial jet is not measured,
the jet interacts with the surrounding magnetic field and thermalizes rapidly or the initial
jet density is small (as would be the case in a low filling factor corona), with negligible
emission measure (Zirker 1993; Klimchuk 1998) or a nanoflare may be too small (e.g. Testa
et al. 2013).

At the present time, the most promising approach by which progress is being made in
understanding coronal heating is through emission measure analysis that evaluates the de-
pendence of the emission on temperature. Figure 4 shows an image of an active region core
(Warren et al. 2011) and other AR loops have been analyzed by a number of workers (War-
ren et al. 2011, 2012; Tripathi et al. 2011; Schmelz and Pathak 2012). Using many spectral
lines from the Hinode EIS instrument, as well as data from SDO and Hinode, they were able
to construct the EM(T ) profile over a wide temperature range. One popular heating model,
that due to relatively infrequent nanoflares that involve slow injection of energy followed
by rapid dissipation, predicts that EM(T ) ∼ T 2 as shown in Fig. 5 (Cargill 1994; Cargill
and Klimchuk 2004). Warren et al. (2011) found EM ∼ T 3.1 and concluded that infrequent
nanoflares were not heating the corona, instead that steady heating was responsible. Subse-
quent parameter studies showed that there were some ARs that did fit the original prediction,
but that many did not.

The real question here is: what is the frequency of the nanoflares? The key parame-
ter is the ratio of the time taken for a loop to cool from its initial heated state to below
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Fig. 5 The EM-T profile from a
single nanoflare obtained from
the EBTEL model (Cargill et al.
2012)

1 MK, to the recurrence rate of the nanoflare along a heated sub-loop. The former is of order
1000–3000 secs, scales with the loop length (Cargill et al. 1995), and is almost entirely inde-
pendent of the nanoflare energy (Cargill 2014b). Recently it has been shown that these AR
observations cannot be reproduced if the nanoflare recurrence time is much under 500 s, and
it needs to lie in the range 500–2000 s. In addition, the nanoflare energy distribution should
take on the form of a power law, with the delay time between each nanoflare proportional to
the energy of the second nanoflare. If all these conditions are met, then the AR results can
be accounted for (Cargill 2014b).

This result poses questions for coronal heating by nanoflares. Namely, it is impossible
to power the corona if the nanoflare involves the complete relaxation of the field to a near-
potential state since, as was noted above, the time to rebuild the nanoflare energy is long
(> 104 s). Instead, nanoflares must involve a small relaxation of the field to a slightly less
stressed state, which then permits a rapid rebuilding. How this happens in the framework of
MHD is unclear.

A second important clue from contemporary data concerns hot coronal plasma. Any im-
pulsive heating process leads to a plasma component that lies well above the peak of the
emission measure, of order 106.7–106.9 K, as seen on the right hand side of Fig. 5. Detec-
tion of this would be a powerful result. This has been accomplished by several workers at
this time (Reale et al. 2009; Testa et al. 2011; Testa and Reale 2012). Unfortunately char-
acterizing the physical properties of such plasma is very difficult. Low emission measures,
ionization non-equilibrium, the difficult nature of thermal conduction and presence of non-
Maxwellian distributions make this an ongoing challenge.

3.5 Discussion

The last few years have seen remarkable progress in the understanding of the properties of
the hot non-flaring corona. This has come about through the extensive data bases of the Hin-
ode and SDO missions, modelling, both hydrodynamic and MHD, and the ability to forward
model observables from these models. Yet major puzzles remain. The time-dependence of
coronal heating mechanisms remains unclear, and associated with this is a lack of clarity
of the plasma environment in which heating occurs (tenuous < 108 cm−3 or dense: a few
109 cm−3). This in turn is likely to feed into the extent of any hot plasma component dis-
cussed above and/or the presence of accelerated particles in the non-flaring corona. The lack
of detection of the latter in particular is a puzzle since magnetic reconnection is well known
as a good facilitator of particle acceleration.
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Progress on these issues requires analysis of current data, modelling, and innovative uses
of new data sources such as the Interface Region Imaging Spectrograph (IRIS) and the Nu-
clear Spectroscopic Telescope Array (NuSTAR) telescope. One viewpoint is that the smok-
ing gun of coronal heating may lie in the presence or absence of these hot and energetic
components. Unfortunately for the small nanoflare energies now being discussed, detection
is likely to be even more difficult and may require long integrations over multiple sources
to build up a real signal. An additional problem is that while nanoflares are often discussed
as mini-flares, it seems most unlikely that the efficient acceleration occurring in flares that
leads to 30 % of the energy going into accelerated particles persists in nanoflares. Much
smaller fractions seem likely, enhancing the detection problem.

4 Flares and Eruptions

4.1 Introduction: Flare and CME Properties

Solar flares are abrupt and dramatic outbursts of radiation in the solar atmosphere, almost
always taking place in magnetic active regions, and spanning a range of scales in size and
energy from the smallest (currently) observable events called ‘microflares’ with energies of
1026 ergs, to the largest great flares with energy of up to a few ×1032 ergs (e.g. Hannah
et al. 2011). Flares involve the acceleration of large numbers of electrons and ions up to
mildly relativistic energies, a minority of which have access to the interplanetary magnetic
field. The remainder are contained in the closed magnetic structures of the lower solar at-
mosphere. Particle acceleration characterizes the time of the main energy release in solar
flares, and is a major focus of theoretical and observational attention. However, the flare
is defined by its radiation burst, the majority of which is produced in the optical and UV
parts of the spectrum (Woods et al. 2004) and emitted primarily by the solar chromosphere
and photosphere in concentrated sources known as ‘footpoints’ or ‘ribbons’ depending on
whether they have a point-like or a linear morphology. This emission is generated when the
lower solar atmosphere is heated during a flare, and collisional heating by particles proba-
bly plays a considerable role in this, in addition to producing high energy radiations; hard
X-rays (HXRs) from the electrons and γ -rays from the ions. Other mechanisms, e.g. damp-
ing of Alfvén waves, may also be important in heating the lower atmosphere at depths where
particles cannot readily penetrate (Russell and Fletcher 2013) The corona radiates mostly in
extreme UV and soft X-rays during a flare, but the total energy is a small fraction of the
bolometric radiated energy (Emslie et al. 2012). The coronal emission is organized into
beautiful, well-defined arcades, called flare loops. A composite image of a well-observed
flare is shown in Fig. 6.

Flares take place in a variety of magnetic structures. Characteristic of large flares are
active region filaments or filament channels, which are configurations including concave-
upwards magnetic fields capable of supporting cool, dense plasma typically close to the
solar surface and roughly parallel with the magnetic polarity inversion line. Smaller flares
can take place in single or small groups of loops. The instability mechanisms are likely quite
different in each. The magnetic reconfiguration that takes place in a flare can also lead to
the ejection of magnetized plasma into the heliosphere, as a coronal mass ejection (CME) as
shown in Fig. 7. CMEs typically travel around 500 km s−1 with a total mass (measured from
Thomson scattering) of around 1015 g. Statistically, more energetic flares are more likely to
be associated with a CME (Yashiro et al. 2006). A CME’s total energy has been estimated at
half an order of magnitude greater than that radiated in a flare (Emslie et al. 2012) but a flare
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Fig. 6 Two images from a flare on 9th March 2012. The LH panel shows UV emission from the chromo-
sphere, dominated by a number of flare ribbons. Cyan intensity contours are hard X-ray footpoints, and red
intensity contours are thermal emission with a strong coronal component. The RH panel shows hot coro-
nal emission at around 10 MK structured into quite well-organized loops. Orange contours show the ribbon
locations. From Simões et al. (2013)

Fig. 7 A CME observed by the LASCO instrument on SOHO (left-hand panel), and a UV snapshot of the
eruption during its related flare (right-hand panel), as reported by Gary and Moore (2004). The flare clearly
shows an erupting twisted structure—with individual twists indicated by the arrows. Twist is also visible in
the CME. Note, this is an extreme example of twist in an eruption; fewer turns are normally visible

has a much higher energy density. The median time between the flare HXR peak and CME
peak acceleration is around one minute (Berkebile-Stoiser et al. 2012). The overall picture is
of a dramatic re-organization of coronal magnetic structures which results in both upward-
going and downward-going energy fluxes, with downward-going energy channeled by the
(strong) magnetic field, resulting in heating and particle acceleration. A secondary response
to both of these is expansion of chromospheric material into closed coronal field, usually
termed ‘chromospheric evaporation’ and visible clearly in spectroscopic observations. This
results in the bright EUV-emitting flare loops.

Large flares occur almost exclusively in solar active regions hosting sunspots; for exam-
ple Dodson and Hedeman (1970) found that 7 % of large Hα flares occur in regions with
small or no spots, while 82 % of X1 flares were observed to occur in magnetically complex
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“βγ δ” spots by Sammis et al. (2000). The fastest CMEs are associated with active region
flares (Yashiro et al. 2005; Bein et al. 2012), but CMEs can also occur with the eruption of
quiescent prominences outside active regions without an accompanying flare. The magnetic
field in an active region, which is readily observed emerging and developing at the solar
photosphere, is the primary agent imposing the structure, and determining the evolution, of
solar flares and CMEs at launch (the solar wind dynamical pressure and frictional stresses
also plays a role in later CME evolution). The heart of the flare problem is to work out how
energy stored in large-scale and organized coronal magnetic structures is released and trans-
ferred to scales at which it can be picked up by individual electrons and ions, resulting in
heating and acceleration.

4.2 Flare Morphology, Magnetic Structure and Magnetic Topology

There is a tendency for flares to occur close to the magnetic polarity inversion line in com-
plicated, sunspot groups with a large amount of free magnetic energy. Flaring spot groups
also exhibit rapid evolution in their strong-field regions: for example, Schrijver (2007) finds
that the total unsigned magnetic flux within 15 Mm of the polarity inversion line increases
by around 20 % in the 2 days prior to a major flare. The bulk of the free energy is associ-
ated with elongated and twisted (i.e. current-carrying) magnetic fields—called flux ropes—
concentrated within a few 1000 km of the magnetic polarity inversion line (e.g. Sun et al.
2012). It is not yet possible to probe the current-carrying field in detail, but extrapolations
of the magnetic field into the corona indicate that the bulk current-carrying structures shift
in position during a flare, and change twist. While the field carrying most of the energy
for the flare is organized into a relatively simple flux-rope structure on scales of a thou-
sand km or so, there are doubtless smaller-scale structures embedded within this which may
be critical for the flare triggering and evolution. It is estimated that at least 40 % of CMEs
are flux-rope eruptions (Vourlidas et al. 2013), the remainder appearing more like jets and
outflows.

Though the energy for the flare appears to be stored in a substantial volume of the corona,
it is focused on release into a small number of compact patches, known as footpoints and
ribbons. The footpoints are sites of the most energetic emission in optical and also in HXRs
(which indicate high number densities of non-thermal electrons) and tend to have a point-
like morphology. They are a subset of narrow, well-defined and elongated UV flare ribbons
(Hudson et al. 2006).

The coronal magnetic field is rooted in a complicated photospheric field, and attempts to
describe this call on notions of magnetic topology, which describe how one part of the field
is linked to another. A simple example of this applied to the late evolution of a solar flare is
the so-called ‘CSHKP’ model (after the primary authors, Carmichael 1964; Sturrock 1966;
Hirayama 1974; Kopp and Pneuman 1976), which provides a plausible explanation for the
appearance and the slow spreading apart of ribbons in the late phase of a flare in terms of the
interface between post-reconnection closed loops and pre-reconnection unconnected field.
Because it is a steady, two-dimensional view its applicability is restricted to the flare gradual
phase, and it is used here to indicate why magnetic topology is of concern in understanding
observed structures. In the CSHKP model (Fig. 8) reconnection between oppositely directed
magnetic field occurs in the corona. Reconnected field retracts from the reconnection region,
both upwards and downwards, allowing free energy to be liberated from the larger-scale
magnetic structure as the field relaxes to a lower energy state. The liberated energy, ducted
along the magnetic field, heats the lower atmosphere near the ends of the just-reconnected
field on opposite sides of the polarity inversion line. The next set of field lines brought into
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Fig. 8 A rendering of the 2-D CSHKP model by Svestka et al. (1980) provides an illustration of the link
between field topology and flare evolution. The field lines extending to the photosphere from the neutral
point (X-point) are separatrices which, translated into the 3rd dimension, become separatrix surfaces. Energy
is delivered to the lower atmosphere at or near these surfaces, and field advecting into the X-point from the
outer regions results in the spreading of flare ribbons

the reconnection region are rooted somewhat further from the polarity inversion, so that
the location of heating moves outwards. Ribbons would arise from the extension of this
2-D model in an invariant direction, with their narrowness reflecting both the ducting of the
energy along the field, and the rapid cooling of the lower atmosphere by radiation.

In a 2.5D model like CSHKP, the interface between closed and open field is an example
of a separatrix surface. In more realistic topologies, separatrix surfaces curve around and
intersect with one another at ‘separator’ field lines. The identification of such flux domains
and intersections as locations of particular significance in a flare was made by Sweet (1969),
and developed by many authors. An extensive review can be found in Longcope (2005).
Particularly relevant for flares is the work of Hénoux and Somov (1987) who discussed how
coronal currents could be generated and flow along coronal separators and Demoulin et al.
(1992) who developed an early observationally motivated 3D model of coronal separators
and separatrix surfaces (see Fig. 9). The calculated positions of the intersections of separa-
trix surfaces (or, more realistically in the case of continuous photospheric field distributions,
quasi-separatrix layers, e.g. Priest and Démoulin 1995) with the photosphere agree well with
the observed positions of flare ribbons (e.g. Mandrini et al. 1991). Quasi-separatrix layers are
locations where coronal ‘slip-running’ reconnection may occur, leading to brightenings run-
ning along ribbons (Masson et al. 2009). Separators may also be critical structures, though
this is by no means so clear. Theoretically, the minimum energy state of the corona consis-
tent with a given photospheric boundary (extrapolated from discrete magnetic charges) is
one in which the currents are concentrated along separator field lines while the rest of the
field is current-free—the ‘minimum current corona’ model of Longcope (1996). This could
be seen as the state to which a corona evolves under slow driving. Observationally Metcalf
et al. (2003) and Des Jardins et al. (2009) identify some HXR footpoints with the photo-
spheric ends of separators, which move when magnetic flux is transferred between magnetic
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Fig. 9 This cartoon from Hénoux and Somov (1987) shows on the lefthand side a simple arrangement of
4 magnetic sources in a line, with the single arrowheads indicating the field and the double arrowheads
indicating the current. The solid lines indicate the 2-D separatrix field lines separating 4 domains of different
connectivity (including the exterior domain) and intersecting in an X-point. The righthand side shows this in
3-D; the separatrix lines are now domed separatrix surfaces, and the X-point is extended into a separator field
line. This figure begins to suggest the structural complexity that can be arrived at from multiple magnetic
sources in 3-D

domains as reconnection proceeds. There are relatively few studies in the literature deal-
ing explicitly and carefully with the magnetic and topological evolution of a flaring active
region and the primary (HXR) emission sites within it, so more case studies and equally im-
portantly a proper synthesis of these case studies to identify common traits are necessary to
understand the significance of the locations of these strongest energy release sites. This will
have to involve detailed study of the peculiarities of each event before a coherent picture can
be established—a very time-consuming process.

We note that, as expected locations of strong currents, separators, separatrix surfaces
and other singular (or quasi-singular) structures have frequently been proposed as sites of
particle acceleration. We return to this in Sect. 4.6.

4.3 Magnetic Structure, Complexity, and Flaring

Substantial effort has been expended on seeking relationships between various properties
of sunspot groups and photospheric magnetic fields, and the flare productivity of a region.
The level of complexity in the active region photospheric field is generally reflected in the
complexity of the spatial arrangement of sunspot umbrae and penumbrae (McIntosh 1990).
We do know for certain that large, complicated sunspot groups which are rapidly evolving
tend to be flare-productive, but it is likely to be difficult to pick apart the properties of an
active region that leads to a propensity to flare—for example rapid emergence (tending to
lead to strong magnetic gradients and high shear), a high total flux, or complexity. Each
of these is linked to a possible scenario for flare occurrence. Rapid emergence would lead
to the development of strong current sheets at the interface with pre-existing coronal field
which has been proposed as a trigger (Hirayama 1974). Strong shear or twisting flows may
also indicate the rapid emergence of a flux rope (Manchester et al. 2004), or of a structure
carrying a high current (Magara and Longcope 2003). A complex field implies a complex
topology, with multiple ‘stress points’—the nulls, separators and QSLs discussed previously
at which reconnection is likely to happen

Both global properties (e.g. total magnetic flux and current) and local properties (e.g.
variations in the magnetic shear around the neutral line) are important for flaring, but it
is surprising how little can be said about flare productivity from photospheric observations:
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‘the state of the photospheric magnetic field at any given time has limited bearing on whether
[a] region will be flare productive’ (Leka and Barnes 2007). Flaring behavior also depends
on more subtle properties of the magnetic structure. Perhaps the ‘disconnect’ between pho-
tospheric and coronal magnetic fields implied by the change from non-force free to force
free across the chromosphere means that photospheric fields will never hold the key to flare
prediction. Perhaps it is necessary to look in detail at the distribution and driving of topolog-
ical structures of the magnetic field. Or perhaps it is necessary to understand microphysical
properties—for example the development of resistivity in a coronal current sheet—which
might never be accessible to our observational or theoretical tools, leaving us in the dis-
heartening situation that the time and exact location of flare onset are determined by plasma
properties of which we have only a weak observational grasp.

4.4 The Role of Magnetic Structures in Flare and Eruption Onset

The basic flare structure is a magnetic field carrying strong electrical currents, line-tied at
a high inertia photosphere and embedded in a magnetized corona which supports currents
with sub-photospheric origins (see Kuijpers et al. 2014, this issue). The manner in which
a flare or eruption starts and develops depends both on the intrinsic stability of the strong-
current structure and on how it interacts with the surrounding magnetic field, and given the
enormous variety of configurations that can arise it may well be that there is not a unique
mechanism.

Flares can be eruptive or ‘confined’ (not exhibiting a CME), and one can imagine all sorts
of reasons for the distinction. For example, internal reconnections in a loop being twisted at
its base and supporting internal currents could lead to flaring energy release inside the loop
without any associated ejection, via a (non-erupting) kink instability (Liu and Alexander
2009). Similar ideas are proposed for micro-flaring (e.g. Bareford et al. 2010). Eruption on
the other hand requires rapid inflation of a closed field, e.g. by photospheric current injec-
tion (thought unlikely on the timescale of a flare) or by removing or weakening overlying
magnetic structure, or by allowing material on closed field access to open field via reconnec-
tion. The flare and eruption is thought likely to start with slow evolution towards an MHD
instability, followed by the instability and reconnection permitting the magnetic field to re-
configure as the MHD instability dictates. In support of this, filaments are often observed to
start to rise slowly, indicating the loss of equilibrium of a previously stable magnetic sys-
tem, before the main flare thermal or non-thermal radiation is detectable (Kahler et al. 1988;
Sterling and Moore 2005).

Theory tends to consider two broad classes of coronal structure that can become unstable:
sheared arcades and flux ropes. In the former class, a set of magnetic loops rooted on either
side of a polarity inversion line are driven by photospheric shear flows, inflating the field
until it erupts (Mikic and Linker 1994). During the eruption, reconnection between and
underneath the loops of the arcade result in the formation of a twisted flux rope which is
expelled into space, and the flare occurs as the coronal field re-organizes behind this. In the
latter class, the initial configuration is modeled as a flux-rope that has either emerged bodily
from underneath the photosphere into an overlying arcade field that stabilizes it, providing
a magnetic tension force to counteract the hoop force in the flux rope (Titov and Démoulin
1999) or has been formed in situ as reconnection happens during the emergence of a sheared
arcade (Amari et al. 2003). Eruption happens (e.g. Fig. 10) when the flux rope is perturbed
by some critical amount leading to one of the classical MHD instabilities of a twisted flux
tube (Török and Kliem 2005; Kliem and Török 2006; Fan and Gibson 2007).

Interaction of the stressed magnetic structure carrying the free energy for the flare with its
environment is central in understanding what drives what. For example, in a simple geometry
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Fig. 10 Snapshots from an MHD simulation by Fan (2011) of a solar eruption that occurred on 13 December
2006. The fieldlines drawn show a compact flux rope (blue/green lines) embedded in a larger-scale potential
field. Just prior to the snapshots shown the flux rope has emerged rapidly through the lower boundary (pho-
tosphere) and this is followed by a period of slow emergence, during which the eruption occurs because the
rope fails to reach a static equilibrium with its surroundings

with a rope emerging into an overlying arcade, the flux rope becoming kink-unstable can
force the field aside and burst through, with reconnection between flux rope and overlying
field resulting from the MHD instability (Fan and Gibson 2007). On the other hand in the
‘magnetic breakout’ model (Antiochos et al. 1999) it is reconnection between the energy-
storing sheared structure and the surroundings that destabilizes the system and leads to the
eruption. Schmieder et al. (2013) argue that all of the proposed mechanisms can play a
role, but favor the torus instability (Kliem and Török 2006) that occurs when the outwards
Lorentz force of a current-carrying ring or partial ring of magnetic field (the ‘hoop’ force)
is unbalanced by forces exerted by an external or ‘strapping’ field. The reasons given by
Schmieder et al. (2013) for favoring this instability are that simulations of other types of
instability have failed to produce eruptions, and also that observationally the occurrence or
otherwise of an eruption seems to depend on the decay of the magnetic field with height: the
torus instability is known to require an environment where the overlying field with height
more rapidly than some critical value (Török and Kliem 2007).

Adding another complicating factor, the global coronal magnetic field on its largest scales
can have an influence on the onset of flares. With high time-resolution and coverage of the
complete solar disk from the Atmospheric Imaging Assembly on the Solar Dynamics Ob-
servatory it has been established that an event in one active region can be directly (causally)
connected to an event in another region (Schrijver et al. 2013). Though not common, it does
imply that the structure and stability of the global solar coronal magnetic field, and not just
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that of the region where the flare occurs, may play a role in enabling or preventing a flare
and CME.

4.5 Flares at Different Scales and Relationship to Coronal Heating

Flare parameters (e.g. total thermal and non-thermal energy, peak power) follow power-
law distributions, suggesting at least some similarity of structure across physical size
scales (Hannah et al. 2011). It is clear that small flares (i.e. microflares, of the smallest GOES
classification) do share many characteristics with larger events, such as spatial morphology
and production of non-thermal particles (Lin et al. 2001; Hannah et al. 2008). Individual
coronal ‘nanoflares’ have not been observed though a response in the lower atmosphere
may have been (Testa et al. 2013) and so it is yet to be established whether the low-energy
end of the observed flare distribution continues smoothly into these proposed coronal heat-
ing events. There is also as yet no evidence that the process that heats the non-flaring corona
produces accelerated electrons with the high non-thermal energy content that characterizes
larger flares (Hannah et al. 2010), though this may merely be a detector sensitivity issue.

As mentioned in Sect. 4.4 the kink instability in a strand subjected to twisting motions
about its own axis is a model for confined flares and a model of coronal strands wrapped
about one another is also proposed as a mechanism for heating the corona (Parker 1988). The
idea of storing energy for a flare in a realistic corona by Parker-like random shuffling of its
photospheric footpoints has also been investigated by Bingert and Peter (2013) and by Dim-
itropoulou et al. (2011) who incorporated a sandpile-like release. Statistical distributions of
flare populations can be obtained in such models, as can the bursty behavior characterizing
individual events. In both geometries it is the formation of current sheets and either Joule
heating or component reconnection that leads to the coronal heating and energy dissipation,
but whereas coronal heating requires a quasi-continuous transfer of energy from field to par-
ticles, flares require instead that energy is stored for some time, and released intermittently,
in large events. It is not clear why the same twisting or shuffling process should have such
different outcomes, but the character of the braiding may be an important factor in deter-
mining whether a continuous and space-filling heating arises, rather than a more flare-like
intermittent behavior (Wilmot-Smith et al. 2011).

4.6 Magnetic Structures and Flare Particle Acceleration

The main energy release phase of a solar flare is characterized by intense bursts of radia-
tion generated by accelerated electrons and ions, i.e. bremsstrahlung hard X-rays, and nu-
clear line and continuum γ -radiation. The bremsstrahlung radiation is observed to originate
primarily in the solar chromosphere, but coronal HXR sources occur frequently as well
(Krucker et al. 2008). Imaging of nuclear γ -radiation is much more difficult but a lower
atmosphere location has been identified in a small number of strong flares and, curiously, it
is not always consistent with the location of the non-thermal HXRs (Hurford et al. 2006).
There has been no direct imaging of nuclear γ -ray sources in the corona, but γ -ray ob-
servations from flares with chromospheric footpoints over the limb clearly show evidence
for large populations of accelerated coronal ions (Ryan 2000). Detections in situ in space,
and via radio emission, give another view of the particle population and its access to the
heliosphere.

There are different roles for magnetic structure in particle acceleration. Charged particles
are accelerated by electric fields which can arise from time-varying magnetic fields in MHD
waves or turbulence, or in magnetic reconnection regions. Models involving acceleration of
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Fig. 11 A flare cartoon from
Vlahos (1994) showing multiple
sites of particle acceleration
within a complex coronal
magnetic structure. Though the
sites are shown here distributed
randomly through the corona,
they must exist within the overall
large-scale magnetic organization
revealed by flare observations
and field reconstructions

particles in the electric field set up in a reconnecting singular structure all face a problem,
which is exacerbated as the dimension number of the structure reduces from current sheets
(or separatrix layers) to separator lines, to nulls. If this accelerator is physically separate
from the chromospheric location where the radiation appears, a very large number of elec-
trons per second is required to explain HXR observations—on the order of 1036 electrons
per second (Holman et al. 2003) for a few minutes. In a (pre-flare) corona of typical density
109 electrons cm−3 a large volume of coronal plasma per second needs to be ‘processed’
through the reconnecting structure. A single large current sheet of ∼ 30000 km on a side,
with an external Alfvén speed of 1000 km s−1 could provide this number flux, but any other
single reconnecting structure one can imagine, e.g. an X-line, cannot (Hannah and Fletcher
2006).

Acceleration throughout a large coronal volume, in turbulence or by multiple interactions
with many smaller current sheets as shown in Fig. 11, is often proposed (e.g. Turkmani et al.
2005; Cargill et al. 2012), though such ‘volumetric’ acceleration still does not fully address
the number requirements of a coronal acceleration model. The required electron rate and
typical pre-flare coronal density implies the equivalent of ∼ 1027 cm−3 of corona being
emptied of all electrons each second. The separation of impulsive phase HXR footpoints,
typically 20–60 arcseconds or 15000–45000 km on the surface of the Sun (Saint-Hilaire
et al. 2008) suggests a coronal volume involved of a few ×1027–1028 cm−3, which will
therefore need to be replenished during the flare. It may be possible to do this by return
flows in the electric-field-free parts of the plasma. If a means can be found to increase the
bremsstrahlung yield per electron (e.g. acceleration/re-acceleration in the radiating source)
the demands on electron number or supply can be reduced.

Disordered small-scale field structures must exist within a large-scale organizing struc-
ture, defined by large-scale field stresses before the flare, and ordered post-flare loops after-
wards. Individual flare HXR lightcurves show bursty behavior that can be characterized as
fractal in time (McAteer et al. 2007), but inspection of flare images show that in space the
HXR sources undergo rather ordered motions, associated with the evolution of the large-
scale magnetic field (Grigis and Benz 2005). Whatever is happening in the corona, it is not
completely random in an individual flare event. The observed power-law distributions in the
properties of large numbers of flares have led to notions of self-organized criticality (SOC)
being applied to individual flares (e.g Vlahos et al. 1995), but the observed distributions
show only that the ensemble of active regions over some large portion of a solar cycle ex-
hibits SOC-like scaling (Lu and Hamilton 1991). It remains to be seen whether SOC ideas
can be applied successfully also to an individual flare in a single active region.
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4.7 Discussion

Understanding flares and eruptions requires a deep knowledge of coronal magnetic struc-
tures. The free energy of a flare is stored in non-potential magnetic fields in the low-β
corona, which emerge from below the photosphere, and the current-carrying magnetic flux
rope is therefore a basic ingredient of the active corona. The current paths through the corona
are determined by its topological structure and may be complex. Topology and topological
changes also determine the post-flare states that can be accessed (and thus how much free
energy can be released), and whether or not a magnetic restructuring will lead to an ejection.
Within the larger scale structure, smaller structures must exist or form to allow energy to be
transferred to scales at which both thermal plasma and non-thermal particles can pick it up.
In more than 40 years of study the theory and observation of many aspects of flares and
ejections have become highly refined but the answers to basic questions, such as identifying
the conditions that precede a flare, or identifying how and where flare non-thermal particles
are accelerated, still elude us.

5 The Open Solar Corona

The study of the Sun’s open magnetic field corona began with the Parker (1958) theory
of the steady, spherically symmetric solar wind. Parker argued that if the solar atmosphere
were static with a temperature of order 1 MK out to several solar radii, then the resulting
gas pressure at infinity would be finite. Consequently, the corona cannot be static; instead, it
must expand outward to interstellar space as a steady, supersonic outflow, as was confirmed
a few years later by the Mariner II observations (Neugebauer and Snyder 1962). However,
it is known that the true corona and wind exhibit diverse structure, as shown in the eclipse
image in Fig. 12. Note that this image was taken near solar minimum; at solar maximum the
structure is even more complex. This spatial complexity is primarily due to the distribution
of magnetic flux at the photosphere, which has enormous structure throughout the solar
cycle. Given that the flux distribution at the photosphere is constantly evolving via flux
emergence, cancellation, and the multi-scale photospheric motions, the large-scale corona
of Fig. 12 must be fully dynamic and unlikely to be in a true steady state. If the photospheric
flux evolution is slow, however, then a quasi-steady approximation may be valid. This is the
fundamental assumption for most present-day modeling of the large-scale solar/heliospheric
magnetic field.

5.1 Structure and Dynamics of the Open-Field Corona

As with the magnetically closed solar atmosphere, the structure and associated dynamics of
the magnetically open corona are due to the effects of the Sun’s magnetic field: the freezing
of plasma and field implies that the structure seen in Fig. 12 traces out the magnetic field.
Figure 12 also shows two primary types of structure: the finite-length arcs or loops discussed
in Sect. 3 above and the semi-infinite rays associated with open magnetic field lines that
extend from the solar surface out beyond the edge of the image, along which the solar wind
must flow. While these open field lines extend outward to the heliopause at ∼ 140 AU, the
large-scale properties of the heliosphere, as well as the distribution of open and closed flux,
are governed by the magnetic structure and dynamics at the photosphere. For example, the
most widely used model for the global coronal magnetic field is the Potential Field Source
Surface (PFSS) model, which assumes that in the low corona, below some radius Rs ∼ 2R�,
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Fig. 12 White light image of the solar eclipse of August 1, 2008 (Pasachoff et al. 2009)

the field is potential, and purely radial at Rs (Altschuler and Newkirk 1969; Schatten et al.
1969; Hoeksema 1991). For production models such as the Wang–Sheeley–Arge (Arge and
Pizzo 2000) the source surface radius is held fixed, so that the only real input to the PFSS
model is the observed normal flux at the photosphere. Given the extreme simplicity of the
PFSS model and the errors inherent in the input data, the model does surprisingly well at
reproducing the observed large-scale distribution of open and closed field at the Sun (Riley
et al. 2006), at least, during solar minimum when the photospheric flux is not changing too
rapidly. The reason is that β � 1 in the low corona, and the field is believed to be close to
potential except at filament channels, which lie in the innermost regions of the closed field,
such as seen in the helmets at the NW and SE (upper right and lower left) limbs in Fig. 12.
Fully 3D MHD models also show that the open flux structure is determined predominantly
by the photospheric flux distribution (Riley et al. 2006).

In fact there are two types of open field regions in the corona. The most obvious are the
large-scale, long-lived open regions corresponding to coronal holes as seen in EUV (Fig. 1)
which evolve quasi-statically. The second are the boundaries of these coronal holes, which
are likely to be fully dynamic and have a scale of order a supergranule at the photosphere.
Note that if we assume a purely radial extrapolation, this scale corresponds to an angular
width of order 5 degrees or so in the heliosphere, which is roughly the width of the streamer
stalks observable in Fig. 12.

Accompanying the spatial spectrum of photospheric flux is a spectrum of temporal scales
ranging from days for the emergence and disappearance of active region flux to minutes for
the elemental flux of the so-called magnetic carpet (Schrijver et al. 1997). In addition, there
exists a complex of photospheric motions such as the granular and supergranular flows that
continuously drive the coronal fieldlines at their photospheric footpoints. All this activity
at the photosphere and interior is imprinted onto the corona and heliosphere. Small-scale
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Fig. 13 Left Panel: Solar wind speed versus latitude from McComas et al. (2008). The inset consists of a
SOHO/EIT image imbedded in a SOHO/LASCO C2 image. Right Panel: Solar Variation of solar wind speed
(red), charge state (blue) and composition (green) for a time period during the 1995, from Geiss et al. (1995)

photospheric motions are expected to result in upward propagating Alfvén waves on field
lines near the Sun’s poles, such as seen in Fig. 12. These waves have long been proposed
as the source of the energy and momentum that powers the wind (Cranmer 2012), and are
likely to be a major source of solar wind turbulence (Verdini et al. 2010). Indeed some
authors have argued that the supergranular structure can be seen directly in the heliosphere
as well-defined fluxtubes (Borovsky 2008); but there is debate over this result (Greco et al.
2009).

A key question that is only now starting to be explored in detail is the effect of the pho-
tospheric motions on field lines near the interface between open and closed flux, such as the
boundaries of the various streamers in Fig. 12. Topologically, the open-closed interface is a
separatrix surface of zero width (Lau and Finn 1990), but this holds only for a true steady-
state. Dynamically, the width of the interface will be set by the time-scale for establishing a
steady wind, generally a day or so, which for typical photospheric speeds ∼ 1 km/s corre-
sponds to a spatial scale of ∼ 30000 km, the scale of a supergranule. For time/spatial scales
longer than this the open-closed interface can be considered to evolve quasi-steadily, well
approximated by, for example, a sequence of PFSS solutions. On smaller scales, however,
the interface must be fully dynamic and the opening and closing of field lines calculated
explicitly.

5.2 Fast and Slow Solar Wind

In parallel with the two types of open field regions in the corona, it has long been known
that there are two distinct types of solar wind: the fast and slow. This can be seen in the left
panel of Fig. 13 (McComas et al. 2008), which shows the speed of the wind as a function
of heliospheric latitude between 1992 and 1998. These measurements were obtained during
solar minimum, when the large-scale photospheric magnetic field is predominantly dipolar
and exhibits the least global structure and evolution. Note, however, that due to the constant
emergence and cancellation of the small-scale dipoles of the magnetic carpet, the small-
scale field of the chromosphere and corona is always far from a steady state. It is evident
from the figure that the wind at high latitudes is fast, speeds >500 km/s, and fairly steady,
while that at low latitudes is slow <500 km/s, with large variability. Note that the slow wind
surrounds the region at the ecliptic where streamer stalks and the heliospheric current sheet
(HCS) are located.
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This extreme dichotomy of the two winds suggests that they have different sources at
the Sun and is best examined by measuring the compositions of the two winds, because the
plasma composition directly connects the wind material to its source at the Sun (Zurbuchen
et al. 2002). Indeed speed is not a valid discriminator of the two types of solar wind. The
wind from small equatorial coronal holes is often observed to be slow, V ∼ 500 km/s, but
yet it has the spatial, temporal, and compositional signatures of the fast wind (Zhao et al.
2009).

To demonstrate this, the right panel of Fig. 13 shows a superposed epoch analysis of solar
wind composition for ten solar rotations during 1992–1993 when Ulysses was periodically
sampling fast and slow wind during a solar rotation (Geiss et al. 1995). The red curve plots
the alpha particle speed, which is similar to that of protons, and shows the characteristic
smooth gradient where the fast stream outruns the slow and a sharp gradient where the fast
runs into the slow. The blue curve shows the freeze-in temperature of the plasma back near
the Sun as derived from charge state ratios of Oxygen ions. There is a clear correlation with
wind speed; the slow wind originates from markedly hotter plasma than the fast. The green
curve plots the ratio of Magnesium, an element with low first ionization potential (FIP) to
Oxygen, which has high FIP. Note that the ratio is consistently a factor of 3 or so higher
in the slow wind than in the fast. The FIP ratio of the slow wind is very similar to that
measured for the closed corona, while that of the fast wind is similar to that measured for
the photosphere.

From these and many other observations of the wind and corona, the differences between
the two winds can be summarized as follows:

(1) Spatial Properties: The fast wind is predominantly found at high latitudes near solar
minimum and, consequently, is believed to originate from long-lived coronal holes, as can
be seen from Fig. 13. The slow wind is found at low latitudes and surrounds the HCS (helio-
spheric current sheet) (Burlaga et al. 2002). The HCS is always observed to be embedded in
slow wind, which is sometimes observed to extend as much as 30° or more from the HCS.

(2) Temporal Properties: The fast wind has predominately steady speed and composition
(Geiss et al. 1995; von Steiger et al. 1995; Zurbuchen 2007), similar to the quasi-steady wind
of (Parker 1958) but with a significant amount of additional physics such as momentum
deposition, turbulence, and kinetic effects (Verdini and Velli 2007). The slow wind, on the
other hand, is strongly variable in both speed and composition (Zurbuchen 2007).

(3) Composition: The ionic composition of the fast wind implies a freeze-in temperature
at its source of T ∼ 1.2 MK, typical of coronal holes, and an elemental abundance close to
that of the photosphere (von Steiger et al. 2001). The slow wind has a freeze-in T ∼ 1.5 MK
and an abundance close to that of the closed corona (Geiss et al. 1995). Many have argued
that composition rather than speed is the physical property that defines the wind, because
the wind from small, long-lived coronal holes can be slow (∼ 500 km/s) yet has “fast” wind
composition (Zhao et al. 2009).

At present the source of the fast wind at the Sun is generally accepted to be coronal
holes. Both imaging and in situ data support this conclusion. Almost immediately after the
initial discovery of coronal holes by Skylab, it was inferred that these are the source of the
so-called high speed streams (Zirker 1977). Since then, many in situ observations of high-
speed streams have indicated that they are magnetically connected back to coronal holes
on the disk. The Ulysses results are especially definitive (McComas et al. 2008). There is
no doubt from Fig. 13 that when Ulysses is over a polar coronal hole it sees fast wind.
Furthermore, direct spectroscopic imaging of coronal holes appears to show outflows along
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network boundaries (Hassler et al. 1999), exactly as would be expected for the source of
the fast wind. This result has been further confirmed and elaborated by Tu et al. (2005) who
used the spectroscopic date to determine the height at which the fast wind starts to flow in
the network fluxtubes. The main questions regarding the fast wind, therefore, are not as to
its source region on the Sun, but as to the actual mechanism for its acceleration.

5.2.1 Models for the Sources of the Slow Wind

Unlike the fast wind, the source of the slow wind remains as one of the outstanding questions
in solar/heliospheric physics. Three general types of theories have been proposed for the
location of slow wind origin at the Sun. Given its observed location in the heliosphere and
its association with the HCS, as evident in Fig. 13, all three theories involve the closed field
regions in some manner. The three theories differ most strongly in the location of the source
regions at the Sun and in the role of dynamics.

The Expansion Factor Model Perhaps the most straightforward theory for the slow wind
is the so-called expansion factor model in which the slow wind originates from coronal
hole regions, just like the fast wind, but only from open flux tubes near the boundary of the
coronal hole with the closed flux region (Suess 1979; Withbroe 1988; Wang and Sheeley
1990). The model was originally described in terms of a single parameter, the expansion
factor, defined as the ratio of the area of a flux tube at the PFSS source surface to its area
at the solar surface. The basic idea underlying the model is that open flux tubes deep inside
a coronal hole expand outward approximately radially, whereas flux tubes very near the
boundary expand super-radially due to the presence of the closed flux. For example, the
open flux that connects to the Y-point at the top of a helmet streamer has, in principle,
infinite expansion. This streamer topology is discussed in detail below. It is well known that
a large expansion factor can lead to slower velocities in the usual steady-state wind equations
(Holzer and Leer 1980).

A problem with the original expansion factor model is that it predicts that the wind from
the vicinity of pseudostreamers, which are also discussed in detail below, should be fast
(Wang et al. 2007), but instead this wind is observed to be slow (Riley et al. 2006; Ri-
ley and Luhmann 2012). Consequently, the expansion factor model has been generalized
substantially in recent years to consider the effects of the detailed variations of flux tube
geometry on solar wind properties. The speed and other properties of the wind are sensi-
tive to the locations of the heat and momentum deposition in an open flux tube, which in
turn can vary greatly with flux tube geometry. In fact, Cranmer et al. (2007) have shown
that non-steady solar wind solutions exist even for completely time-independent flux tube
geometry and energy/momentum input. Consequently, the observed differences between the
two winds may arise solely from the geometrical difference between open-field flux tubes
near some open-closed boundary and flux tubes deep in the coronal-hole interior. It is clear
from this discussion that, at least, for the expansion factor models, the exact topology of
the open-closed boundary and neighboring open flux is essential for understanding the slow
wind.

The Interchange Model Another prominent theory for the sources of the slow wind is the
interchange model (Fisk et al. 1998; Fisk 2005), in which the small-scale dynamics of the
photospheric magnetic field (e.g., the magnetic carpet) play the central role. This model can
be thought of as the exact opposite of the expansion factor model in that the slow wind
source is the closed field region and dynamics are all-important. The key idea underlying
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the interchange model is that open flux is conserved and diffuses via reconnection through-
out the corona, even into the apparently closed field regions (Fisk 2003). Unlike the ex-
pansion factor model, which assumes a quasi-steady field, the magnetic field is inherently
dynamic and the slow wind is postulated to escape from the closed-field region via contin-
uous interchange reconnection between open and closed flux. The interchange model has
obvious advantages in accounting for slow wind observations: it naturally produces a con-
tinuously variable wind with closed-field plasma composition, located around the HCS but
with large extent. The primary challenge for the model is to verify that interchange recon-
nection induced by photospheric dynamics does, indeed, enable open flux to penetrate deep
into closed-field regions. The simulations, to date, have found that the open-closed bound-
ary remains smooth and topologically well defined, even during interchange reconnection
(Edmondson et al. 2009; Linker et al. 2011). On the other hand, these calculations lacked the
topological complexity of observed photospheric flux distributions; consequently, it remains
to be seen whether interchange reconnection with sufficiently complex magnetic topology
at the open-closed boundary can produce an effective diffusion of the open flux deep into
the closed. We note that for this model, as well, the open-closed boundary topology plays a
central role.

The Streamer Top/S-Web Model Given its associations with the HCS, its variability, and
especially its composition, the conjecture that the slow wind is due to the release of closed
field plasma onto open field lines, as in the interchange model above, seems promising.
Many authors have argued that this release would naturally occur at the open-closed bound-
ary of streamer tops (Suess et al. 1996; Einaudi et al. 1999; Endeve et al. 2004; Rappazzo
et al. 2005). This streamer-top model can be thought of as intermediate between the expan-
sion factor and interchange in that the location of the slow wind source is at a boundary
region between open and closed, as in the expansion factor, but dynamics are essential, as
in the interchange. The release of closed field plasma at streamer tops can account for all
three properties of the slow wind, except for the observation that it can extend up 30° from
the HCS. As discussed above, the expected angular width of the interface region due to su-
pergranular flow is only 5° or so, which is too small to explain the observations. In recent
years, however, it has been realized that for the photospheric flux distributions observed on
the Sun, the open-closed boundary involves topological structures such as pseudo-streamers,
which add much more topological complexity to the open field than expected from only the
streamer belt. This topological complexity, referred to as the S-Web model (Antiochos et al.
2011, 2012) results in the existence of open flux located far from the HCS in the heliosphere,
but mapping very near the open-closed boundary back in the corona. Interchange reconnec-
tion of such flux with closed field would readily release closed field plasma far from the
HCS in the heliosphere.

A key point here is that the topological complexity of the open-closed boundary invoked
by the S-Web is present in the purely steady models, such as a PFSS solution. It is not an
assumption of the S-Web model. The invoked dynamics to release closed plasma is, indeed,
an assumption, but the large-scale magnetic topology is an inherent feature resulting from
the observed photospheric flux distributions and, hence, must be included in any model
of the corona and heliosphere. It is clear, therefore, that a starting point for any theory of
the origins of the slow wind and of the corona-heliosphere connection, in general, is an
understanding of the topology open-closed boundary. In the following section we describe
the salient features of this topology.
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Fig. 14 Left Panel: Source surface model for a helmet streamer topology. Black line on the photosphere is
the polarity inversion line at the equator and the field lines in the corona are colored: red for closed, green
for open, and blue for separatrix boundary. Right Panel: Source surface model for parasitic polarity region
embedded in polar coronal hole of left panel. The blue separatrix lines converge onto a 3D null point and
define a fan surface and two spines, one open and one closed

5.3 The Open-Closed Boundary and Its Extension into the Heliosphere

For a completely general photospheric field, the open-closed boundary can have arbitrary
topological complexity, but for the flux distributions actually observed on the Sun, there are
only three types of structures whose boundaries are of importance: streamers, plumes/jets,
and pseudo-streamers (originally defined by Hundhausen 1972 as plasma sheets), and all
are evident in Fig. 12. The helmets and stalks on the lower left and right side are streamers;
the bright rays emanating from the two poles are plumes (some may be jets); and the bright
helmet and stalk on the upper left is a pseudo-streamer. Note also that the three open-field
structures appear to originate at different heights above the photosphere: the streamer stalks
at Rs , the pseudo-streamer at Rs/4 (Wang et al. 2007), and the plumes essentially at the pho-
tosphere. The magnetic topology of these boundaries, and associated dynamics, especially
magnetic reconnection, are the key to understanding the corona-heliosphere connection.

5.3.1 Streamers

Assume the simplest possible photospheric flux distribution; that due to a single dipole d
located at Sun center. Then the source-surface magnetic field is given by B = −∇φ, where
the potential φ is,

φ = d · r
(
R3

s − r3
)
/(Rsr)

3 (2)

and Rs is the radius of the source surface. This field is plotted on the left of Fig. 14. The
topology consists of a closed arcade centered about the equator (red field lines) and two
polar coronal holes (green open field lines). The boundary between the open and closed
regions in the corona is a toroidal-like surface, (the helmet), that wraps around the Sun
(blue lines). The intersection of this surface with the photosphere forms two closed curves
encircling the Sun roughly latitudinally that define the boundary between open and closed
flux at the photosphere; these are the coronal hole boundaries. Note that the open-closed
boundary is a true separatrix in that the magnetic connectivity is discontinuous across this
surface. Consequently, every field line on this surface must end up at a null point. For the
simple potential field above, the nulls are of the X-type and form a closed circle that defines
the apex of the helmet. These can be seen as the tips of the blue field lines. In the solar case
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the X-points are deformed by the solar wind flow into Y-points that form a circle, with the
connected HCS emanating from the circle. This simple picture agrees well with the helmet
streamers observable in Fig. 12.

5.3.2 Plumes/Jets

Let us now consider the simplest possible extension of the magnetic topology above by
adding a small dipole d1 below the photosphere. Such a field would correspond to, for
example, a single bipolar active region or a single bipole of the magnetic carpet. If the
dipole occurs at low latitudes where the coronal field is closed, then it would not change the
basic structure of the open-closed topology, only its detailed shape. However, if the dipole
occurs in the open field region a new open-closed boundary must occur on the Sun, because
a parasitic polarity region (polarity opposite to that of the coronal hole) will appear on the
photosphere, and this parasitic flux must be closed. The resulting topology is shown in the
right hand panel of Fig. 14. This field is calculated using a source surface model in which a
contribution φ1 due to the small dipole is added to the potential above:

φ1 = d1 · (r − rd)/|r − rd |3 − Rsr
3
d (d1 · (R2

s r − r2rd

)/∣∣r2
d r − R2

s rd

∣∣3
(3)

where rd is the location of the new dipole. The new open-closed topology is that of the well-
known embedded bipole consisting of, in the photosphere: a closed circular curve defining
the boundary between the small closed-field region and the surrounding open, in the corona:
a dome-like fan surface with a single 3D null point near the apex of the dome (blue lines in
Fig. 14), and in the heliosphere: a single line, the spine, emanating outward from the null
(Antiochos 1998). There is also a downward spine, but this is simply part of the closed-field
system.

Adding photospheric motions to this topology is expected to produce continuous recon-
nection at the null and fan surface between the closed flux and the surrounding coronal hole
open flux. In this case the release of closed field plasma can occur very low in the corona,
< 10000 km, depending on the size of the dipole. This type of interchange reconnection
has been proposed as the mechanism for a broad range of observed phenomena, including
coronal jets (Pariat et al. 2009), plumes (DeForest and Gurman 1998), and even the quasi-
steady fast wind itself (Axford and McKenzie 1992). Since the magnetic carpet is ubiquitous
throughout the Sun, we expect coronal holes to be riddled with small closed parasitic po-
larity regions. Figure 12 shows the presence of numerous plumes in the polar hole regions,
each plume is believed to have a small parasitic polarity region at its base.

There remain questions, however, in reconciling the model with in situ measurements.
Heliospheric measurements of coronal hole wind, the fast wind, do not show evidence for
plume structure; nor do they show evidence of closed field plasma that has been released by
interchange reconnection. As implied by Fig. 13, the wind from coronal holes appears to be
uniformly fast wind, with no evidence of the variability or composition of the slow. There
seems to be a disconnect, therefore, between the heliospheric data and coronal observations
and with the dynamic interface model. This disconnect is one of the major puzzles in coro-
nal/heliospheric physics. The Solar Probe Plus and Solar Orbiter Missions will hopefully
resolve this puzzle by measuring the wind much closer to its origin at the Sun.

5.3.3 Plasma Sheets/Pseudostreamers

The topology of the third bright open-field structure in Fig. 12, the plasma sheet or pseudo-
streamer visible on the North-East limb, can be thought of as an intermediate case be-
tween the streamer and plume topology. A high-lying Y-null circle characterizes streamers,



Structures in the Outer Solar Atmosphere 241

Fig. 15 Source surface model
for a plasma sheet topology. As
in Fig. 4, the black elliptical
curve at the photosphere is the
PIL for the parasitic polarity
region, which is inside the
coronal hole. The green lines are
open, and the intersections of the
three pairs of heavy blue lines
defines the locations of the three
coronal nulls

whereas a very low-lying X-point characterizes plumes. For a plasma sheet/pseudostreamer
the corresponding coronal singularity is a finite line segment. In principle, this could be an
actual null-line, but such lines are topologically unstable, so the singular line segment is due
instead to a separator connecting two or more null points (Lau and Finn 1990). It is well
known from studies of the Earth’s magnetosphere that separators are equivalent to null lines
in terms of sites for reconnection (Greene 1988).

Figure 15 shows one source surface model realization of a plasma sheet topology, but we
emphasize that this is not unique. Plasma sheets can form from both finite width (Antiochos
et al. 2007, 2011) and singular width (Titov et al. 2011) structures in the corona. Here we
will describe only the key features of the singular width case so as to more easily make
the comparison with plumes and streamers. The most intuitive picture for the plasma sheet
magnetic structure is to start with the embedded bipole of Fig. 14, and then elongate the
parasitic polarity region by simply adding more dipoles aligned in a row below the solar
surface. This was the procedure used to obtain Fig. 15. If the parasitic polarity region is
elongated sufficiently, the coronal null in Fig. 14 splits up to form three nulls connected
by separator lines. These three points are located at the intersection of the thick blue lines
in Fig. 15. Connecting these points are two field lines, the separators, indicated by the red
dashed lines. Since these are singular lines it is impossible to find them with a graphics
program, so they are simply drawn by hand.

The topology of Fig. 15 may appear to resemble that of a plume/jet above, but the nature
of the singularity in the heliosphere is very different. In the plume topology above, the
singularity is a single line, but for a plasma sheet it is a fan-like surface that emanates from
the central null point. The central null has as its separatrix fan a vertical surface that is
part open and part closed, while the two side nulls share the dome-like separatrix surface
surrounding the parasitic polarity region as their fans. The intersection of the vertical fan
of the central null and the dome fan of the side nulls defines the two separator lines where
reconnection can occur.

We conclude, therefore, that the open-closed topology of a plasma sheet consists of in
the photosphere: a closed elliptical curve defining the extent of the parasitic polarity flux, in
the corona: a dome-like surface with multiple 3D null points and separator lines connecting
them, and in the heliosphere: a surface of finite angular extent that connects down to the
central null and separator lines. Again, adding photospheric dynamics to this picture implies
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interchange reconnection all along the separator lines in the corona and the release of closed
field plasma into the heliosphere. Note that the release in this case is intermediate to the
two cases above, it is not along a single line as in a plume, or along a full planar sheet
as in a streamer/HSC, but along a surface that forms only a finite arc in the heliosphere.
Furthermore, the height of the release is expected to be intermediate to plumes and streamers
in that to have a sufficiently elongated geometry, the parasitic polarity region must be fairly
large, but will not be larger that a streamer (Wang et al. 2007).

The question remains, however, if pseudostreamers will be a source of slow wind ob-
served in the heliosphere. Plumes apparently are not, but streamers definitely are. This ques-
tion requires detailed calculations, which have yet to be performed, of the interchange dy-
namics and closed plasma release for the topology of Fig. 15. Another important question
is the amount of slow wind expected from such structures and whether it can account for all
the slow wind observed. It may seem that multiple null points with separator lines would
form only rarely on the Sun, but in fact, they are fairly common (Titov et al. 2012). As a
result of the so-called “rush to the poles” of trailing polarity flux during the solar cycle, long
tongues of opposite polarity often cut into coronal hole regions, leading to structures such
as shown in Fig. 15.

For the observed solar flux distributions the magnetic topology is more complex than
described above in that there is inevitably an interaction between the open-closed separa-
trix surfaces defining the coronal hole and the separatrices of the parasitic polarity region.
Although not easily apparent, this interaction is present in the field of Fig. 15. Note that
the dark blue lines defining the side nulls are closed, whereas the line defining the central
null is open; consequently, the dome fan surface of the parasitic polarity must intersect the
open-closed surface of the coronal hole. As a result the heliospheric separatrix surface em-
anating from the central null and separators takes the shape of an arch whose footpoints lie
on the HCS. This is a key result. It implies that regions of slow wind in the heliosphere
generally connect to the HCS, but can extend to high latitudes, in agreement with observa-
tions. Furthermore, the number of such arches can be so large for an observed photospheric
flux distribution that they form a dense web, the S-web, in the heliosphere (Antiochos et al.
2011, 2012; Crooker et al. 2002).

5.4 Discussion

We conclude from the discussions above that the nature of the boundary between open and
closed field in the corona plays the dominant role in determining the properties of the solar
wind, in particular the slow wind. The large-scale geometry of this boundary is determined
by the distribution of magnetic flux at the photosphere, but since this boundary is a singular
surface, its dynamics are determined by its detailed topology and by magnetic reconnec-
tion across this topological singularity. Fortunately, there are only three important cases to
consider, streamers, plumes, and plasma sheets, each of which can be seen in eclipse or
coronagraph images. The Sun and Heliosphere, therefore, constitute an amazing example
of a multi-scale coupled physical system in that structure at the photosphere on the scale
of a solar radius (∼ 1011 cm) couples to reconnection dynamics in the corona at kinetic
scales (∼ 100 cm), which then produce the plasma structures that we observe out at 1 AU
(∼ 1013 cm)!

Another major challenge remains the acceleration mechanism for the fast wind. Since
there have been many recent reviews of progress on this problem (Hansteen and Velli 2012),
we have only touched upon it here. Two general types of mechanisms have been studied:
Alfvén waves (Cranmer et al. 2007) and reconnection as in the plume model above (Axford
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and McKenzie 1992; Fisk 2003). Most of the work has focused on the wave model, and there
are now highly detailed calculations as to how waves generated by photospheric motions
can couple nonlinearly to produce turbulent heating and acceleration on 1D open flux tubes
(Cranmer 2012; van der Holst et al. 2014). The challenge is to extend this work to 3D and
to include self-consistently the energy cascade down to the dissipation scale in the global
models. There has been comparatively much less quantitative work on the reconnection
model, because this inherently requires calculation of reconnection dynamics in a fully 3D
topology. It appears inevitable, therefore, that further progress on both the slow and fast
winds will require a much deeper understanding of multi-scale coupling and reconnection
in the Sun’s corona.

6 Conclusions

This paper has examined the properties of structures in the outer solar atmosphere. For
reasons of space, the focus has been on a limited range of topics that have seen progress
in recent years. It is clear that many factors have contributed to the major advances seen
in the last decade or so. Of these, comprehensive spatial and spectral coverage of the outer
solar atmosphere is probably the most significant since it has revealed the complexity of the
magnetic and plasma structures, and their inherent dynamics. In turn, this has led to general
acceptance that coupling between a hierarchy of scales is central to what is seen and that
magnetic reconnection is the prime mechanism driving the observed global phenomena.

At this time, those studying the solar atmosphere have a greater range of data than previ-
ously. Putting these different data sources together has yielded outstanding insights, as we
have discussed. However, we emphasize the need to undertake extensive parameter surveys:
as an example we contrast the results discussed earlier of Warren et al. (2011) who studied
a single AR, with those of Warren et al. (2012) who studied almost 20 ARs and reached
different conclusions about the time-variability of coronal heating. Such extended studies
may not have the excitement of a brand new result, but are essential for understanding the
generality and breadth of the result. Unfortunately today due to the very richness of data,
there is sometimes a tendency to show just one example and move on.

Numerical simulations also play a major role. For one-dimensional hydrodynamic mod-
els as discussed in Sect. 3, the important length and time scales are now being resolved
adequately. For 3D MHD the situation is rather different in that one is dealing with transport
coefficients orders of magnitude larger than exist in reality, and this impacts in particular
magnetic reconnection studies. For forced (or driven) reconnection, one can argue that nu-
merical reconnection handles the process adequately, at least in a time-averaged sense, so
that confidence can be maintained in models of large scale eruptions. For smaller scales, and
weakly stressed systems, such confidence may be misplaced.

With the launch of the IRIS satellite, the present rush of solar missions takes a pause, until
Solar Orbiter in the latter part of this decade and then Solar Probe and Solar-C in the early
2020. The mission instrumentation is largely decided and in some cases under construction:
Solar Orbiter will study the connection between the solar surface and solar wind at 0.3
AU, Solar Probe will fly closer to the Sun (8.5Rs ), and Solar-C will fly next-generation
coronal spectrometers and imagers, as well as measuring the magnetic field higher in the
chromosphere. Beyond these, what else would be important to do? The solar flare problem
is unsolved. We do not know how to accelerate the required number of particles. So a “son
of RHESSI” with improved instrumentation, perhaps along the lines of the FOXSI rocket
flight, and complementary imaging spectroscopy, is desirable.
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