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Abstract A major trend in disaster management is to build resilience for sustainable

development. Resilience is defined as the ability which may be learned from previous

disaster experiences to make the system more stable than before through absorbing and

adapting the changes caused by the disaster. In this paper, enhancing disaster resilience in a

river basin is studied and regarded as an important operation process to achieve sustain-

ability of urban area. The measurement of disaster resilience can be used as a potential

environmental disaster diagnosis of previous urban planning policy strategies, and is a

required foundation for drafting future spatial and urban planning policies. This paper

proposes an application that combines fuzzy Delphi and analytic network process tech-

niques in order to establish a set of disaster resilience indicators for a re-developed urban

area in Tan-sui River Basin (Taiwan). By incorporating expert opinion, a priority index is

calculated for each studied disaster resilience indicator. And, an enhanced resilience

indicator evaluation methodology, which reflects interdependencies among evaluation

dimensions using an integrated approach, is suggested in this paper. The results show that

the main influences on satisfaction are: (1) factors of the management institute of basin, (2)

financial capability, (3) conservation of water resource, (4) environmentally sensitive area,

and (5) conservation of slope area. Overall, these main influences (five resilience indica-

tors) show future directions for sustainable development in Tan-sui River Basin.

Keywords Resilience indicator � Tan-sui river basin � Taiwan � Fuzzy Delphi � Analytic

network process

1 Introduction

Typhoon and flood are the most frequent and extreme natural hazards in Taiwan. There is

an average of 4.04 typhoons each year over the last ten decades, resulting in loss of life and
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property damage. Disaster management burdens local governments. With the location and

characteristics of hazardous areas, river basin will be a more appropriate spatial scale for

risk management and research. A major trend in disaster management is to build resilience

for sustainable development. Resilience is commonly defined as ‘‘when a dynamic system

face to the extreme impact, the system has an ability to absorb and adapt the change, to

cushion the system to become more stable, to self-organization, to learn from previous

disaster experience.’’ Thus enhancing disaster resilience in river basin is an important

operation process to achieve sustainable development in urban areas. The measurement of

disaster resilience can be used as a potential environmental disaster diagnosis as well as a

required foundation in urban spatial planning. This paper proposes an application that

combines fuzzy Delphi method (FDM) and analytic network process (ANP) technique to

establish a set of disaster resilience indicators for a re-developed urban area in Tan-sui

River Basin (Taiwan). A priority index is calculated for each studied disaster resilience

indicators by incorporating expert opinion.

A number of studies in the social science and environmental planning literature have

suggested that the measurement of disaster diagnosis needs to consider both objective

measures of environmental phenomena and subjective measures of human responses (e.g.,

Anderson 1995; King 2001). And, both measures are part of multi-attribute decision

analysis in nature. Several studies (e.g., Chen and Liu 2007; Cheng and Lin 2002; Chang

and Wang 2006; Lee and Li 2006) show that the FDM can effectively identify critical

attributes from a pool of evaluated attributes. However, there usually exist interdependent

relationships among dimensions—goal, criteria, and alternatives—in the evaluation pro-

cess (Chan and Huang 2004; Maclaren 1996). Thus the ANP method which is designed to

specifically handle interdependencies among dimensions (i.e. attributes and indicators) can

be used to transform a subjective, qualitative, and mutually influential problem to an

objective and quantitative model of problem solving and decision making (see Chen et al.

2005; Lee and Kim 2001; Sarkis 2003).

The prioritization of disaster resilience indicators means to identify potential indicators

related to an organization’s processes, procedures, and operating environment, and among

them, to select those indicators that are most important to the general public and that would

allocate resources effectively. To select an indicator mix is difficult because the selection

process involves multiple factors, such as project risk, public goals, and limited resources.

The prioritization problem is therefore a multi-criteria decision making problem. When

conducting the prioritization, it is necessary to obtain group opinion in order to understand

the interdependent relationships between indicators. And, an expert interview is normally

used to collect group opinion. Keeney and Raiffa (1976) propose a mathematical method to

determine the utility function of decision-maker. The utility function represents a decision-

maker’s level of satisfaction with different options. Mathematical programming is basi-

cally static optimization, consisting of different models such as linear programming, goal

programming, dynamic programming, and game theory (Reza et al. 1988). Goal Pro-

gramming (GP) is designed to deal with problems involving multiple conflicting objectives

(Lee 1972). Yet, GP lacks a systematic approach to set priorities and trade-offs between

objectives and criteria (Reza et al. 1988). This drawback is even more evident in the

following three situations: (1) when the prioritization takes into consideration of both

tangible and intangible factors, (2) when the prioritization involves interdependent factors,

and (3) when the prioritization requires inputs from a group of people. In order to over-

come this problem, the ANP technique which is developed by Saaty (1996) is commonly

used to set priorities for objectives and to determine trade-offs between them.
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Several studies have compiled a variety of dimensions and indicators that influence the

resilience factors of a disaster (e.g., Norris et al. 2008; Cutter et al. 2008), and the relevant

measurement and evaluation models should tackle multi-attribute decision making prob-

lems in nature. To solve this type of problem, it is necessary to set a simple and clear goal.

And, this goal needs to be integrated into objectives and criteria. Methodologies frequently

used include: ranking technique (Buttoud 2000), scoring (Spencer et al. 1998), AHP

(Roper-Low and Sharp 1990), TOPSIS (Kim et al. 1997), multivariable analysis method

(Martin 1998), and mathematical models—goal programming, dynamic programming, and

zero–one goal programming (Wey and Wu 2007). However, these methodologies cannot

effectively apply the abstract concept of sustainable development related to disaster res-

olution and prevention in practice nor handle the inter-relationships among factors.

In recent years, studies have suggested that the fundamentals of evaluation model

development is to identify and establish evaluation factors, indicators, or criteria (see

Andrews and Carroll 2001; Bell and Morse 2004; Spangenberg 2002). However, there

usually exist interdependencies among evaluation factors in real-world practice (Weber

et al. 1990). Moreover, a linear-hierarchical structure or a single direction circular path

cannot represent relationships among evaluation factors in the model framework. As there

are mutual influences and interdependencies among evaluation factors, their relationships

should be expressed as a network structure. Accordingly, this study adopts the ANP

modeling technique developed by Saaty (1996) in order to solve a network problem.

The disaster resilience indicators prioritization techniques introduced in the afore-

mentioned studies are useful, but these prioritization technologies only consider inde-

pendent disaster resilience indicators or evaluation criteria. Considering indicator

interdependent properties reduces costs and generates benefits to organizations. Unfortu-

nately, there are numerous interdependent cases to be considered in real-world subset

selection problems. That is, when carrying out disaster resilience indicators, large amounts

of resources will need to be shared from different disaster resilience applications. How-

ever, disaster resilience indicators are interdependent to each other.

This paper proposes a methodology which combines the fuzzy Delphi Method (FDM)

and the analytic network process (ANP) technique to effectively prioritize a group of

interdependent disaster resilience indicators. In order to reflect interdependent properties in

the prioritization with multiple criteria, both the ANP technique and the group expert

interview are used in this paper. Moreover, using Tan-Sui River Basin (Taiwan) as an

example, the paper demonstrates the effectiveness of proposed methodology in prioritizing

disaster resilience indicators.

2 Indicator Evaluation and Selection Problem

Several methodologies have been introduced to help organizations make good indicator

selection decisions (Anadalingam and Olsson 1989; Czajkowski and Jones 1986). Existing

methodologies on selection of indicators range from single-criteria cost/benefit analysis to

multiple criteria scoring models and ranking methods, or subjective committee evaluation

methods (Horwitch and Thietart 1987; Ringuest and Graves 1989; Weingarther 1966).

Buss (1983) attempts to provide an alternative approach to indicator selection with a

ranking technique. This technique does not solve problems requiring resource feasibility

and indicator interdependence. In addition, methods such as ranking, scoring, and AHP are

not designed to solve problems having resource feasibility, optimization requirements, or

indicator interdependence constraints. Nonetheless, these methods are popular for dealing
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with real-world problems because they are simple and easy to implement. On the other

hand, it is common to use a mathematical model, such as goal programming, dynamic

programming, or Linear 0–1 programming, to solve more complicated optimization

problems. (Dantzig 1958; Ringuest and Graves 1989; Schniederjans and Kim 1987). And,

these methodologies assume criteria or indicators are independent.

Many real-world problems have an interdependent property among criteria and indi-

cators (Saaty 1996). Beneficial interdependencies occur when the full benefits to the

organization derived from implementing two related projects increase due to their syner-

gistic effects (King and Scherem 1978). Recently, Sanathanam and Kyparisis (1996)

propose a nonlinear programming model that considers interdependencies. The authors

introduce a model to solve problems involving project interdependences. But they do not

consider multiple indicators or evaluation criteria. In addition, an expert group discussion

should be used in designing evaluation because the evaluation result is likely to be biased if

only one or two decision-makers are involved to determine the indicator or the degree of

interdependence in a project (such as building a disaster resilience system). In reality, it is

more appropriate to consider multiple criteria in the selection of interdependent disaster

resilience indicators. However, to the best of the authors’ knowledge, there is no study that

takes into account both multiple criteria and interdependence relationships in prioritizing

disaster resilience indicators. In this paper, the prioritization of disaster resilience indi-

cators considers the influences of both interdependent relationships and multiple criteria

when ranking indicators.

Previously, Saaty and Takizawa (1986) develop a matrix manipulation approach for

solving a network with dependent criteria alternatives. Lee and Kim (2000) integrate the

ANP technique into a ZOGP model to solve an information system project selection

problem. Their model considers interdependencies among evaluation criteria and a set of

possible candidate projects. Similarly, Meade and Presley (2002) use the ANP technique

to aid the selection of feasible projects in a research and development environment.

Although these methods are designed to help organizations make good project selection

decisions, there is no study that introduces a methodology for the disaster resilience

indicator selection problem that involves multiple criteria and interdependence rela-

tionships. Accordingly, in this paper, a group consisting of high-ranking public officials

and consultants in the field of disaster resilience is invited to participate in a discussion

regarding the establishment of disaster resilience indicators for Tan-Sui River Basin

(Taiwan). The fuzzy Delphi method (Murray et al. 1985; Ishikawa et al. 1993) is then

used to screen the collected expert opinion. Finally, in order to account for both inter-

dependent relationships and multiple criteria, the ANP technique is utilized to prioritize

indicators.

3 Proposed Model: Integrate Fuzzy Delphi and ANP

The fuzzy Delphi method (Ishikawa et al. 1993; Murray et al. 1985) is a systematic

procedure for evoking expert group opinion. The fuzzy Delphi method is also used to

determine the degree of interdependence. The information obtained from the fuzzy Delphi

method is then incorporated into the ANP technique. The objective of this paper is to

propose an integrated approach for solving the interdependent disaster resilience indicator

prioritization problem. Thus, in this paper, an improved prioritization methodology

reflecting interdependencies among candidate indicators using FDM and ANP is suggested.
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The proposed integrated model for making the best disaster resilience indicator selec-

tion is based on the evaluation of qualitative indicator information using the fuzzy Delphi

method and the Analytic Network Process technique. Figure 1 shows the research flow

chart of this study. In the flow chart, the dimensions and possible impact factors (PIFs) for

disaster are identified based on relevant literature review and their characteristics. Next, the

critical disaster resilience indicators are screened and determined by FDM. After con-

structing the evaluation network using the ANP, we can calculate the weights of critical

disaster resilience indicators. The final ranking of disaster resilience indicators are then

generated.

3.1 Fuzzy Delphi Method (FDM)

Since its inceptive development at Rand Corporation by Helmer and Dalkey (Dalkey and

Helmer 1963; Helmer 1966), the traditional Delphi method has been widely accepted as an

effective forecasting tool and used in a wide range of applications. The traditional Delphi

method is a structured process which utilizes a series of anonymous questionnaires or

rounds to gather and to provide information. The process continues until expert opinions

come into group consensus (Chu and Hwang 2008; Keeney et al. 2001). The method has

been considered as a reliable qualitative research method with potential for use in problem

solving, decision making, and group consensus reaching in a wide variety of areas (Chu

and Hwang 2008; Graham et al. 2003; Wey and Wu 2007). Although the method has

provided much merit, but as with many other survey techniques, the problems of ambiguity

and uncertainty still exist. The problem not only may exist in the survey question, but also

in the response (Chang et al. 2000; Wey and Wu 2007).

Moreover, in order to prevent expert judgment from the influence of extreme values,

Ishikawa et al. (1993) incorporate the fuzzy theory into the Delphi Method. The authors

utilize the concepts of cumulative frequency distribution and fuzzy integral to integrate

expert opinions and their outcomes to create fuzzy sets. The fuzzy Delphi method has been

applied to perform time series prediction and obtained appropriate criteria for expert

judgment. Whereas, Hsu and Yang (2000) treat the minimum and maximum values of

Defining the evaluation 
dimensions of river basin 

resilience indicator 

Considering the degree of 
interdependence by experts 

Determining the weights of 
considered indicators

Interdependent 
relationship? 

Using previous methods 
(ranking, rating, AHP, etc.) 

No

Yes

ANP 

FDM 

Phase 3 

Phase 2 

Phase 1 

Fig. 1 Research flow chart
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experts’ scores as triangular end caps and then use the geometric mean as the centre of the

triangular membership function. This paper applies the gray interval to examine the

convergent cognition of all experts and utilizes the possible range of the minimum and

maximum values to obtain model results.

To deal with the uncertainty of experts’ subjective opinions effectively, Murray et al.

(1985) first apply the fuzzy theory to the traditional Delphi Method. Ishikawa et al. (1993)

employ the cumulative frequency distribution function and the fuzzy integration to inte-

grate experts’ estimation into fuzzy numbers, and utilize the ‘gray zone’, the intersection of

the fuzzy numbers, to develop the Max–Min fuzzy Delphi method and the fuzzy Delphi

method via fuzzy integration (FDMFI).

Thereafter, Chang et al. (1995) and Chang and Wang (2006) extend the fuzzy number to

the triangular fuzzy numbers (TFNs) and the asymmetric bell-shaped fuzzy numbers

(ABFNs) to acquire the similarity degree among tolerable scope to select the critical

factors from a list of PIFs. Moreover, Cheng (2001) and Hsiao (2006), based on the study

of Ishikawa et al. (1993), use TFNs to combine experts’ cognitions and apply gray zone

test to examine whether the cognitions have reached convergence. Hence, FDM can

combine participants’ viewpoints more objectively and reasonably. This paper applies

FDM, based on Zheng (2001) and other works (Chang and Wang 2006; Cheng 2001; Hsiao

2006; Ishikawa et al. 1993), to find critical evaluation criteria and indicators. The proposed

procedure is provided as follows:

Step 1. Collect all possible impact factors (PIFs): U = {ui, i=1, 2, …, n}, where ui is a

possible impact factor i.

Step 2. Collect estimated score of each factor ui from each expert. The score is denoted

as Si by T experts, Si = (Ct
i, Ot

i), i = 1, 2, …, n. Ct
i is the lowest score of the tth

expert to the ith factor, called ‘‘the most conservative cognition value’’; Ot
i is the

highest score, called ‘‘the most optimistic cognition value,’’ and both Ct
i and Ot

i

are in a range from 1 to 10 (Chang and Wang 2006; Zheng 2001).

Step 3. Calculate the minimum, geometric mean and maximum values of Ct
i and Ot

i for

each factor. A group average is calculated for both Ct
i and Ot

i, and any abnormal

value which is not in the rang of two standard deviations is eliminated (Cheng

2001). Next, calculate the minimum CL
i (OL

i ), the geometric mean (GM) CM
i

(OM
i ), and the maximum CU

i (OU
i ) of Ct

i (Ot
i).

Step 4. Establish the TFNs. The TFN for the most conservative cognition value is

Ci ¼ ðCi
L; Ci

M; Ci
UÞ, and the TFN for the most optimistic cognition value is

Oi ¼ ðOi
L; Oi

M; Oi
UÞ. The overlap section of the two TFNs is called the gray

zone, as shown in Fig. 2 (Cheng 2001; Hsiao 2006; Ishikawa et al. 1993).

Step 5. Inspect the consensus among experts’ opinions. The gray zone of each factor is

used to calculate ‘‘the important degree of consensus’’ Gi by Eq. (1), and the

higher value of Gi, the higher significance of ui.

G
i ¼ fY jlFiðxÞðyÞg ð1Þ

(1) If there is no overlap between the two TFNs Ci
U � Oi

L

� �
, i.e. no gray zone of

vague relationship exists, the experts all converge towards the same opinion

(Cheng 2001; Zheng 2001), and let Gi = (CM
i ? OM

i )/2 (Zheng 2001).

(2) If there is overlap between the two TFNs Ci
U [ Oi

L

� �
, i.e. the gray zone (Zi)

exists:
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(a) If Zi � Mi, where Zi = CU
i - OL

i and Mi = OM
i - CM

i , Giis calculated by Eqs. (2)

and (3).

FiðxjÞ ¼
Z

x

min CiðxjÞ;OiðxjÞ
� �� �

dx

8
<

:

9
=

;
; j 2 U ð2Þ

Gi ¼ xjjmax lFiðxjÞ
� �

; j 2 U ð3Þ

(b) If Zi [ Mi, a discrepancy exists between the opinions of the experts. Repeat Step 2

to Step 5 until a convergence is reached. Relevant discussions of the gray zone test

approach can be found in the studies of Ishikawa et al. (1993) and Hsiao (2006).

Step 6. Extract critical evaluation criteria from U. Compare Gi with the threshold value

(S). If Gi � S, select factor i; and if Gi \ S, eliminate factor i (Dzeng and Wen

2005; Zheng 2001). In general, the threshold value is determined subjectively by

the decision-maker (Dzeng and Wen 2005; Kuo and Chen in press).

Similar to the study of Hsu and Yang (2000), the geometric mean value is more suitable

to deal with the empirical study carried out in this paper. This is because, in order to

establish a set of disaster resilience indicators for a re-developed urban area in Tan-sui

River Basin (Taiwan), the proposed methodology needs to consider factors, such as

resource feasibility, optimization requirements, and indicator interdependence constraints.

The methodology also needs to take into account multiple criteria and interdependence

relationships in prioritizing a set of possible candidate indicators. Budescu et al. (1986)

address that the geometric mean calculation is more correct and meaningful, especially for

variables that are related to each other. Also, both Dong et al. (2008) and Herman and

Koczkodaj (1996) show that to apply the geometric mean in a group of dependence

numbers is more reasonable than any other calculation method.

In summarizing these approaches, the FDM may provide the following advantages in

addition to that of traditional Delphi methods: (1) it enables us to process the fuzziness in

relation to the forecast item and the information contents of the respondents, instead of

being merely crisp estimates as with the traditional Delphi method. (2) individual attributes

of the experts may be elucidated because of the fuzzy forecasts utilized and thus preserved.

Intersection of 
fuzzy opinions 
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M i

1 
C i O i
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i

G i

0 
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i

D
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rs
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Fig. 2 Two triangular fuzzy numbers
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3.2 Analytic Network Process

Analytic Network Process (ANP) is a generalization of analytic hierarchy process by

replacing hierarchies with networks (Saaty 1996, 2005) and by allowing more complex

interrelationships (e.g., interdependence and feedback) in a network system. ANP enhances

the function of AHP to develop a complete model that can incorporate interdependent

relationships among elements from different levels or within levels, which are assumed to

be uncorrelated in AHP (Cheng and Li 2007). ANP has been widely used in MADA

problems in various fields such as environment management, multi-dimension forecast,

strategic decision, project selection, product planning, and so on (Chung et al. 2005; Wu

and Lee 2007).

Figure 3 depicts structures and the corresponding supermatrix between a hierarchy and

a network. A node represents a component (or cluster) with elements inside it; a straight

line/or an arc denotes the interactions between two components; and a loop indicates the

inner dependence of elements within a component (Sarkis 2002).

When the elements of a component Node1 depend on another component Node2, this

relation is represented with an arrow from component Node1 to Node2. The corresponding

supermatrix of the hierarchy with three levels of clusters is also shown: where w21 is a

vector that represents the impact of the Node1 on the Node2; W32 is a matrix that rep-

resents the impact of the Node2 on each element of the Node3; and I is the identity matrix.

As shown in the Figure, a hierarchy is a simple and special case of a network.

ANP is a general theory of relative measurement used to derive composite-priority-ratio

scales from individual-ratio scales that represent relative influence of factors that interact

with respect to control criteria (Niemiraa and Saaty 2004). Through the ‘‘supermatrix’’,

which is composed of matrices of column priorities, the ANP framework catches the

consequence of dependence/feedback within and among components. A standard su-

permatrix form is as follows (Saaty and Vargas 1998):

32W

21w

Node1 

Node2 

Node3 

Node1 

Node2 

Node3 

22W

21w

32W

13W

23W

(a) A hierarchy (b) A network

Fig. 3 a Linear hierarchy and b nonlinear network
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ð4Þ

Let the components of a network system be Ck, k = 1,…, N, and let each component k

has nk elements, denoted by ek1; ek2; . . .; eknk
. The influence of a set of elements belonging

to a component on any element in another component can be represented as a priority

matrix (Wij) by applying pairwise comparisons in the same way as in AHP. Wij shows the

influence of the elements in the ith component to the elements in the jth component, and

vice versa. In addition, if there is no influence, then Wij = 0 (Huang et al. 2005; Yu and

Tzeng 2006). The process of ANP is described as follows (Meade and Sarkis 1998; Saaty

1996):

Step 1. Model construction and problem structuring. The problem should be stated

clearly by decision makers and be decomposed into a rational system like a

network, which represents the relationship of feedback or interdependence

among the components. An example (Momoh and Zhu 1998) is shown in Fig. 4.

Step 2. Pairwise comparisons matrices and priority vectors. Like AHP, decision

elements at each component are compared pairwisely with respect to their

importance towards their control criterion, and the components themselves are

also compared pairwisely with respect to their contribution to the goal (Chung

et al. 2005b). The relative importance values are determined with a scale of

1–9, and an eigenvector can be obtained. Consistency index (CI) and

consistency ratio (CR) are calculated next (Saaty 1996). If an inconsistent

judgment is found, the part of the pairwise comparison must be performed

Alternatives

W22

W32

W21

Criteria

Goal

Fig. 4 Network example
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again. For the example in Fig. 4, the criteria are interrelated among themselves

and W22 indicates the interdependency; and W21 is a matrix that represents the

impact of the goal on the criteria, W32 is a matrix that represents the impact of

criteria on each of the alternatives (Momoh and Zhu 1998).

Step 3. Supermatrix formation. To generate global priorities in a system with

interdependent influences, the obtained local priority vectors and matrices

from Step 2 are entered in a matrix to form a ‘‘supermatrix’’ as follows:

ð5Þ

where ‘‘I’’ is the identity matrix, and entries of zeros correspond to those ele-

ments that have no influence. After forming the supermatrix, a weighted su-

permatrix is derived by transforming all columns sum to unity, i.e. like the

concept of Markov chain for ensuring column stochastic (Huang et al. 2005).

Next, in order to achieve a convergence on the importance weights, the weighted

supermatrix is raised to limiting powers by Eq. (6) to obtain the limit supermatrix

(Saaty 1996; Yu and Tzeng 2006), which shows the long-term stable weighted

values (Chung et al. 2005) and the global priority weights. A detailed mathe-

matical process can be found in the study of Saaty (1996).

lim
k!1

W2kþ1 ð6Þ

Step 4. Selection of best alternatives. If the supermatrix formed in Step 3 covers the

whole network, the priority weights of alternatives can be found in the column

of alternatives-to-goal in the limit supermatrix (Sarkis 2003).

The process for solving the interdependent disaster resilience indicator prioritization

problem is summarized as follows: In order to consider interdependence, the first step is to

identify key indicators and check for interdependent relationships among the indicators.

Next is to determine the degree of impact or influence between the indicators. For example,

the decision maker will respond to questions such as: ‘‘In comparing indicators A and B, on

the basis of cost reduction, which indicator is preferred?’’ The responses are presented

numerically, scaled on the basis of Saaty’s 1–9 scale (Saaty 1980, 1996) with reciprocals,

in a project comparison matrix. The final step is to determine the overall prioritization of

these disaster resilience indicators.

4 Selection of Tan-sui River Basin Disaster Resilience Indicators

To illustrate the use and advantage of the combined fuzzy Delphi and ANP model in

prioritizing a set of candidate disaster resilience indicators, an empirical example, called

‘‘Disaster Resilience Indicators Planning and Evaluation of Tan-sui River Basin of Tai-

pei,’’ is used. The specific empirical example concerned the Tan-sui River Basin of Taipei

is shown in Fig. 5. The basin is located in the north of Taiwan and covers the Taipei

Metropolitan Area, which is the economic, political and cultural center of Taiwan. The
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Tan-sui River Basin has been suffering from more frequent extreme natural disasters such

as typhoon and flood for the past decades. This problem involves issues of population,

transportation and natural disaster preparedness. In an effort to solve such urban disaster

issues, the Taipei City Hall seeks to alleviate the problem by means of building a disaster

resilience indicator prioritization system in order to effectively allocate government

resources. A project is implemented to select key indicators for improving the urban

disaster prevention strategy in Tan-sui River Basin.

4.1 Critical Disaster Resilience Indicators

The proposed modeling process in Sect. 3 has been applied to Tan-sui River Basin of

Taipei city in Taiwan. Taipei City has deliberated on reaching an optimal solution, for the

best disaster resilience indicators within their limited resources, from some considered

disaster resilience dimensions and indicators.

This paper first considers practical viewpoints from different fields such as urban

planning and design, disaster prevention, community and property management, as well as

combines the characteristics of local development units and dwelling users. Five dimen-

sions that influence the Tan-sui River Basin disaster resilience are summarized as follows.

Since 1990 s, the concept of disaster resilience has emerged as a popular issue to the

problem of urban sustainable development especially for a rapidly growing population

(Handmer and Dovers 1996). Studies have focused on the sustainability issue of disaster

resilience (e.g., Holling et al. 1995; Klein et al. 1998; Adger 2000; Buckle et al. 2001;

Carpenter et al. 2001; Fiksel 2003; McManus et al. 2007). In particular, these studies have

focused on the definition and the possible utilization of disaster resilience, and related

policy and careful stewardship of natural resources on operation and development. How-

ever, the operation process must be based on future human safety to establish indicators/

Fig. 5 Location of Tan-sui
River Basin
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criteria for integration and self-discipline, and for reference in measurement and decision

evaluation.

Disaster resilience has been studied in various countries. These study results have

reported in the literature (Mayunga 2007; Rose 2004; Bruneau et al. 2003; Jing 2008). For

example, Mayunga (2007) proposes several types of disaster resilience including social-

economic capital, manpower resource capital, physical construction capital, and natural-

environment capital. Whereas, Bruneau et al. (2003) suggest that a typical and ideal

disaster resilience should be defined in four dimensions: (1) technical, (2) organization, (3)

social, and (4) economic. Jing (2008) lists five dimensions to further explore and enhance

the disaster resilience concept: (1) environment resilience, (2) economic resilience, (3)

organization and decision-making resilience, (4) social resilience, and (5) science and

technology resilience. In a famous study by McManus et al. (2007), resilience indicators

for sustainable development are defined under four dimensions: environment, economy,

organization and resources, and technology and operation. Moreover, Carpenter et al.

(2001) claim that a resilience should contain the following principles: environmental

safety, economic improvement, build environment enhancement, and institutional capac-

ity. Hence, the research focus has shifted from abstract and extensive core concept dis-

cussion of overall large-scale environment to the reflection of cognition to actual and

concrete area. The focus moreover is emphasized on the exhibition of fundamental con-

cerns on residential security and disaster reliance, social and economic impact, and

environment management. For most studies concerning questionnaire analyses and group

discussions, the studies establish core indicators including parent dimensions (environ-

ment, society, economy and institution) and children indicators (e.g., disaster prevention

plans, public facilities, etc.).

In order to determine critical evaluation criteria (i.e. PIFs), the authors consider the

following areas based on literature review: urban planning/design, built environment

planning, construction planning, community management. The authors also consider a

combined characteristic parameter obtained by combining the agency development unit

and the actual demand and interaction of dwelling users. Accordingly, five dimensions

influencing the disaster resilience are summarized as follow: science and technical (ST),

built-environment (BE), organizations and institutes (OI), social-economic (SE), and

natural-environment (NE). Each dimension is defined in the following way. Science and

Technical (ST) is based on both the relief and rescue capabilities and the forecasts and

preparedness capacities. Built-Environment (BE) targets the life-support system and the

infrastructure capability. In addition, BE contains the spatial structure of urban and

regional areas in the Tan-sui River Basin. Organizations and Institutes (OI) generally refers

to hardware and software plans developed in order to prevent disaster shocks. OI also

possesses management capacities and institutions to deal with disaster outbreak. Social-

Economic (SE) considers the social and economic capability for emergency response and

recovery. And, it includes the local government financial capacity to cope with typhoon

and flood disasters. Lastly, for Natural-Environment (NE), it focuses on the high potential

areas of land slide, flooding, and other hazards. NE also includes water conservation areas

and field slope for conservation plans. This paper studies the content and nature covered in

each dimension, as well as analyzes and summarizes the PIFs that are simple, under-

standable and representative of each dimension.

Prioritizing all disaster resilience indicators on the basis of five resilience dimensions

deems to be important for Tan-sui River Basin’s future development. The Tan-sui River

Basin planning agency proposes to establish an indicator in an attempt to evaluate five

disaster resilience dimensions. As a typical urban problem, there are multiple indicators for
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comparing different basin performances: these include both quantitative and qualitative

elements. Furthermore, there are five resilience dimensions for this evaluation problem,

e.g., (1) Science and Technical (ST), (2) Built-Environment (BE), (3) Organizations and

Institutes (OI), (4) Social-Economic (SE), and (5) Natural-Environment (NE). Each

dimension weight is evaluated with respect to these resilience dimensions by evaluators

and specialist teams consisting of authorities in the corresponding fields. These teams

report their evaluation for each dimension by assigning a pairwise comparison cardinal

number score. The higher the score, the better the evaluation performance.

Followed by the five disaster resilience dimensions, to achieve the validity and prac-

ticality of evaluation, this research studies the content and nature covered in each

dimension, and analyzes and summarizes PIFs that are simple, understandable and rep-

resentative of each dimension. The number of PIFs under ST, BE, OI, SE, NE is 2, 2, 3, 3

and 3, respectively. These 13 disaster resilience indicators (PIFs) are described in Table 1.

After obtaining PIFs, this research adopts a face-to-face survey to collect opinions of six

experts in the fields of urban planning and design, disaster prevention, community and

property management, as well as local development units. Next, the FDM is applied to

integrate expert opinions on the importance of PIFs, and the most decisive factors are

extracted. Experts are asked to assign a score from 1 to 10, with a larger number for higher

importance, to a PIF, and the value is used as a reference benchmark. Then, experts need to

fill in the most conservative cognition value and the most optimistic cognition value

according to the benchmark, i.e. Ct
i and Ot

i. Subsequently, the geometric mean of all Ct
i (Ot

i)

of each PIF is calculated, and the extreme values of Ct
i and Ot

i that are not in the range of

Table 1 Description of disaster resilience indicators

Dimension Indicator Description

(ST) Science and
technical

ST1. Rescue capability Relief and rescue capability

ST2. Accuracy of weather
forecasts

The forecasts and preparedness capacities.

(BE) Built
environment

BE1. Public facilities Life-support systems and infrastructures capability

BE2. Spatial structure of
land use

Spatial structures of the urban areas and regional
areas in the river basin

(OI) Organizations
and institutes

OI1. Disaster prevention
plans

Developed the hardware and software plans to
prevent the disaster shocks

OI2. River basin
management organizations

The management capacity and institute to face the
disaster

OI3. Resource distribution
capability

Water resources distribution and regulation
capability

(SE) Social
economic

SE1. Vulnerable population Elder, low income, and hospitalized population

SE2. Individual capability Social and economic capability for emergency
response and recovery

SE3. Government’s
financial capability

Local government financial capacity to cope with
the typhoon and flood disaster

(NE) Natural
environment

NE1. Environmentally
sensitive area

High potential areas of land slide, flooding, and
other hazard

NE2. Water resource
conservation

Areas of water conservation plan

NE3. Slope area
conservation

Areas of slope conservation plan
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two standard deviations are eliminated. If there is no elimination in the operation process,

it implies that there is no extreme cognition among experts. Finally, the minimum, the

geometric mean and the maximum of Ct
i (Ot

i) are calculated to establish TFNs. Finally, the

gray zone test is conducted, and ‘‘the important degree of consensus’’, Gi, is calculated.

The AHP technique introduced by Saaty is applied to a problem without considering the

interdependence properties among dimensions. However, there exists interdependence

relationships among the identified dimensions in disaster resilience indicator prioritization

problem. Generally, if we promote a disaster resilience area the ability of Science and

Technology, the performance of Built-Environment will be increased in hereafter opera-

tions. Similarly, in order to increase the Social-Economics, we will have to increase

clerical operations. Likewise, in order to increase clerical operations, we will increase the

understandings of Natural-Environment. Accordingly, there exists interdependence rela-

tionships among these dimensions, that is, the ST dimension influences BE, OI, NE, and

SE dimensions; the NE dimension influences OI, BE and SE dimensions; the BE dimen-

sion influences the NE dimension (see Fig. 6).

In order to check network structure or relationship in considered dimensions or can-

didate indicator, we need to have group discussion because the type of network or rela-

tionship depends on the decision makers’ judgment.

4.2 Proposed Resilience Indicator Evaluation Model

This research bases on the extraction results by FDM in Sect. 4.1 and invites eight experts

with practical experiences in urban disaster planning and prevention, construction devel-

opment, ecology engineering, governmental urban planning/design, and building man-

agement to carry out group discussion and evaluation meeting. In the process, the network

structure of ANP is focused and constructed first, and the experts seek for consensus on

possible interdependence or feedback of components among goal level, dimension level

and indicator level. After that, objects to be evaluated are added to establish the complete

evaluation model.

Fig. 6 Interdependences among five dimensions
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In order to determine the weights of the degree of influence among the dimensions, we

showed the procedure using the matrix manipulation based on Saaty’s supermatrix and his

nine scales. More importantly, all these data were collected by a group discussion to avoid

the unilateral decision based upon one individual’s subjective judgment. Figure 7 dem-

onstrates the standard network for our empirical example.

Furthermore, this transformed network and corresponding supermatrix representations

are shown in Fig. 8. The algorithm presented in Sect. 3 is applied to determine the

importance ratings within each level by pairwise comparisons. The application is stated in

stepwise form as given below. Note that the data of example used in this paper are based on

Saaty’s nine scales (Saaty 1980, 1996):

Step 1: To compare the resilience dimensions, one responds to this question: Which

dimension should be emphasized more in a disaster resilience indicator, and how much

more? By pairwise comparing all pairs with respect to the five resilience dimensions, we

will obtain the following data via AHP method like (ST, BE, OI, SE, NE) = (0.090, 0.269,

Fig. 7 Proposed model structure

2W

1w

=

Goal

Dimensions

Indicators

3W

Fig. 8 Network structure and supermatrix notation
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0.177, 0.070, 0.394), assuming that there is no interdependence among them. This data

means only relative weight without considering independence among dimensions. We

defined the weight matrix of dimension as W1 = (ST, BE, OI, SE, NE) = (0.090, 0.269,

0.177, 0.070, 0.394). For the W1 matrix, which is obtained from the AHP, CI = 0.0620 and

CR = 0.0554, respectively. The values of CI and CR show the consistency for pairwise

comparisons.

Step 2: Again, by assuming that there is no interdependence among the thirteen indi-

cators, (ST1, ST2, BE1, BE2, OI1, OI2, OI3, SE1, SE2, SE3, NE1, NE2, NE3), they are

compared with respect to each criterion yielding the column normalized weight with

respect to each criterion, as shown in Table 2.

The second row in Table 2 shows the degree of relative importance for each criterion,

and the data of third row are normalized to sum to one for each dimensions. We defined the

weight matrix of thirteen indicators for dimension ST as

Table 2 Column eigenvectors
with respect to each criterion

W2 ST BE OI SE NE

ST1 9 3 7 7 3

ST2 9 3 7 7 7

BE1 7 9 7 5 7

BE2 3 9 5 7 5

OI1 5 7 9 7 7

OI2 5 7 9 7 5

OI3 7 5 9 5 7

SE1 5 3 7 9 5

SE2 7 7 7 9 5

SE3 3 5 7 9 5

NE1 7 7 5 5 9

NE2 7 7 5 5 9

NE3 7 7 5 5 9

ST1 0.111 0.038 0.079 0.080 0.036

ST2 0.111 0.038 0.079 0.080 0.084

BE1 0.086 0.114 0.079 0.057 0.084

BE2 0.037 0.114 0.056 0.080 0.060

OI1 0.062 0.089 0.101 0.080 0.084

OI2 0.062 0.089 0.101 0.080 0.060

OI3 0.086 0.063 0.101 0.057 0.084

SE1 0.062 0.038 0.079 0.103 0.060

SE2 0.086 0.089 0.079 0.103 0.060

SE3 0.037 0.063 0.079 0.103 0.060

NE1 0.086 0.089 0.056 0.057 0.108

NE2 0.086 0.089 0.056 0.057 0.108

NE3 0.086 0.089 0.056 0.057 0.108

W21 W22 W23 W24 W25
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W21 ¼

0:111

0:111

0:086

0:037

0:062

0:062

0:086

0:062

0:086

0:037

0:086

0:086

0:086

2

666666666666666666666666664

3

777777777777777777777777775

Step 3: we consider the interdependences among dimensions. When we prioritize

disaster resilience indicators, we cannot examine only one criterion. We need to examine

the impacts of all dimensions on each criterion by using pairwise comparisons. In Table 3,

we obtain six sets of weights through an expert group interview. The table shows the

impact degree of five resilience dimensions while accounting for dependences within

themselves. For example, the ST’s degree of relative impact for BE is 0.105 and the NE’s

degree of relative impact for OI is 0.187 (Table 4).

We define the interdependence weight matrix of resilience dimensions as

W3 ¼

0:540 0:105 0:233 0:243 0:236

0 0:349 0:087 0 0:108

0:297 0:249 0:258 0:162 0:142

0:163 0:116 0:233 0:319 0:087

0 0:181 0:187 0:276 0:427

2

66664

3

77775

Due to space limitations, the data among interdependent resilience dimensions’ degree

of relative impact for each dimension individually are shown in Tables 5, 6, 7, 8, 9 (see

‘‘Appendix 1’’).

Step 4: we deal with interdependence among the indicators with respect to each criterion

and defined the weight matrices as W41, W42, W43, W44, and W45. An illustration of the

question to which one must respond is: with respect to the satisfaction of the resilience

dimensions, resilience dimension 1 (ST), with indicator, which indicator contributes more

Table 3 Relative impact degree of resilience dimension

W3 ST BE OI SE NE

ST 0.540 0.105 0.233 0.243 0.236

BE 0.000 0.349 0.087 0.000 0.108

OI 0.297 0.249 0.258 0.162 0.142

SE 0.163 0.116 0.233 0.319 0.087

NE 0.000 0.181 0.187 0.276 0.427
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to the action of indicator 1 to resilience dimension 1 and how much more? In this way, the

data are shown in Tables 10, 11, 12, 13 and 14 (see ‘‘Appendix 2’’).

W41 ¼
0:027 0:030 0:071 0:026 0:087 0:053 0:008 0:009 0:014 0:009 0:039 0:025 0:031

0:027 0:030 0:071 0:077 0:087 0:053 0:013 0:015 0:014 0:045 0:028 0:025 0:031

0:009 0:010 0:024 0:077 0:010 0:159 0:013 0:015 0:014 0:009 0:028 0:025 0:019

0:027 0:010 0:008 0:026 0:029 0:159 0:013 0:015 0:014 0:015 0:028 0:025 0:019

0:009 0:010 0:071 0:026 0:029 0:032 0:038 0:015 0:041 0:015 0:065 0:018 0:031

0:080 0:091 0:024 0:026 0:146 0:159 0:191 0:306 0:205 0:227 0:196 0:368 0:283

0:133 0:091 0:071 0:077 0:029 0:032 0:038 0:044 0:041 0:045 0:039 0:025 0:019

0:133 0:091 0:071 0:077 0:087 0:023 0:038 0:044 0:123 0:045 0:039 0:041 0:031

0:080 0:091 0:071 0:077 0:029 0:032 0:038 0:015 0:041 0:045 0:039 0:041 0:031

0:133 0:030 0:118 0:077 0:087 0:032 0:038 0:044 0:041 0:045 0:039 0:041 0:031

0:133 0:212 0:165 0:179 0:087 0:159 0:191 0:219 0:205 0:227 0:196 0:123 0:283

0:133 0:152 0:118 0:128 0:204 0:053 0:191 0:131 0:123 0:136 0:196 0:123 0:094

0:080 0:091 0:118 0:128 0:087 0:053 0:191 0:131 0:123 0:136 0:065 0:123 0:094

2

66666666666666666666666666666664

3

77777777777777777777777777777775

Table 4 Disaster resilience
indicators: aggregate priorities
and ranking

Criteria Aggregate
priorities

Aggregate
ranking

ST1. Rescue capability (C1) 0.027 13

ST2. Accuracy of weather forecasts (C2) 0.033 12

BE1. Public facilities (C3) 0.040 10

BE2. Spatial structure of land use (C4) 0.035 11

OI1. Disaster prevention plans (C5) 0.064 7

OI2. River basin management
organizations (C6)

0.172 1

OI3. Resource distribution capability (C7) 0.072 5

SE1. Vulnerable population (C8) 0.065 6

SE2. Individual capability (C9) 0.058 8

SE3. Government’s financial
capability (C10)

0.055 9

NE1. Environmentally sensitive area (C11) 0.165 2

NE2. Water resource conservation (C12) 0.122 3

NE3. Slope area conservation (C13) 0.093 4
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W42 ¼
0:026 0:030 0:035 0:032 0:086 0:053 0:008 0:009 0:014 0:009 0:038 0:024 0:027

0:026 0:030 0:035 0:097 0:086 0:053 0:013 0:015 0:014 0:045 0:027 0:024 0:027

0:026 0:030 0:035 0:097 0:029 0:159 0:013 0:015 0:014 0:015 0:038 0:024 0:082

0:026 0:010 0:012 0:032 0:029 0:159 0:013 0:015 0:014 0:015 0:038 0:040 0:082

0:009 0:010 0:035 0:032 0:029 0:032 0:038 0:015 0:041 0:015 0:064 0:017 0:027

0:078 0:091 0:035 0:032 0:143 0:159 0:191 0:306 0:205 0:225 0:192 0:362 0:246

0:130 0:091 0:106 0:097 0:029 0:032 0:038 0:044 0:041 0:045 0:038 0:024 0:016

0:130 0:091 0:106 0:097 0:086 0:023 0:038 0:044 0:123 0:045 0:038 0:040 0:027

0:078 0:091 0:106 0:097 0:029 0:032 0:038 0:015 0:041 0:045 0:038 0:040 0:027

0:130 0:030 0:106 0:097 0:086 0:032 0:038 0:044 0:041 0:045 0:038 0:040 0:027

0:130 0:212 0:176 0:161 0:086 0:159 0:191 0:219 0:205 0:225 0:192 0:121 0:246

0:130 0:152 0:176 0:097 0:200 0:053 0:191 0:131 0:123 0:135 0:192 0:121 0:082

0:078 0:091 0:035 0:032 0:086 0:053 0:191 0:131 0:123 0:135 0:064 0:121 0:082

2

666666666666666666666666664

3

777777777777777777777777775

W43 ¼
0:024 0:030 0:035 0:030 0:026 0:053 0:013 0:008 0:014 0:008 0:030 0:020 0:021

0:024 0:030 0:035 0:091 0:026 0:053 0:021 0:013 0:014 0:040 0:021 0:020 0:021

0:024 0:030 0:035 0:091 0:077 0:159 0:021 0:013 0:014 0:013 0:030 0:020 0:064

0:024 0:010 0:012 0:030 0:026 0:159 0:021 0:013 0:014 0:013 0:030 0:034 0:064

0:073 0:091 0:035 0:091 0:077 0:032 0:193 0:117 0:041 0:040 0:150 0:101 0:191

0:073 0:091 0:035 0:030 0:385 0:159 0:322 0:274 0:205 0:201 0:150 0:302 0:191

0:122 0:091 0:106 0:091 0:026 0:032 0:064 0:039 0:041 0:121 0:150 0:101 0:064

0:122 0:091 0:106 0:091 0:026 0:023 0:064 0:039 0:123 0:040 0:030 0:034 0:021

0:073 0:091 0:106 0:091 0:077 0:032 0:064 0:013 0:041 0:040 0:030 0:034 0:021

0:122 0:030 0:106 0:091 0:077 0:032 0:021 0:039 0:041 0:040 0:030 0:034 0:021

0:122 0:212 0:176 0:152 0:077 0:159 0:064 0:196 0:205 0:201 0:150 0:101 0:191

0:122 0:152 0:176 0:091 0:077 0:053 0:064 0:117 0:123 0:121 0:150 0:101 0:064

0:073 0:091 0:035 0:030 0:026 0:053 0:064 0:117 0:123 0:121 0:050 0:101 0:064

2

666666666666666666666666664

3

777777777777777777777777775

W44 ¼
0:023 0:030 0:035 0:030 0:021 0:045 0:013 0:010 0:013 0:010 0:029 0:020 0:021

0:023 0:030 0:035 0:091 0:021 0:045 0:021 0:010 0:013 0:017 0:021 0:020 0:021

0:023 0:030 0:035 0:091 0:064 0:135 0:021 0:017 0:022 0:017 0:029 0:020 0:064

0:023 0:010 0:012 0:030 0:021 0:135 0:021 0:017 0:022 0:017 0:029 0:034 0:064

0:070 0:091 0:035 0:091 0:064 0:027 0:193 0:050 0:022 0:050 0:144 0:101 0:191

0:070 0:091 0:035 0:030 0:319 0:135 0:322 0:150 0:065 0:149 0:144 0:302 0:191

0:116 0:091 0:106 0:091 0:021 0:027 0:064 0:050 0:065 0:149 0:144 0:101 0:064

0:116 0:152 0:106 0:091 0:064 0:045 0:064 0:050 0:065 0:050 0:029 0:034 0:021

0:116 0:152 0:106 0:091 0:191 0:135 0:064 0:050 0:065 0:050 0:048 0:034 0:021

0:116 0:091 0:106 0:091 0:064 0:045 0:021 0:050 0:065 0:050 0:048 0:034 0:021

0:116 0:212 0:176 0:152 0:064 0:135 0:064 0:249 0:195 0:149 0:144 0:101 0:191

0:116 0:152 0:176 0:091 0:064 0:045 0:064 0:150 0:195 0:149 0:144 0:101 0:064

0:070 0:091 0:035 0:030 0:021 0:045 0:064 0:150 0:195 0:149 0:048 0:101 0:064

2

666666666666666666666666664

3

777777777777777777777777775
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W45 ¼
0:022 0:030 0:033 0:030 0:021 0:037 0:013 0:008 0:014 0:008 0:023 0:020 0:023

0:022 0:030 0:033 0:091 0:021 0:037 0:021 0:014 0:014 0:040 0:023 0:020 0:038

0:022 0:030 0:033 0:091 0:064 0:112 0:021 0:014 0:014 0:013 0:033 0:020 0:038

0:022 0:010 0:011 0:030 0:021 0:112 0:021 0:014 0:014 0:013 0:033 0:034 0:113

0:067 0:091 0:033 0:091 0:064 0:022 0:193 0:127 0:041 0:040 0:055 0:101 0:113

0:067 0:091 0:033 0:030 0:319 0:112 0:322 0:297 0:205 0:201 0:055 0:302 0:113

0:111 0:091 0:099 0:091 0:021 0:022 0:064 0:042 0:041 0:121 0:164 0:101 0:113

0:111 0:091 0:099 0:091 0:021 0:016 0:064 0:042 0:123 0:040 0:055 0:034 0:038

0:067 0:091 0:099 0:091 0:064 0:022 0:064 0:014 0:041 0:040 0:033 0:034 0:038

0:111 0:030 0:099 0:091 0:064 0:022 0:021 0:042 0:041 0:040 0:033 0:034 0:038

0:156 0:212 0:165 0:152 0:191 0:335 0:064 0:127 0:205 0:201 0:164 0:101 0:113

0:111 0:152 0:165 0:091 0:064 0:037 0:064 0:127 0:123 0:121 0:164 0:101 0:113

0:111 0:091 0:099 0:030 0:064 0:112 0:064 0:127 0:123 0:121 0:164 0:101 0:113

2

666666666666666666666666664

3

777777777777777777777777775

Step 5: We now obtain the interdependence priorities of the resilience dimensions by

synthesizing the results from Steps 1 to 3 as follows:

wc ¼ W3 � w1 ¼

0:540 0:105 0:233 0:243 0:236

0 0:349 0:087 0 0:108

0:297 0:249 0:258 0:162 0:142

0:163 0:116 0:233 0:319 0:087

0 0:181 0:187 0:276 0:427

2

6666664

3

7777775

�

0:090

0:269

0:178

0:070

0:393

2

6666664

3

7777775

¼

0:228

0:152

0:207

0:144

0:269

2

6666664

3

7777775

Thus we have Wc = (ST, BE, OI, SE, NE) = (0.228, 0.152, 0.207, 0.144, 0.269).

Step 6: The priorities of the Indicators Wp with respect to each of the five resilience

dimensions are given by synthesizing the results from Steps 2 and 4 as follows:

WP1 ¼ W41 �W21 ¼

0:033

0:036

0:027

0:027

0:031

0:176

0:056

0:069

0:051

0:059

0:183

0:138

0:107

2

666666666666666666664

3

777777777777777777775
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WP2 ¼ W42 �W22 ¼

0:033

0:042

0:050

0:041

0:031

0:168

0:054

0:068

0:054

0:060

0:176

0:136

0:087

2

66666666666666666666666664

3

77777777777777777777777775

WP3 ¼ W43 �W23 ¼

0:024

0:031

0:048

0:037

0:092

0:195

0:076

0:062

0:056

0:053

0:151

0:106

0:072

2

666666666666666666666666664

3

777777777777777777777777775

WP4 ¼ W44 �W24 ¼

0:022

0:028

0:043

0:033

0:078

0:147

0:083

0:069

0:088

0:063

0:155

0:120

0:090

2

666666666666666666666666664

3

777777777777777777777777775
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WP5 ¼ W45 �W25 ¼

0:022

0:030

0:038

0:037

0:083

0:169

0:087

0:060

0:053

0:048

0:161

0:113

0:103

2

666666666666666666664

3

777777777777777777775

We define the matrix W2 by grouping together the above five columns: W2 = (Wp1, Wp2,

Wp3, Wp4, Wp5). That is,

W2 ¼

0:033 0:033 0:024 0:022 0:022

0:036 0:042 0:031 0:028 0:030

0:027 0:050 0:048 0:043 0:038

0:027 0:041 0:037 0:033 0:037

0:031 0:031 0:092 0:078 0:083

0:176 0:168 0:195 0:147 0:169

0:056 0:054 0:076 0:083 0:087

0:069 0:068 0:062 0:069 0:060

0:051 0:054 0:056 0:088 0:053

0:059 0:060 0:053 0:063 0:048

0:183 0:176 0:151 0:155 0:161

0:138 0:136 0:106 0:120 0:113

0:107 0:087 0:072 0:090 0:103

2

666666666666666666664

3

777777777777777777775

Step 7: Finally, the overall priorities for the candidate indicators Wanp are calculated by

multiplying W2 by Wc.

WehavewANP ¼W2�wc ¼

0:033 0:033 0:024 0:022 0:022

0:036 0:042 0:031 0:028 0:030

0:027 0:050 0:048 0:043 0:038

0:027 0:041 0:037 0:033 0:037

0:031 0:031 0:092 0:078 0:083

0:176 0:168 0:195 0:147 0:169

0:056 0:054 0:076 0:083 0:087

0:069 0:068 0:062 0:069 0:060

0:051 0:054 0:056 0:088 0:053

0:059 0:060 0:053 0:063 0:048

0:183 0:176 0:151 0:155 0:161

0:138 0:136 0:106 0:120 0:113

0:107 0:087 0:072 0:090 0:103

2

666666666666666666664

3

777777777777777777775

�

0:228

0:152

0:207

0:144

0:269

2

66664

3

77775
¼

0:027

0:033

0:040

0:035

0:064

0:172

0:072

0:065

0:058

0:055

0:165

0:122

0:093

2

666666666666666666664

3

777777777777777777775
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Our final results in the ANP Phase are (C1, C2, C3, C4, C5, C6, C7, C8, C9, C10, C11,

C12, C13) = (0.027, 0.033, 0.040, 0.035, 0.064, 0.172, 0.072, 0.065, 0.058, 0.055, 0.165,

0.122, 0.093). These ANP results are interpreted as follows. The highest weight of

indicators in this disaster resilience indicators prioritization example is C6 (0.172). Next

is indicator 11, C11. These weights are used as priorities in judging its importance while

allocating the limited resources of public sectors. That is (C1, C2, C3, C4, C5, C6, C7,

C8, C9, C10, C11, C12, C13) = (W1, W2, W3, W4, W5, W6, W7, W8, W9, W10, W11, W12,

W13) = (0.027, 0.033, 0.040, 0.035, 0.064, 0.172, 0.072, 0.065, 0.058, 0.055, 0.165,

0.122, 0.093), Wj are the values of the thirteen disaster resilience indicators.

After all the priorities are calculated, the initial supermatrix is formed and obtained

using Eq. (5) and the integrated priorities and ranking of the disaster resilience indicators

are shown in Table 4. River basin management organizations (C6) has the highest priority

of 0.172, followed by Environmentally sensitive area (C11), water resource conservation

(C12) and slope area conservation (C13) with priorities of 0.165, 0.122 and 0.093,

respectively.

The ranking of the indicators shows that in actual disaster situation, Management

institute of basin will play the most important role. Under the prerequisite of concerns

of environmentally sensitive area, the disaster prevention system shall provide con-

servation of water resource and conservation for the slope area to support the disaster

situation.

5 Discussion and Conclusion

The set of all indicators determined using the combined fuzzy Delphi and ANP

approach is different from the solutions that are obtained by applying either AHP or

ANP by itself. In this research, FDM and ANP are integrated to construct a model for

evaluating the disaster resilience indicators. With the consensus of experts, the

implementation of the model lead to the some significant contributions. One should

note that consideration of interdependencies in the resilience dimensions and analysis of

the disaster resilience indicators selection problem from a multi-objective perspective

result in different evaluation and selection attributes to be focused on. The combined

fuzzy Delphi and ANP approach, which aims to quantify the interdependencies and

multiple objectives inherent in the disaster resilience problem in a systematic way,

appears as an effective solution aid.

The application of the ANP model to the empirical example demonstrates the procedure

of finding weight by considering interdependence of indicators. The proposed model

provides a methodology for indicator selection based on interdependent relationships.

Scoring and ranking techniques are intuitively simple but they do not ensure resource

feasibility and are insufficient for dealing with indicator interdependence. Previous

research mainly focused on problems assuming independence. Although there are lots of

difficulties for solving problems considering interdependent properties, most real-world

problems, especially disaster resilience indicator evaluation problems, have interdependent

properties. However, it is very difficult to judge whether they are interdependent or not.

Therefore, group decision making is more helpful to determine such interdependence than

decisions made by only one or two persons. Group discussion is necessary to determine the

degree of impact of the considered indicators because the degree of impact does vary
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according to each decision maker. Group discussion is very effective to determine

important problems and is not likely to be biased as in the case of a single decision maker.

This paper shows an example solving indicator interdependence based on fuzzy Delphi

and ANP by group expert interview. Using this method we conclude that we can solve

problems having multiple indicators, interdependence and resource feasibility. The

empirical example uses the fuzzy Delphi and ANP methodology for analysis. When all of

the non-dominated solutions are found by our proposed algorithm, a decision-maker can

evaluate the objective values of these solutions and identify a satisfactory indicator. In this

paper, we show an indicator method to quantify the combined effects of factors on

organizational performance measures using the supermatrix approach. The selection of an

appropriate set of disaster resilience indicators is very helpful to all land use and engi-

neering organizations. In addition, we develop upon the work conducted on disaster

resilience indicators prioritization considering the impact relationship among indicators.

The ANP is presented in this paper as a valuable method to support the selection of disaster

resilience indicators that is efficient for a public sector to perform the disaster resilience

improvements study. At last, this study moves one step closer to the developing of a new

methodology for solving the interdependent disaster resilience indicator prioritization

problem. The determination of a good selection of disaster resilience indicators may not

only include these 13 disaster resilience indicators (PIFs), the sensitivity analysis appli-

cable to the indicator problem issues may also need to be taken into consideration in the

future study.

To sum up, the network evaluation model constructed in this research not only can

convert the abstract disaster resilience concept into concrete ideology, it can also convert

subjective qualitative characteristics, local demands and implied mutual influences into

integrated quantitative values for guidance of actual situation. The research results can be

used as the evaluation foundation for important guidance for future disaster resilience

indicators development and planning. The results also can be used as a reference for

relevant government policy making. In addition, the integrated research model not only can

be directly used as a systematic and practical objective evaluation tool in the disaster

resilience research field, but also can be extended to solve relevant multiple criteria

decision making problems in management, evaluation and decision making in other urban

science fields.

Appendix 1: Interdependences Among Each Resilience Dimension

The following Table 5 Table A6 show the data among interdependent resilience dimen-

sion’s degree of relative impact for each resilience dimension individually.

Table 5 Relative impacts of interdependent resilience dimensions on the dimension 1 (ST)

W31 ST OI SE

ST 1 3 9

OI 1/3 1 5

SE 1 1 3

We defined the interdependence weight of the resilience dimension as W31 = (0.540, 0.300, 0.163).
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Table 6 Relative impacts of interdependent resilience dimensions on the dimension 2 (BE)

W32 ST BE OI SE NE

ST 1 1/3 1/5 1 1

BE 3 1 3 3 1

OI 5 1/3 1 3 1

SE 1 1/3 1/3 1 1

NE 1 1 1 1 1

We defined the interdependence weight of the resilience dimension as W32 = (0.105, 0.349, 0.249, 0.116,
0.181).

Table 7 Relative impacts of interdependent resilience dimensions on the dimension 3 (OI)

W33 ST BE OI SE NE

ST 1 3 3 1 1/3

BE 1/3 1 1/5 1/3 1

OI 1/3 5 1 3 1

SE 1 3 1/3 1 3

NE 3 1 1 1/3 1

We defined the interdependence weight of the resilience dimension as W33 = (0.088, 0.480, 0.261, 0.083,
0.088).

Table 8 Relative impacts of interdependent resilience dimensions on the dimension 4 (SE)

W34 ST OI SE NE

ST 1 3 1/3 1

OI 1/3 1 3 1/5

SE 3 1/3 1 3

NE 1 5 1/3 1

We defined the interdependence weight of the resilience dimension as W34 = (0.243, 0.162, 0.319, 0.276).

Table 9 Relative impacts of interdependent resilience dimensions on the dimension 5 (NE)

W35 ST BE OI SE NE

ST 1 3 3 3 1/5

BE 1/3 1 1/3 3 1/3

OI 1/3 3 1 3 1/7

SE 1/3 1/3 1/3 1 1

NE 5 3 7 1 1

We defined the interdependence weight of the resilience dimension as W35 = (0.236, 0.108, 0.142, 0.087,
0.427)
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Appendix 2: Interdependences Among Indicators Respect to Each Dimension

In Table 10, the second row (the degree of interdependence among the indicators with

respect to each indicator) was obtained from decision-makers according to the Saaty’s nine

scale. The third row was normalized and summed to one. We defined the indicator

interdependence weight matrix for resilience dimension ST as W41

Table 10 Inner dependence matrix of indicators with respect to the dimension 1 (ST)

W41 ST1 ST2 BE1 BE2 OI1 OI2 OI3 SE1 SE2 SE3 NE1 NE2 NE3

ST1 1 1 3 1 3 1/3 1/5 1/5 1/3 1/5 1/5 1/5 1/3

ST2 1 1 3 3 3 1/3 1/3 1/3 1/3 1 1/7 1/5 1/3

BE1 1/3 1/3 1 3 1/3 1 1/3 1/3 1/3 1/5 1/7 1/5 1/5

BE2 1 1/3 1/3 1 1 1 1/3 1/3 1/3 1/3 1/7 1/5 1/5

OI1 1/3 1/3 3 1 1 1/5 1 1/3 1 1/3 1/3 1/7 1/3

OI2 3 3 1 1 5 1 5 7 5 5 1 3 3

OI3 5 3 3 3 1 1/5 1 1 1 1 1/5 1/5 1/5

SE1 5 3 3 3 3 1/7 1 1 3 1 1/5 1/3 1/3

SE2 3 3 3 3 1 1/5 1 1/3 1 1 1/5 1/3 1/3

SE3 5 1 5 3 3 1/5 1 1 1 1 1/5 1/3 1/3

NE1 5 7 7 7 3 1 5 5 5 5 1 1 3

NE2 5 5 5 5 7 1/3 5 3 3 3 1 1 1

NE3 3 3 5 5 3 1/3 5 3 3 3 1/3 1 1

ST1 0.027 0.030 0.071 0.026 0.087 0.053 0.008 0.009 0.014 0.009 0.039 0.025 0.031

ST2 0.027 0.030 0.071 0.077 0.087 0.053 0.013 0.015 0.014 0.045 0.028 0.025 0.031

BE1 0.009 0.010 0.024 0.077 0.010 0.159 0.013 0.015 0.014 0.009 0.028 0.025 0.019

BE2 0.027 0.010 0.008 0.026 0.029 0.159 0.013 0.015 0.014 0.015 0.028 0.025 0.019

OI1 0.009 0.010 0.071 0.026 0.029 0.032 0.038 0.015 0.041 0.015 0.065 0.018 0.031

OI2 0.080 0.091 0.024 0.026 0.146 0.159 0.191 0.306 0.205 0.227 0.196 0.368 0.283

OI3 0.133 0.091 0.071 0.077 0.029 0.032 0.038 0.044 0.041 0.045 0.039 0.025 0.019

SE1 0.133 0.091 0.071 0.077 0.087 0.023 0.038 0.044 0.123 0.045 0.039 0.041 0.031

SE2 0.080 0.091 0.071 0.077 0.029 0.032 0.038 0.015 0.041 0.045 0.039 0.041 0.031

SE3 0.133 0.030 0.118 0.077 0.087 0.032 0.038 0.044 0.041 0.045 0.039 0.041 0.031

NE1 0.133 0.212 0.165 0.179 0.087 0.159 0.191 0.219 0.205 0.227 0.196 0.123 0.283

NE2 0.133 0.152 0.118 0.128 0.204 0.053 0.191 0.131 0.123 0.136 0.196 0.123 0.094

NE3 0.080 0.091 0.118 0.128 0.087 0.053 0.191 0.131 0.123 0.136 0.065 0.123 0.094

Table 11 Inner dependence matrix of indicators with respect to the dimension 2 (BE)

W42 ST1 ST2 BE1 BE2 OI1 OI2 OI3 SE1 SE2 SE3 NE1 NE2 NE3

ST1 1 1 1 1 3 1/3 1/5 1/5 1/3 1/5 1/5 1/5 1/3

ST2 1 1 1 3 3 1/3 1/3 1/3 1/3 1 1/7 1/5 1/3

BE1 1 1 1 3 1 1 1/3 1/3 1/3 1/3 1/5 1/5 1

BE2 1 1/3 1/3 1 1 1 1/3 1/3 1/3 1/3 1/5 1/3 1

OI1 1/3 1/3 1 1 1 1/5 1 1/3 1 1/3 1/3 1/7 1/3

OI2 3 3 1 1 5 1 5 7 5 5 1 3 3

OI3 5 3 3 3 1 1/5 1 1 1 1 1/5 1/5 1/5

SE1 5 3 3 3 3 1/7 1 1 3 1 1/5 1/3 1/3

SE2 3 3 3 3 1 1/5 1 1/3 1 1 1/5 1/3 1/3
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Table 12 Inner dependence matrix of indicators with respect to the dimension 3 (OI)

W43 ST1 ST2 BE1 BE2 OI1 OI2 OI3 SE1 SE2 SE3 NE1 NE2 NE3

ST1 1 1 1 1 1/3 1/3 1/5 1/5 1/3 1/5 1/5 1/5 1/3

ST2 1 1 1 3 1/3 1/3 1/3 1/3 1/3 1 1/7 1/5 1/3

BE1 1 1 1 3 1 1 1/3 1/3 1/3 1/3 1/5 1/5 1

BE2 1 1/3 1/3 1 1/3 1 1/3 1/3 1/3 1/3 1/5 1/3 1

OI1 3 3 1 3 1 1/5 3 3 1 1 1 1 3

OI2 3 3 1 1 5 1 5 7 5 5 1 3 3

OI3 5 3 3 3 1/3 1/5 1 1 1 3 1 1 1

SE1 5 3 3 3 1/3 1/7 1 1 3 1 1/5 1/3 1/3

SE2 3 3 3 3 1 1/5 1 1/3 1 1 1/5 1/3 1/3

SE3 5 1 3 3 1 1/5 1/3 1 1 1 1/5 1/3 1/3

NE1 5 7 5 5 1 1 1 5 5 5 1 1 3

NE2 5 5 5 3 1 1/3 1 3 3 3 1 1 1

NE3 3 3 1 1 1/3 1/3 1 3 3 3 1/3 1 1

ST1 0.024 0.030 0.035 0.030 0.026 0.053 0.013 0.008 0.014 0.008 0.030 0.020 0.021

ST2 0.024 0.030 0.035 0.091 0.026 0.053 0.021 0.013 0.014 0.040 0.021 0.020 0.021

BE1 0.024 0.030 0.035 0.091 0.077 0.159 0.021 0.013 0.014 0.013 0.030 0.020 0.064

BE2 0.024 0.010 0.012 0.030 0.026 0.159 0.021 0.013 0.014 0.013 0.030 0.034 0.064

OI1 0.073 0.091 0.035 0.091 0.077 0.032 0.193 0.117 0.041 0.040 0.150 0.101 0.191

OI2 0.073 0.091 0.035 0.030 0.385 0.159 0.322 0.274 0.205 0.201 0.150 0.302 0.191

OI3 0.122 0.091 0.106 0.091 0.026 0.032 0.064 0.039 0.041 0.121 0.150 0.101 0.064

SE1 0.122 0.091 0.106 0.091 0.026 0.023 0.064 0.039 0.123 0.040 0.030 0.034 0.021

SE2 0.073 0.091 0.106 0.091 0.077 0.032 0.064 0.013 0.041 0.040 0.030 0.034 0.021

SE3 0.122 0.030 0.106 0.091 0.077 0.032 0.021 0.039 0.041 0.040 0.030 0.034 0.021

NE1 0.122 0.212 0.176 0.152 0.077 0.159 0.064 0.196 0.205 0.201 0.150 0.101 0.191

NE2 0.122 0.152 0.176 0.091 0.077 0.053 0.064 0.117 0.123 0.121 0.150 0.101 0.064

Table 11 continued

W42 ST1 ST2 BE1 BE2 OI1 OI2 OI3 SE1 SE2 SE3 NE1 NE2 NE3

SE3 5 1 3 3 3 1/5 1 1 1 1 1/5 1/3 1/3

NE1 5 7 5 5 3 1 5 5 5 5 1 1 3

NE2 5 5 5 3 7 1/3 5 3 3 3 1 1 1

NE3 3 3 1 1 3 1/3 5 3 3 3 1/3 1 1

ST1 0.026 0.030 0.035 0.032 0.086 0.053 0.008 0.009 0.014 0.009 0.038 0.024 0.027

ST2 0.026 0.030 0.035 0.097 0.086 0.053 0.013 0.015 0.014 0.045 0.027 0.024 0.027

BE1 0.026 0.030 0.035 0.097 0.029 0.159 0.013 0.015 0.014 0.015 0.038 0.024 0.082

BE2 0.026 0.010 0.012 0.032 0.029 0.159 0.013 0.015 0.014 0.015 0.038 0.040 0.082

OI1 0.009 0.010 0.035 0.032 0.029 0.032 0.038 0.015 0.041 0.015 0.064 0.017 0.027

OI2 0.078 0.091 0.035 0.032 0.143 0.159 0.191 0.306 0.205 0.225 0.192 0.362 0.246

OI3 0.130 0.091 0.106 0.097 0.029 0.032 0.038 0.044 0.041 0.045 0.038 0.024 0.016

SE1 0.130 0.091 0.106 0.097 0.086 0.023 0.038 0.044 0.123 0.045 0.038 0.040 0.027

SE2 0.078 0.091 0.106 0.097 0.029 0.032 0.038 0.015 0.041 0.045 0.038 0.040 0.027

SE3 0.130 0.030 0.106 0.097 0.086 0.032 0.038 0.044 0.041 0.045 0.038 0.040 0.027

NE1 0.130 0.212 0.176 0.161 0.086 0.159 0.191 0.219 0.205 0.225 0.192 0.121 0.246

NE2 0.130 0.152 0.176 0.097 0.200 0.053 0.191 0.131 0.123 0.135 0.192 0.121 0.082

NE3 0.078 0.091 0.035 0.032 0.086 0.053 0.191 0.131 0.123 0.135 0.064 0.121 0.082
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Table 12 continued

W43 ST1 ST2 BE1 BE2 OI1 OI2 OI3 SE1 SE2 SE3 NE1 NE2 NE3

NE3 0.073 0.091 0.035 0.030 0.026 0.053 0.064 0.117 0.123 0.121 0.050 0.101 0.064

Table 13 Inner dependence matrix of indicators with respect to the dimension 4 (SE)

W44 ST1 ST2 BE1 BE2 OI1 OI2 OI3 SE1 SE2 SE3 NE1 NE2 NE3

ST1 1 1 1 1 1/3 1/3 1/5 1/5 1/5 1/5 1/5 1/5 1/3

ST2 1 1 1 3 1/3 1/3 1/3 1/5 1/5 1/3 1/7 1/5 1/3

BE1 1 1 1 3 1 1 1/3 1/3 1/3 1/3 1/5 1/5 1

BE2 1 1/3 1/3 1 1/3 1 1/3 1/3 1/3 1/3 1/5 1/3 1

OI1 3 3 1 3 1 1/5 3 1 1/3 1 1 1 3

OI2 3 3 1 1 5 1 5 3 1 3 1 3 3

OI3 5 3 3 3 1/3 1/5 1 1 1 3 1 1 1

SE1 5 5 3 3 1 1/3 1 1 1 1 1/5 1/3 1/3

SE2 5 5 3 3 3 1 1 1 1 1 1/3 1/3 1/3

SE3 5 3 3 3 1 1/3 1/3 1 1 1 1/3 1/3 1/3

NE1 5 7 5 5 1 1 1 5 3 3 1 1 3

NE2 5 5 5 3 1 1/3 1 3 3 3 1 1 1

NE3 3 3 1 1 1/3 1/3 1 3 3 3 1/3 1 1

ST1 0.023 0.030 0.035 0.030 0.021 0.045 0.013 0.010 0.013 0.010 0.029 0.020 0.021

ST2 0.023 0.030 0.035 0.091 0.021 0.045 0.021 0.010 0.013 0.017 0.021 0.020 0.021

BE1 0.023 0.030 0.035 0.091 0.064 0.135 0.021 0.017 0.022 0.017 0.029 0.020 0.064

BE2 0.023 0.010 0.012 0.030 0.021 0.135 0.021 0.017 0.022 0.017 0.029 0.034 0.064

OI1 0.070 0.091 0.035 0.091 0.064 0.027 0.193 0.050 0.022 0.050 0.144 0.101 0.191

OI2 0.070 0.091 0.035 0.030 0.319 0.135 0.322 0.150 0.065 0.149 0.144 0.302 0.191

OI3 0.116 0.091 0.106 0.091 0.021 0.027 0.064 0.050 0.065 0.149 0.144 0.101 0.064

SE1 0.116 0.152 0.106 0.091 0.064 0.045 0.064 0.050 0.065 0.050 0.029 0.034 0.021

SE2 0.116 0.152 0.106 0.091 0.191 0.135 0.064 0.050 0.065 0.050 0.048 0.034 0.021

SE3 0.116 0.091 0.106 0.091 0.064 0.045 0.021 0.050 0.065 0.050 0.048 0.034 0.021

NE1 0.116 0.212 0.176 0.152 0.064 0.135 0.064 0.249 0.195 0.149 0.144 0.101 0.191

NE2 0.116 0.152 0.176 0.091 0.064 0.045 0.064 0.150 0.195 0.149 0.144 0.101 0.064

NE3 0.070 0.091 0.035 0.030 0.021 0.045 0.064 0.150 0.195 0.149 0.048 0.101 0.064

Table 14 Inner dependence matrix of indicators with respect to the dimension 5 (NE)

W45 ST1 ST2 BE1 BE2 OI1 OI2 OI3 SE1 SE2 SE3 NE1 NE2 NE3

ST1 1 1 1 1 1/3 1/3 1/5 1/5 1/3 1/5 1/7 1/5 1/5

ST2 1 1 1 3 1/3 1/3 1/3 1/3 1/3 1 1/7 1/5 1/3

BE1 1 1 1 3 1 1 1/3 1/3 1/3 1/3 1/5 1/5 1/3

BE2 1 1/3 1/3 1 1/3 1 1/3 1/3 1/3 1/3 1/5 1/3 1

OI1 3 3 1 3 1 1/5 3 3 1 1 1/3 1 1

OI2 3 3 1 1 5 1 5 7 5 5 1/3 3 1

OI3 5 3 3 3 1/3 1/5 1 1 1 3 1 1 1

SE1 5 3 3 3 1/3 1/7 1 1 3 1 1/3 1/3 1/3

SE2 3 3 3 3 1 1/5 1 1/3 1 1 1/5 1/3 1/3

SE3 5 1 3 3 1 1/5 1/3 1 1 1 1/5 1/3 1/3
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Table 14 continued

W45 ST1 ST2 BE1 BE2 OI1 OI2 OI3 SE1 SE2 SE3 NE1 NE2 NE3

NE1 7 7 5 5 3 3 1 3 5 5 1 1 1

NE2 5 5 5 3 1 1/3 1 3 3 3 1 1 1

NE3 5 3 3 1 1 1 1 3 3 3 1 1 1

ST1 0.022 0.030 0.033 0.030 0.021 0.037 0.013 0.008 0.014 0.008 0.023 0.020 0.023

ST2 0.022 0.030 0.033 0.091 0.021 0.037 0.021 0.014 0.014 0.040 0.023 0.020 0.038

BE1 0.022 0.030 0.033 0.091 0.064 0.112 0.021 0.014 0.014 0.013 0.033 0.020 0.038

BE2 0.022 0.010 0.011 0.030 0.021 0.112 0.021 0.014 0.014 0.013 0.033 0.034 0.113

OI1 0.067 0.091 0.033 0.091 0.064 0.022 0.193 0.127 0.041 0.040 0.055 0.101 0.113

OI2 0.067 0.091 0.033 0.030 0.319 0.112 0.322 0.297 0.205 0.201 0.055 0.302 0.113

OI3 0.111 0.091 0.099 0.091 0.021 0.022 0.064 0.042 0.041 0.121 0.164 0.101 0.113

SE1 0.111 0.091 0.099 0.091 0.021 0.016 0.064 0.042 0.123 0.040 0.055 0.034 0.038
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