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Abstract Previous research has shown a male bias in the
media. This study tests this statement by examining how the
pronouns She and He are used in a news media context. More
specifically, the study tests whether He occurs more often and
in more positive semantic contexts than She, as well as wheth-
er She is associated with more stereotypically and essential
labels thanHe is. Latent semantic analysis (LSA) was applied
to 400 000 Reuters’ news messages, written in English, pub-
lished in 1996–1997. LSA is a completely data-driven meth-
od, extracting statistics of words from how they are used
throughout a corpus. As such, no human coders are involved
in the assessment of how pronouns occur in their contexts.
The results showed thatHe pronouns were about 9 times more
frequent than She pronouns. In addition, the semantic contexts
of He were more positive than the contexts of She. Moreover,
words associated with She-contexts included more words
denoting gender, and were more homogeneous than the words
associated withHe-contexts. Altogether, these results indicate
that men are represented as the norm in these media. Since
these news messages are distributed on a daily basis all over
the world, in printed newspapers, and on the internet, it seems
likely that this presentation maintains, and reinforces preva-
lent gender stereotypes, hence contributing to gender
inequities.
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Introduction

Evaluative communication of gender is, arguably, to a large
extent conducted through language. Gendered pronouns (e.g.,
she, he) are excellent markers for gender in text, because they
are easy to detect, and occur with a very high frequency in
most contexts (Pennebaker et al. 2003; Twenge et al. 2012).
Progress in computational methods now allows for quantifi-
cation of sentiment, which can be used for measuring the
valence of the context of gender pronouns (Gustafsson Sendén
et al. 2014a). These methods may be used to provide new light
on how the mass media subtly contribute to, and communicate
gender stereotypes, as well as for devaluing women. Such
reliable measurements have largely been missing in quantita-
tive content analyses (Neuendorf 2011).

Analyzing how many pronouns there are in a given context
may say something about gender status (Twenge et al. 2012),
although evaluations can also be extracted by the semantic
contexts in which the pronouns occur (Gustafsson Sendén
et al. 2014a,b). Because words are associated with valence
(Bradley and Lang 1999), it is possible to automatically assess
the valence of the semantic contexts of the pronouns. Hence,
the present study adds to the gender literature on how lan-
guage can be subtly biased when it comes to the level of text
production using pronouns. The approach is completely data-
driven and the analyses are based on which words are used (or
not used) in the semantic contexts around the pronouns. Four
indices of gender biases are examined, namely differences in
frequency, evaluations, and whether the semantic contexts
around the pronouns include descriptive biases, such as es-
sentializing language and homogeneity effects (Linville 1982;
Maass et al. 2013).

To achieve this aim, we use a year’s production of news
from Reuters, which is the largest international news provider
in the world, with more than 2,000 journalists in nearly 200
locations around the globe (www.reuters.com). Reuters
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provides short media news articles that are reprinted and
redistributed in magazines and internet services all over the
world, reaching billions of people a day, giving it a critical
impact on people’s worldview (David et al. 2004; Rose et al.
2002). Because Reuters is a global actor, it is plausible that its
news production influences news production in many
countries, and also in other languages than English. Of
further interest is that Reuters aims explicitly at providing
unbiased news, and presentation of social groups, as
reflected in their handbook of journalism:

…A person’s gender, race, religion, nationality, sexual
orientation or marital status should not be cited unless it
is relevant to the story. Even then, consideration must be
given to where in the story such information needs to be
placed. It is wrong to assume that police, firefighters or
soldiers are men…. (Reuters handbook of Journalism
2014, “Writing”)

In 2004, Reuters released a dataset for research and devel-
opment of natural language processing, information retrieval
and machine learning systems (David et al. 2004). The dataset
consists of a year’s worth of news production written in
English, from 1996 to 1997 and is considered to be one of
the largest datasets of media news (David et al. 2004; Rose
et al. 2002).

Pronouns are especially well-suited for research on lan-
guage biases since they reflect important social categories,
for example inclusion and exclusion (We and They), individual
or collective identities (I and We) or gender (She and He;
Gustafsson Sendén et al. 2014b). Personal pronouns may also
be used with less cognitive monitoring than words denoting
explicit categories (Pennebaker et al. 2003), which makes
them especially interesting in studying psychological biases
and gender relations. Twenge and colleagues (2012) have
shown that the ratio of male to female pronouns is an indicator
of gender relations in US society, such that a lower male-to-
female ratio of pronouns in US literature during the 20th

century was correlated with women entering education and
the labor market in the US. Automatic counting of pronouns is
a highly effective way of examining biases, since pronouns
are generic markers for gender and include most men and
women referred to in articles. Thereby, human coders might
be omitted from the most time-consuming parts of the
analyses.

The analyses in the current study are conducted by latent
semantic analysis (LSA; Landauer 1999; Landauer et al.
2007), which is a multi-dimensional computerized method
that deduces the meaning of words by examining how words
are used throughout a text corpus. LSA transforms a text
corpus into a so-called semantic space by using computational
algorithms. The transformation includes computations of the
average meaning of how words are used throughout a corpus.

For example, the meaning of She andHe is derived from every
passage where these words occur, and also every occurrence
where they do not occur (Landauer et al. 2007). The LSA is
completely data-driven, making the results resilient against
influence bias from the researcher. Computerized methods
also allow analyses of large amounts of data where manual
coding would be highly time-consuming (Neuendorf 2011;
Rudy et al. 2010). For example, analyzing 400,000 articles
(which is the data set used in this study) in a year would take
400,000 hours, which would correspond to 200 full-time
coders working for a year if every article were analyzed for
1 hour (based on 2,000 working hours per year).

To summarize, in this study we will examine gender bias in
media news that aims at being neutral. We will use pronouns
as markers for gender and LSA for the analyses. This means
that gender bias will be assessed at the level of text construc-
tion from both evaluative and descriptive aspects by comput-
erized methods. First, we examine how gender pronouns vary
with respect to frequency. Second, we analyze the evaluative
semantic contexts in which the pronouns occur. Finally, we
examine the meaning ofHe and She from how these pronouns
are used throughout the corpus, and we consider whether
essentializing language and homogeneity effects are present.

Gender Biases in Media News

Frequency The global media-monitoring project (www.
whomakesthenews.org) investigates female representation
in the media throughout the world. In 2010, it was found
that women are underrepresented in the media throughout
the world, to varying degrees and depending on region and
news topic. A comparison of gender representation between
the time the Reuters news was published, and now, shows
that the global percentage of women in the media increased
from 17 % in 1995 to 24 % in 2010. The same figures for
North America were 21 % in 1994 and 28 % in 2010 (www.
whomakesthenews.org 2010). In an earlier paper published
in Sex Roles, (Collins 2011) indicated that mentions of men
and women in the media vary significantly, and there are
more mentions of men. The relative ratio of men and wom-
en in studies limited to specific cultures or topics varied
from 3:1 (Armstrong 2004; Schwartz 2011) to 10:1 (Arm-
strong 2006; Koivula 1999). For example, Schwartz (2011)
studied the representation of men and women in articles
about attitudes towards homosexual marriage in four US
newspapers, and found a ratio of three men for each
woman. This indicated that also in topics challenging
heteronormativity, male dominance was found. Matud and
colleagues (2011) studied around 3,200 news articles pub-
lished in 2005 in Spanish newspapers, and found a male
dominance in news that was explained by a strong sexist
culture in Spain at that time. On the other hand, (Koivula
1999) studied gender biases in one of the most gender-equal
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countries in the world (Sweden), and she also found a strong
male dominance, although in a stereotypical male topic,
sports news. This means that no matter the country or type
of story, female underrepresentation is clearly documented
(Collins 2011; Rudy et al. 2010, 2011).

The study by (Twenge et al. 2012) showed that pronoun
use in US literature was related to gender equality. About 1.2
million books released throughout the 20th century were
analyzed. This study correlated the ratio of female to male
pronouns with the status of women in the US society, and
showed that the ratios of pronouns reflect changes in gender
relations. A decrease in the male-to-female-ratio over the
years was correlated with women’s status such as educational
attainment and labor force participation. Although the ratios
have decreased, their results showed that even at the best of
times, male pronouns outweighed female pronouns by a ratio
of 2:1 (Twenge et al. 2012), indicating that text production is
still associated with a male norm.

H1: Based on the consistent finding of a male dominance
in previous studies on media news and literature, a higher
frequency of He than She was expected.

The study by (Twenge et al. 2012) also shows how pro-
nouns may be used as proxies for gender, and are especially
well-suited for text analysis of large corpora. In comparison,
we examine the ratio of female and male pronouns in a
different context (news media), and we also include analyses
of the evaluative and the semantic contexts in which the
pronouns occur.

Evaluations It has been argued that the higher frequency with
which men appear in the media implicitly indicates that men
are more highly evaluated than women (Matud et al. 2011;
Rudy et al. 2010; Schwartz 2011), suggesting for example that
men’s voices are more important than women’s voices
(Twenge et al. 2012; Zoch and Turk 1998). In support of that
notion, research has shown that men are overrepresented as
experts whereas women are overrepresented as ordinary peo-
ple in both Spanish (Matud et al. 2011) and US newspapers
(Armstrong 2004; Zoch and Turk 1998). For example, Zoch
and Turk (1998) studied 1,126 stories from the first page of
South American newspapers and found that men were more
often used as sources but also that men were reported in longer
articles and with longer citations. Such findings have also
been found in studies of US news by Armstrong (2004) and
Freedman et al. (2007) and in studies of Spanish newspapers
byMatud et al. (2011). For example Freedman and colleagues
studied reporting of a US senate election campaign in the
largest daily newspapers in the US. They found that men were
more often used as sources than women, and that this gender
gap was larger for expert than for non-expert sources (Freed-
man et al. 2007).

On the other hand, it could be argued that men are also
especially frequently reported in the most negative topics,
for example in topics related to crime and violence, which
would contribute to more negative evaluations. However, a
comparison of gender representation in different news topics
(Whomakesthenews 2010) showed that topics such as crime
and violence have a rather high female representation (21 %),
in comparison to topics such as politics (7 %) and the econ-
omy (10 %). Because men more often occupy high positions
within business and politics (Center for AmericanWoman and
Politics 2012; Eagly and Steffen 1984; Kanter 1977; The
Catalyst 2013), and because the Reuters News corpus is
dominated by such news, we expect that higher positions will
be associated with men and also with more positive evaluative
contexts.

H2: He will occur in contexts of more positive valence
than She.

It should be noted that evaluations of He and She are
assessed by examining the semantic contexts in which these
pronouns occur. Such analyses are important since they draw
attention to the creation of evaluative differences between
categories in text production.

Descriptive biases At the level of sentence production, there
are linguistic consequences of being underrepresented in the
media, such as being described with category labels, for
example the female athlete or the female business director
(Stahlberg et al. 2007). Such explicit labeling is in line with
norm theory (Kahneman and Miller 1986) in that group
comparisons are based on one group being the norm and
the other group being “the effect to be explained”. Being
associated with the norm does not imply any specific labels
or explicit categorization, whereas countering the norms
does, and such linguistic normativity may also reinforce
gender stereotypes (Bruckmüller et al. 2012; Hegarty and
Pratto 2001; Miller et al. 1991). This type of communication
has also been called essentializing language (Maass et al.
2013) because, for example, it presents women as represen-
tatives of their gender more often than men. Essentializing
language might further lead to the homogeneity effect
(Linville 1982), such that women as a group are described
as more similar, than is the case for men as a group. In the
media, such processes might be reflected in interviews with
men and women. For example, discourse analyses of de-
scriptions of female leaders in the Finnish media have found
that interviews with female business leaders tend to focus on
gender issues, family relations, and the fact that the leaders
are women (Lämsä and Tiensuu 2002) instead of focusing
on the specific industry in which the women work. In
Swedish sports news, a similar effect was found (Koivula
1999), such that female athletes were asked questions about
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their private life and about being a woman, but such ques-
tions were not addressed to male athletes. This means that
an interview with a female football player might include the
same content as an interview with a female swimmer,
whereas interviews with men would focus on football and
swimming respectively. Also in studies on gender differ-
ences in psychological articles, essentializing language when
describing women has been found (Hegarty and Buechel
2006), such that female attributes were mentioned more
often than male attributes.

To the best of our knowledge, there is one study (Lenton
et al. 2009) that previously used LSA to study how gender-
marked words are related to traits and roles in a corpus based
on fictional and educational literature. The results showed that
gender words (e.g., women, she/man, he), showed a stronger
semantic similarity to gender-stereotypical professional roles
(e.g., dietician, florist, / carpenter, fire-fighter) than traits (e.g.,
affectionate, caring loyal/aggressive, dominant, individualis-
tic). In the current study, the analyses are broadened from roles
and traits, and from literature to analyses of news media and
the general semantic contexts in which He and She appear.
Hence, this study focuses on pronouns and assesses the mean-
ing of She and He by examining all words that are most
proximal to He and She in a semantic space (e.g., the words
with the highest cosines to He and She).

This means that descriptive biases such as essentializing
language and homogeneity effects are assessed by investigat-
ing the extent of similarity between so called “semantic asso-
ciates” of He and She in the semantic space. Semantic associ-
ates are words that co-occur with the pronouns throughout the
corpus, either directly in the closest context, or indirectly by
second order associations, and as such they describe or specify
the meaning of a word (Landauer et al. 2007). To illustrate
this, the semantic associates of bad, are problem, performing,
and worse; whereas the semantic associates of good, are
pretty, excellent and positive in the semantic space based on
Reuter news. Based on theories and studies of essentializing
language, the hypotheses were:

H3: The semantic associates of She-contexts will include
more gender labels and essentializing words than the
semantic associates of He-contexts.

H4: The semantic associates of the She-contexts will
show a higher semantic similarity than the semantic
associates of He-contexts.

The homogeneity effect is measured by investigating the
semantic similarity between pronouns and their semantic as-
sociates. The semantic similarity is measured by the cosine,
which can vary from +1 to −1, where a high positive cosine
indicates a high similarity. To continue with the examples of
good and bad, the cosines of the semantic associates of bad

are .62 (problem), .58 (performing), and .56 (worse), indicat-
ing a high similarity between the semantic associates and the
target word bad.

To summarize the hypothesis, we expect thatHewill occur
more frequently than She (H1), that He will occur in more
positive contexts than She (H2), that the contexts of She will
include more gender labels and essentializing words than the
semantic contexts ofHe (H3) and, that the semantic associates
of She-context will be more homogenous than the semantic
associates of He-contexts (H4).

Method

LSA has been suggested as a theory and a method for
deriving semantic meaning from the contexts in which
words are used (Landauer and Dumais 1997; Landauer
1999; Landauer et al. 2007). Through computations, LSA
derives the meaning of a word from every encounter with
it and from the composition of all the passages in which a
word does not occur. “…the similarity estimates derived
by LSA are not based on simple contiguity frequencies,
co-occurrence counts, or correlations in usage, but depend
on powerful mathematical analysis that is capable of
correctly inferring much deeper relations (thus the phrase
latent semantic”) (Landauer et al. 1998, p. 261). The
exact calculations in LSA are beyond the scope of this
article, but suffice to say, LSA relies on singular value
decomposition, which is akin to factor analysis and mul-
tidimensional scaling (Landauer and Dumais 1997;
Landauer et al. 2007). For more detailed descriptions of
LSA, we refer to methodological articles on LSA (see for
example, Foltz et al. 1998; Landauer 1998; Landauer and
Dumais 1997; Landauer et al. 2007) and empirical papers
(see for example Campbell and Pennebaker 2003;
Gustafsson Sendén et al. 2014a; Lenton et al. 2009).
The semantic analyses conducted in this paper were made
using SemanticExcel, which is web-based software developed
for scientific analysis and statistical evaluation of semantic
representation. This software was developed by the second
author of this paper and is available on the webpage
semanticexcel.com, and has been used for previous publica-
tions (see for example: Garcia and Sikstrom 2013; Karlsson
et al. 2013, Gustafsson Sendén et al. 2014a). The most com-
mon way of using LSA is to compare similarities between
words, word lists, or documents (see for example the study by
Lenton et al. 2009). However, it is also possible to add other
parameters such as valence to the representation, which is
what we have done in this study and in previous studies on
self- and group-serving biases (Gustafsson Sendén et al.
2014a). The method for introducing valence is explained
further below.
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Material

To create a semantic space with media news, a corpus with
approximately 800,000 (404 MB) Reuters news messages
published in 1996 and 1997 was used. When the current
project was initiated, Reuters released this data set public-
ly, and it is one of the richest samples available for research
(David et al. 2004; Rose et al. 2002). The dataset includes
topics such as business (approximately 55 %), politics
(30 %), international relations, war (10 %), and sports
(5 %) (http://about.reuters.com/researchandstandards/
corpus/statistics/index.asp). The articles are also
categorized depending on what regions or countries are
focused on in the news. English-speaking countries domi-
nate the dataset, with the result that the US is the country
most frequently mentioned (35 %). Approximately 32 % of
the news mentions countries within the European Union
(10 % includes the UK); Asian countries are mentioned in
25 % of the news (10 % refers to former parts of the British
Empire: India, Australia and Hong Kong). The smallest
percentages relate to African countries (4 %; South-Africa
2 %), South-American countries (2 %) and Canada (3 %).
The coding was made with a combination of manual and
computerized coding (for more information about the cod-
ing, see also Rose et al. 2002). The INFOMAP software
(http://www.infomap-nlp.sourceforge.net) was used to
perform the LSA algorithm. The Infomap NLP software
performs automatic indexing of words and documents from
free-text corpora, using a variant of LSA to enable infor-
mation retrieval and other applications. It was developed
by the Infomap project at Stanford University’s “Center for
studies of language and information” (Description of
infomap algorithm; http://infomap-nlp.sourceforge.net/
doc/algorithm.html.).

Because the quality of the semantic space is improved
when words used to build the matrix contain meaningful
semantic content (Landauer et al. 2007), about 750 high
frequent, non-content words (e.g., and, but, who), were
removed before reduction of the matrix. From the original
corpus the 15,000 most common words were used to build
a space with 100 dimensions. Two sentences (retrieved
from www.reuters.com) are presented here to show how
gendered pronouns might be used in a news context and
the type of words included in the construction of a
semantic space (excluded words are presented in
parenthesis).

“…penalties would remain (in) (the) bill (as) (it) makes
(its) way through (the) legislative process. (Butler) she
said (the) thefts (are) becoming (more) common (as)
biofuels increase (in) popularity. (It) (is) (already)…”;
“… India (and) (the) United States, NN’s tech career
started (at) internet software pioneer XX. He joined xx

(in) 1992 (and) quickly climbed (the) corporate ladder
(with) leading roles (in) (the) office…”

For more examples; see www.reuters.com.

Introducing Valence to the Semantic Space

In order to test hypothesis 2, the valence of the context of each
pronoun was computed. Using human coders in such a project
would be highly resource- and time-consuming. Moreover,
due to the difficulty of achieving valid criteria that could be
used by human coders to evaluate media text intended to be
objective in nature, one would expect low inter-rater reliabil-
ity. Hence, to predict valence from the semantic space, we
trained the space based on a standardized word list (the
Affective Norms for English Words; ANEW; Bradley and
Lang 1999), with 1,034 words that were ranked for valence
by human participants (on a Likert scale from 1–9). Multiple
linear regression was used to create a vector across the 100
dimensions in the semantic space that best fitted the valence of
the words in the ANEWword list. Hence, all the words in the
ANEW words list were used as the dependent variables in the
regressions (ANEWwords that denoted gender were excluded
from the regression) and the dimensions in the space were
used as independent variables. To avoid over-fitting of the
valence prediction, we used cross-validation by the “leave-
one-out-method” (Picard and Cook 1984) to estimate how
many dimensions should be included in the final model. The
highest explained variance was achieved with 85 dimensions,
such that using more dimensions yielded over-fitting and a
less correct predictionmodel for valence. A single observation
from the ANEW sample was used as the validation data, and
the remaining ANEW data was used to predict the valence.
This was repeated so that each word in the ANEW sample was
used once as the validation data. The correlation between the
cross-validated sample and ANEW was=.48, which is an
estimate of the valence prediction for all the words in the
semantic space that were not rated by human agents. The
correlation based on all ANEW words in the space and the
ANEW list was=.62, which is similar to previous measures of
inter-rater congruence by LSA and human raters (Landauer
et al. 2007). In the last step, every pronoun occurrence was
given a valence by averaging the valence of the 15 words
preceding and following each pronoun. This means that each
pronoun valence was derived from how it was used in each
context. The valences for all the pronouns were then analyzed
in SPSS, where the comparisons of the valences of the pro-
nouns were computed by ANOVAs and T-tests.

Extracting Semantic Associates to Deduce Meaning

LSA creates a representation of each word as a vector in a
multidimensional semantic space. The words that are

44 Sex Roles (2015) 72:40–49

http://about.reuters.com/researchandstandards/corpus/statistics/index.asp
http://about.reuters.com/researchandstandards/corpus/statistics/index.asp
http://www.infomap-nlp.sourceforge.net/
http://infomap-nlp.sourceforge.net/doc/algorithm.html
http://infomap-nlp.sourceforge.net/doc/algorithm.html
http://www.reuters.com/
http://www.reuters.com/


semantically similar to a given word are “semantic associ-
ates”, and as such, they should represent the meaning of a
target word or a target context. As previously described,
the closest semantic associates to bad are problem,
performing and worse, whereas the closest semantic asso-
ciates to good, are pretty, excellent and positive. The se-
mantic associates can be validated by synonym tests
(Landauer et al. 2007). In this study, the semantic associ-
ates are extracted in relation to the contexts of He and She.
It should be noted that the semantic space is multidimen-
sional and that the semantic associates include both words
that co-occur in the space around the pronouns, and words
that are used in similar contexts in other articles. Consider,
for example, the words physician and doctor; those words
may not necessarily be used in the same 15-word spaces;
however, because synonyms are used in similar contexts
they also become semantic associates.

Results

Hypotheses 1, 2 and 4 included quantitative analyses with
gendered pronouns as the independent variable, and frequen-
cy, evaluations and semantic similarity (descriptive bias) as
dependent variables. Hypothesis 3, about essentializing lan-
guage and gender labels, was tested by qualitative interpreta-
tion of the semantic associates.

The first hypothesis concerned the relative ratios ofHe and
She. As predicted, He (N = 81,630) outnumbered She (N =
9,075) by a relative ratio of approximately 9:1; that is, nine
instances of He for each She.

To test the second hypothesis, that the valence of the
contexts around He would be more positive than the contexts
around She, we computed a univariate ANOVA, with valence
as the dependent variable and gender as the independent
variable. The results showed that the contexts of He (M=
6.63, SD=1.35) had a more positive valence than the contexts
of She (M=6.40, SD=1.31), F (1, 90,702)=226.4, p<.001,
Cohen’s d=0.17. Since the differences in frequencies were
large, and the variance heterogeneous (Levene’s test: F (1,
90,702)=7.50, p=.006), we also computed an ANOVAwith a
randomly selected subset of He-pronouns (N=9,700). These
results were similar, such that He (M=6.64, SD=1.34) oc-
curred in contexts of more positive valence than She (M=6.40,
SD=1.31), F (1, 18,773)=150.78, p<.001, Cohen’s d=0.18.
Finally, two t-tests were used to examine whether He and She
differed from the average valence in the semantic space (M=
6.52, SD=1.38). The contexts of He were more positive than
the average in the space t (81,629)=22.70, p<.001, Cohen’s
d=.08; and the contexts of She were more negative than the
average valence in the space t (9,075)=−8.47, p<.001,
Cohen’s d=−. 08.

The third and fourth hypotheses included the descriptive
biases, and howHe and Shewere used throughout the Reuters
corpus. The third hypothesis was that the semantic associates
of Shewould includemore essentializing language and gender
labels than would the semantic associates of He. The fourth
hypothesis was that the semantic associates of She would
show a higher mean cosine than the semantic associates of
He. Table 1 includes the semantic associates and the cosines
for the He and She contexts. The third hypothesis was tested
by a qualitative analysis of the semantic associates. As can be
seen in Table 1, the semantic associates of She are gendered
pronouns (her, herself), labels related to family relations
(mother, husband), and feminine labels (woman, girl). Some
words could also be interpreted as passive or responsive
(answer, admitted, refused). The semantic associates of He
include only one gendered pronoun (his), no gender labels,
and words related to actions or directives (made, make,
adding, give).

To test the fourth hypothesis, about higher homogeneity
between the semantic associates of the contexts around She
than the contexts ofHe, the mean cosines were compared. The
cosine for each semantic associate in Table 1 represents the
semantic distance between the target word (He/She) and the
semantic associate. A t-test showed that the average cosine for
the female semantic associates (M=.55, SD=.054) was higher
than the average of male semantic associates (M=.50,
SD=.027), t (18)=−2.71, p=.014, Cohens d=1.18, supporting
the view that the meaning of She is more homogenously
presented in Reuter news than He is.

Discussion

In this study, gender pronouns in news media were analyzed
with regard to frequency, as well as by the evaluative and
descriptive semantic contexts in which they occur. This was
done using multi-dimensional computerized semantic analy-
ses – LSA (Landauer et al. 2007).

The analyses comparing the relative frequencies of He and
She showed that themale dominance was substantial. For each
She there were nine instances of He. Male dominance of a
similar extent has previously been demonstrated in Swedish
sports news (i.e., Koivula 1999) but general news coverage in
the US typically shows ratios of between 2 to 4 men for each
woman (see for example; Armstrong 2004; Schwartz 2011).
As we did not control for whether the occurrences referred to
the same person or not, the large difference in ratios could
either mirror the actual numbers of men and women in the
news, or may indicate that men were given more space, for
example by occurring in longer articles with more citations. In
support of this notion, studies have shown that news articles
about women were shorter than articles about men, and that
news about men was located in more salient positions on the
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newspaper page (Armstrong 2004; Freedman et al. 2007;
Matud et al. 2011). If women are given less space and/or
fewer citations, it could be argued that the media consider
women to be of less interest than men (Zoch and Turk 1998).
On the other hand, the ratios could also be compared to
women participating in politics and business, which are the
main topics in Reuters news. During the time from 1996 to
2013, female representation in higher political and business
positions increased, although men were still in the majority.
For example, in the US congress, female representation in-
creased from 11.8 % in 1998 to 18.5 % in 2012 (Center for
AmericanWoman and Politics 2012), and female government
positions worldwide increased from 3 % in 1946 to 18.6 % in
2009 (Inter-parliamentary 2010), which indeed shows a
change, but a rather slow change. Among US Fortune 500
companies, female board members increased in number from
9.6 % in 1995 to 16.9 % in 2013 (The Catalyst 2013). Future
studies could therefore test whether the pronoun ratio reflects
female and male distributions within specific news topics,
such as politics, business or sports.

One previous study examined the ratios of gendered
pronouns in a large corpus of text. (Twenge et al. 2012)
studied English literature (fiction and factual literature)
published mainly in the 20th century, and found a male to
female ratio of 2:1 at the end of 2,000, with a negligible
change during the time period 1996–2010. The large dif-
ference between the ratios found in our study and the study
of Twenge needs to be addressed in future research. One
possible reason could be that the audience of texts also
influences the ratio of men and women in the texts, such
that the smaller ratio in fiction literature is due to the fact
that women read more fiction than men do (Tepper 2000),
whereas men consume more news than women do (Benesch
2012). However, it should be remembered that although
women read more fiction, and that literature may be fe-
male-oriented, the number of men is still double in this type
of text (Twenge et al. 2012). No matter what the reason is
for the ratio of male to female pronouns in the Reuter news,
the size of the ratio must influence the perceptions of whose
voices are important, perceptions of gender roles, and also
the motivation for women to strive for high positions in
business and politics.

The second hypothesis considered the valence of the con-
texts, and the results showed that the contexts of He included a
more positive valence than the contexts of She. It has previ-
ously been suggested that the higher number of men in the
media reflects different evaluations of men and women (Matud
et al. 2011; Twenge et al. 2012; Zoch and Turk 1998). In this
study, such a hypothesis was supported by the word choice at
the level of text production, including gendered pronouns. A
possible explanation for the difference in valence might be that
the roles that typically occur for men and women in the media
differ. For example, it has been shown that media often repre-
sent women as ordinary people, whereas men are represented
as experts and/or with power and high-status positions (Arm-
strong 2006, Desmond and Danilewicz 2010, Matud et al.
2011). It is also plausible that expert or high-status positions
are associated with more positively evaluated words. On the
other hand, the ‘women-are-wonderful’ effect (Eagly and
Mladinic 1994, p. 13) implies that the female stereotype is
associated with more positive valence than the male stereotype.
Although the semantic associates of She indicated associations
with the female stereotype, this did not contribute to a more
positive valence in word choice around She.

The articles in this study consisted of all types of news
published by the Reuters. Future research should examine
whether the pattern found varies in different topics. For ex-
ample, it might be assumed that men are associated with more
positive valence in topics related to politics, the economy and
sports, whereas topics about crime and violence for example
might reveal an opposite pattern. It would also be interesting
to test whether a higher ratio within a topic is related to more
positive evaluations for the more common category, so that
when women are in the majority, She would also be seen in
more positive semantic contexts.

Hypothesis 3 included a qualitative analysis of the descrip-
tive content of the words associated with He and She. The
semantic associates extracted by the LSA represent the mean-
ing of a word as it is used throughout the corpora of media
news (Foltz et al. 1998; Landauer et al. 2007). The semantic
associates of She were more gendered (e.g., mother, women
and girl) than were the semantic associates of He, which
supports the notion of essentializing language of women
(Maass et al. 2013) and norm theory (Kahneman and Miller

Table 1 The meaning of He and She as extracted by the semantic associates in the semantic space

Words 1 2 3 4 5 6 7 8 9

He-contexts He made clear make adding quickly his who giving give

Cosine .55 . 52 .51 .50 .50 .49 .49 .49 .48 .46

She-contexts She her woman mother husband herself girl answer admitted refused

Cosine .66 .62 .57 .56 .56 .54 .51 .50 .50 .50

The nine most nearby semantic associates are presented in order to how close they are to theHe and She contexts. The cosine (could vary from −1 to+1)
below each word is an indicator of the distance between the pronoun context and each word. A higher value indicates more association.
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1986) where underrepresented categories are more often la-
beled in accordancewith their category (Kahneman andMiller
1986; Kanter 1977; Stahlberg et al. 2007). During the 20th
century, perceptions of women changed such that women are
now considered more agentic than previously (Kanter 1977,
Rudman and Glick 2001; Twenge et al. 2012). However,
prescriptions of female communality are still strong today
(Rudman and Glick 2001), and it is argued that despite im-
portant societal changes, communal traits for women are still
endorsed and this will continue into the foreseeable future
(Diekman and Eagly 2000). We also found two differences
worth noticing that were not hypothesized. First of all the
semantic associates of She included more nouns, whereas
the semantic associates of He included more verbs. Previous
research has found that nouns have more inductive potential,
more strongly indicate group membership, and are thereby
associated with essentializing language (Carnaghi et al. 2008,
Graf et al. 2012; Maass et al. 2013). Second, the semantic
associates may also reflect gender differences by describing
men as active and women as passive. For example, He-asso-
ciates included more verbs than She-associates (i.e.,made and
give). The verbs among the She-associates were also more
responsive than assertive (i.e., response, admit). Actually, we
did not expect such a pattern to occur with only nine associates
of the She- and He-contexts. It is also important to note that
these generalizations are based on computerized, data-driven
analyses of words that are used (and not used) in the semantic
contexts around the pronouns. Altogether, these results further
support the interpretation that news media frame their descrip-
tions of men and women differently in many various ways.

In this study, we analyzed the first nine semantic associates
(i.e., the nine words that are the most closely located in the
semantic space to She and He). This number was chosen
because the first associates are the most interesting and mean-
ingful to examine. The further apart the associates are, the
more associated they are also to other words and concepts. We
could also have chosen fewer associates but this would have
given a weaker comparison of the mean similarity betweenHe
and She and the semantic associates. Besides, using nine
associates gave more salient differences than predicted.

A homogeneity effect (i.e., the effect of essentializing
language) was tested in Hypothesis 4, where the distances
between the semantic associates and the target words He and
She were compared. Homogeneity effects (Linville 1982)
refer to how descriptions of different groups differ, where
for example individuals in an outgroup are referred to as more
similar to each other than are individuals in the ingroup. If
news media are associated with men, men might be consid-
ered and described as the ingroup and women as the outgroup,
resulting in higher homogeneity in descriptions of women.
Indeed, the results showed that the semantic associates of She
were more homogenous to She than were the semantic asso-
ciates of He. A side effect of the homogeneity effect is that

men are described as more differentiated. Such differences
were also present in media presentations of Swedish athletes
and Finnish business leaders (Koivula 1999; Lämsä and
Tiensuu 2002), in that women were asked very similar ques-
tions, no matter what sport they performed, or what business
they ran. These results are also in alignment with studies of
other media, for example prime-time fictional television in the
US, where it was found that women were usually shown in
family roles, whereasmen roles were depicted in various types
of work roles, (Lauzen et al. 2008), and when women worked,
their occupations were more narrow and traditional than the
occupations of men (Signorielli and Kahlenberg 2001).
Hence, the assessment of homogeneity effects could be an
indicator of how open or permissive a context is to men and
women, and the differences could potentially lead to more
differentiated role models for men than women.

Limitations and Future Directions

The dataset ranges back to the late 90s, and the relevance of the
findings for today could be discussed. When the current project
was initiated, this Reuters sample released in 2004 from 1996
to 1997was the largest, and one of the richest samples available
for research (David et al. 2004). The quality of the corpora and
the coding is also well documented (Rose et al. 2002). As
computerized methods are developed, and written documents
become more and more available, this dataset could also be of
importance as a starting point for future comparisons.

It is possible that the ratios of gendered pronouns have
changed, since more women are now in positions associated with
power and media representation. For example, global studies of
themedia (www.whomakesthenews.org) show a change from1:5
to 1:4 women per men, and female governmental representation
has changed from 1:10 to 1:5 in the same period (UN 2009).
When it comes to evaluative and descriptive differences, it is an
open question whether they also have diminished or whether they
are still the same. Some research indicates that although
frequencies change, the relative difference in evaluations and
stereotypes remains the same (Ridgeway 2001).

This is, as far as we know, the first study implementing
computational methods for studying gender bias beyond fre-
quency. These types of analyses have been enabled by devel-
opment in computerized methods (Landauer et al. 2007, Pitts
and Nussbaum 2006) and by corpora that have been made
available for research. The corpus we used was based on
English news. Although this might indicate that the results
are limited to English-speaking countries, we suggest that the
results are also valid for other countries because the Reuters
news is also translated and distributed outside the English-
speaking cultures. Because content analyses are time consum-
ing, there have been few studies comparing different sorts of
written material and cultural aspects (Neuendorf 2011). Ana-
lyzing pronouns with computerized methods may facilitate
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future research that compares various discourses. Future re-
search might also investigate whether author gender is related
to the evaluative contexts of She and He. Studies have shown
that female authors more often than male authors use women
as sources in the media (Armstrong 2004). The question is
whether authors are biased in reporting their own gender in
more positive semantic contexts.

The partial effect sizes of the valence differences in the
current study were small. Field studies, as compared to labo-
ratory experiments, often have smaller effect sizes (Evans
1985; McClelland and Judd 1993), since they include many
sources of variance. McClelland and Judd (1993) estimated
that field experiments are 80 % less efficient than experiments
in a laboratory setting. Reuters news includes both positive
topics such as sports and business, and negative topics such as
war and crime, and possibly, the topics are more important
predictors of valence than pronouns are; hence large effect
sizes were not expected in this material. However, people are
soaked in news from different media throughout the day, and
given this massive exposure and constant repetition, small and
subtle evaluative differences are likely to have implications
for how people construe their social world (Collins 2011;
Geschke et al. 2010).

Conclusion

The current study constitutes the first attempt to investigate
gender biases at the level of text production in media news by
examining pronouns and their semantic contexts. We believe
that this is promising approach. While it has previously been
claimed that the media presents men more favorably than
women, this study showed that biases come about in various
ways; by sheer numbers, in valence of contexts and by word
choice. He occurred 9 times more often than She, in more
positive contexts, and with words in accord with gender
stereotypes. Because the differences are subtle, repeated on a
daily basis, and spread in various forms of news media, the
gender representations in news media are likely to maintain
and reinforce gender inequity.
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