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Abstract
Article 12 of the General Data Protection Regulation (GDPR) requires data control-
lers to provide data subjects with any information relating to data processing opera-
tions “in a concise, transparent, intelligible and easily accessible form, using clear 
and plain language.” Linguistic inclusivity of privacy policies is no longer a matter 
of style, but has been a binding legal requirement under the new data protection 
framework. Article 5 GDPR sets forth the requirements of lawfulness, fairness and 
transparency and prohibits any data processing operations which do not meet the 
standards of specification, explicitness and legitimacy of processing purposes [29]. 
In this study, a quantitative and qualitative analysis of linguistic indeterminacy in a 
corpus of 350 online privacy policies is presented and it is argued that a consider-
able number of data controllers continue to make use of strategic vagueness in the 
context of purpose limitation, therefore potentially prejudicing compliance with the 
GDPR. A legal-linguistic perspective on the current challenges of informed consent 
in European data protection law is provided. Finally, it is concluded that while the 
GDPR has contributed significantly to the linguistic empowerment of the data sub-
ject, the framework fails to satisfy the expectation of creating a participatory culture 
(see [36]) with a high degree of informational self-determination.
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1 Introduction

Article 12 of the General Data Protection Regulation (GDPR) imposes on data con-
trollers the duty to provide any information relating to data processing operations 
“in a concise, transparent, intelligible and easily accessible form, using clear and 
plain language” [29]. The genre of privacy policies is at the centre of this infor-
mation requirement, since its underlying communicative purpose is to ensure that 
any consent obtained from a data subject is informed and consequently valid. The 
notion of informed consent has been subject to much controversy in the context of 
the “datafication of everything” [42:146] as privacy policies have been described as 
being embedded in “non-informed consent cultures” (see [6: 21–38]). In this paper, 
a usage-based investigation of 350 online privacy policies will be presented with a 
view to relating linguistic findings to fundamental questions of data protection law 
generally, and policy drafting specifically. This explorative paper seeks to address 
the following research questions:

(1) How is indeterminacy utilised in policy drafting, which functions do adjectives 
fulfil in this context, and how can this be accounted for?

(2) Which legal challenges arise as a consequence of indeterminacy, what impact 
does this have on informed consent, and is the information requirement of the 
GDPR sufficient?

Section  1 discusses  the notions of “transparency by design,” (see [35:2–8]) legal 
literacy and informed consent. In Sect. 2, privacy policies are approached in terms 
of genre understood as conventionalisation, their underlying communicative purpose 
and the construct of their intended audience. Section 3 raises the issue of indetermi-
nacy in privacy policies, and how it relates to the ambiguity of (un)informed con-
sent, arguing that theoretical distinctions may be made between legal and linguistic 
indeterminacy. Section 4 introduces corpus linguistics as a method of quantitative 
legal analysis, which, despite its limitations, may offer solutions to “real-world 
problems in which language is a central issue” [10:27]. In Sect. 5, the method, data, 
analysis and results of the study are presented. Informed by these empirical find-
ings, Sect. 6 is concerned with the questions as to why a void for vagueness doctrine 
would lead to an empowerment of the data subject, and how privacy education in 
schools can foster a participatory privacy culture.

2  Transparency by Design, the GDPR and the Notion of Legal 
Literacy

2.1  Fairness and Transparency

Article 5 of the GDPR provides that any processing of personal data must be fair, 
lawful and transparent, [29] an obligation that has been specified by the information 
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requirement in the current European data protection framework. Fairness and trans-
parency are also important parameters in contract formation (see [69.68–88]) and 
the context of consumer protection (see [38]). The notions of fairness and transpar-
ency have gained significant importance, since data controllers can no longer disre-
gard data subjects rights when collecting, managing or transferring personal data. 
As found in Article 25 of the GDPR, data protection by design and by default should 
ensure that the data protection principles are implemented efficiently and complied 
with consistently at all stages of data handling [29]. In this context, “transparency-
by-design” may be understood as “a situation in which the requirements on trans-
parency are satisfied by the very nature of the design and that the outcomes of the 
design process meet these requirements” [35:4]. While the term transparency may 
give rise to numerous diverging interpretations, language and communication play 
a fundamental role in creating a balanced relationship between data controllers and 
data subjects. This assumption is rooted in the conviction that in most cases it is 
through language that individuals are informed about the conditions of data han-
dling practices. Notably, the Information Commissioners Office (ICO) has continu-
ously placed great emphasis on the relationship between the language use of the data 
controller, and the (un)informed consent of the data subject. This is evident in the 
following questions raised by the ICO relating to the assessment of (un)fairness:

1. Was the person supplying the data under the impression that it would be kept 
confidential?

2. Was any unfair pressure used to obtain the information?
3. Was the person improperly led to believe that they must supply the information, 

or that failure to provide it might disadvantage them? [34]

 Paradoxically, while privacy policies are lasting manifestations of unilateral com-
munication (see [3]), they tend to be ignored by data subjects due to their over-
whelming length, and the convoluted syntax in which some of them are written. 
This raises the question as to whether the presence or absence of fair processing 
may, inter alia, depend on both binding linguistic requirements and the overall legal 
literacy levels amongst data subjects.

2.2  Legal Literacy, Legal Awareness and Data Protection Law

Even though the term legal literacy is commonplace in the literature, there is no 
consensus regarding the meaning or use of the term. Narrow approaches to legal 
literacy conceive it as linguistic competence, that is, the ability “to read and write 
legal arguments, judgements and legislations that are part of the body of law” 
[55: 1655]. However, this understanding of legal literacy has received much crit-
icism in scholarship, and has resulted in a broader denotation of the term that is 
not exclusively limited to the written language of legal practice. For instance, legal 
literacy has been described as a certain “degree of competence in legal discourse 
required for meaningful and active life in our increasingly legalistic and litigious 
culture” [55:1655]. This is in line with the definition suggested by the Canadian Bar 
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Association, which describes legal literacy as “the ability to understand words used 
in a legal context, to draw conclusions from them, and to use those conclusions to 
take actions” ([12] cited in [55:1655]). Legal literacy is commonly associated with 
legal knowledge encoded in written language, but as shown by Walser and Crespo, 
[62:9–11] there are also other mediums which can be used to convey legal knowl-
edge, such as illustration. However, especially in the context of privacy information, 
there appears to be no consensus as to how exactly legally-relevant content should 
be presented by visualisation (Rechtsvisualisierung). For the purposes of this inves-
tigation into privacy related information, the latter understanding of legal literacy 
is extended by the factors of legal awareness and legal participation. It is assumed 
that the degree of balance between data controllers and data subjects is significantly 
co-determined by two main factors; first of all, the extent to which data subjects are 
aware of the divergence between ordinary language use and legal language use and, 
secondly, the discrepancies in contract interpretation potentially arising in litigation. 
Adapting Jenkins concept of participation, one may assume a participatory privacy 
culture to be an information society in which data subjects “believe that their contri-
butions matter,” [36:6] and where they assume the role of an agent rather than that 
of a merely  passive recipient. The information requirement of the GDPR and the 
provisions relating to informed consent constitute a significant contribution to the 
empowerment of the data subject (see [1]).

2.3  The GDPR and the Illusion of Informed Consent

Article 4 of the GDPR defines consent as “any freely given, specific, informed and 
unambiguous indication of the data subject’s wishes by which he or she, by a state-
ment or by a clear affirmative action, signifies agreement to the processing” [29]. 
In addition to this, Article 7 of the GDPR sets out that where processing operations 
are based on data subjects consent, the data controller should be able to demonstrate 
such consent was obtained [29]. Recital 32 also stresses the nature of consent as a 
“clear affirmative act establishing a freely given, specific, informed and unambigu-
ous indication of […] agreement.” [29] It could be argued that obtaining consent 
is a process rather than a short-lived act, since it is surrounded by the boundaries 
of a pre-consensual and a post-consensual phase between data controllers and data 
subjects. In contract law, the offer and acceptance rule has a long-standing tradition 
whereby the offer made by one party must be accepted by the other in order for a 
binding agreement to be formed (see [73]).

In this context, autonomy-based theories naturally endorse the idea that the 
two parties are equals, in that they can construe for themselves which aspects of 
an agreement they consider (dis)advantageous, and whether they want to be legally 
bound [20:111]. Notwithstanding the need for such unconditional equality to exist in 
contract formation, autonomy-based accounts must be relativised in a data protec-
tion context. This is because they do not sufficiently capture the intrinsic imbalance 
between data controller and data subjects. This power asymmetry is notably present 
in privacy-related instructions. Informed consent as the complete disclosure to, sub-
sequent understanding by and permission from the data subject is likely to be an 
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illusion. While the requirements under the GDPR constitute a framework to stream-
line how valid consent ought to be obtained, the participatory challenges with regard 
to written notifications, such as online privacy policies, remain unsolved. In the fol-
lowing section, the role of such informative instructions will be discussed in relation 
to contemporary genre conventions, their inherent communicative purpose, and the 
heterogeneity of the audience(s) for which they are intended.

3  Privacy Policies: Genre, Communicative Purpose and Audience

Privacy policies (or privacy notices), are the most frequently used text type to com-
municate to customers the conditions of data processing operations, i.e. when, how 
and for which purpose(s) personal data is collected, used and, if applicable, shared 
with a third party [48:221]. Within consumer protection law, it is commonly under-
stood that personal information is “a key element of the exchange process between 
consumers and online merchants” and this makes the notion of information owner-
ship a crucial issue [48:221]. In the remainder of this section, the role of privacy 
policies in the information society will be analysed with regard to three guiding 
questions:

(1) Are there general genre conventions in privacy policy drafting?
(2) What is the communicative purpose of privacy policies?
(3) Who is/are the (real) audience(s) of privacy policies?

3.1  Genre

Though a large number of online texts refer to themselves as privacy policy, the 
term itself remains opaque in the light of genre theory. It seems that the specific-
ity of legal genres is the cause of many disagreements about the characteristics of 
such texts and how exactly these are defined. After all, to categorise privacy policies 
as a specific genre of text means to understand this genre as “an abstract concep-
tion rather than something that exists empirically in the world” [13:1]. Such abstrac-
tion is an integral part of legal thought and categorisation, and the fact that privacy 
policies may differ considerably from one another is not a sufficient argument for 
the non-existence of this particular genre. There may be a problem of universals 
as to the shared properties of these texts; however it is important to stress that the 
text type of privacy policies “as a whole, is conditioned by external considerations” 
[45:28], e.g. it functions as a shield in litigation (see [37]). Therefore, any text may 
constitute a privacy policy, provided that it contains more or less specific informa-
tion on data collection, the purposes of data processing, the sharing of data, and 
that it is likely to employ linguistic strategies in order to prevent privacy litigation 
(see [48]). While frequently featuring keywords, such as personal data (595 times), 
information (169 times) and communication (29 times), the GDPR does not con-
tain the terms privacy policy or privacy notice, or a specific definition of binding 
structural or linguistic criteria that such texts must fulfil. Article 13 of the GDPR, 
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however, provides a more specific taxonomy of the controllers duties under the 
information requirement that could potentially instigate international standardisa-
tion processes in policy drafting by means of normalisation. Notwithstanding the 
normative impact of the GDPR as far as policy drafting is concerned, the genre of 
privacy policies itself is also largely influenced by the numerous opportunities for 
computational representation and mediation. This may be termed the digital folding 
of privacy (see [7]). The representation and mediation of legally relevant informa-
tion is no longer bound solely to the plasticity of linguistic structures, but also to 
their arrangement and accessibility in the digital space. Multi-layered privacy poli-
cies, for instance, exemplify how the digital space transforms conventional modes 
of communication. Nevertheless, the notion of genre is inextricably linked to the 
expectations, or socio-cultural pretext, that both policy drafters and policy readers 
hold towards the text type and its interpretation. Essentially, privacy policies and 
any other privacy-related text type do not constitute normative sources of law, such 
as contracts, but constitute accompanying informative instructions that set out the 
context of data handling. At this stage of the enquiry, the communicative purpose(s) 
which privacy policies serve as a distinct genre of instructive texts should also be 
considered.

3.2  Communicative Purpose as Discourse in Privacy Policies

A privacy policy is written legal text that is intended to last [3:125], as it should 
provide accountable evidence for compliance with the information requirement, par-
ticularly with Articles 12 and 13 of the GDPR. At this point, a distinction ought 
to be made between the notions of text and discourse, as they are used to describe 
language interpretation in this paper. Text refers to the formal structures of language 
that triggers “the recall of some familiar state of affairs” in a language users mind 
[67:6]. In contrast, the term discourse signifies the actual communicative purposes 
underlying a certain text and its production [67:6]. Widdowsons understanding of 
discourse assumes that it is not texts which carry meaning, but that individuals adopt 
an agentive role in which they interpret texts “as a discourse that makes sense to 
them” [ 67:6]. Texts themselves do not construe or contain context, but they merely 
underlie the activation of such contextual meaning in the mind of the reader [67:23]. 
Thus, the primary or intended discourse of a given privacy policy may diverge con-
siderably from the secondary discourse derived by a data subject at a later point in 
time. This is because privacy policies are legal documents that primarily record the 
intended discourse and legal interests of data controllers “who can only account for 
second-person reaction by proxy” [68:11]. The primary discourse or intended com-
municative purpose, it seems, is not necessarily the provision of abundant informa-
tion to the data subject, but rather the construction of a linguistic wall that effectively 
prevents privacy litigation. Indeterminacy, that is, the inassignability of a truth value 
to the relationship between a linguistic sign and a referent, is likely to be utilised 
by data controllers. A probabilistic legal realist argument [17:143] stands to reason 
according to which data controllers utilise strategic indeterminacy in order to bal-
ance out the obligations imposed by the information requirement and to obtain the 
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highest possible degree of litigation prevention (privacy policies as a legal shield). 
The use of such strategic indeterminacy does not necessarily require an intention 
to present untrue or misleading privacy-related information on the part of the data 
controller. However, it is arguably sufficient that the controller accepts the potential 
consequences arising due to the use of such indeterminacy.

3.3  The Audience(s) of Privacy Policies: Between Scylla and Charybdis

Article 12 of the GDPR provides that any information and communication relat-
ing to the processing of personal data must adhere to the linguistic requirements 
of concision, transparency, intelligibility and accessibility [29]. The frame-
work also specifies that the language used in such communication must be clear 
and plain, “in particular for any information addressed specifically to a child.” 
[29] Importantly, the legislative intent underlying the GDPR appears to be the 
removal, or at least levelling, of power asymmetries between data controllers 
and the specific audience targeted. The presence of linguistically induced power 
asymmetries is notably evident in data collection by means of implicit consent, 
i.e. where individuals are assumed to agree to an online privacy policy when 
visiting a website before having had the opportunity to read and understand the 
agreement [48:222]. In contrast, explicit informed consent, as prescribed by the 
GDPR, seemingly alleviates unethical practices by placing more control in the 
hands of the data subject. The audiences of privacy policies are not homogenous; 
rather they differ in age, education, legal literacy and awareness, privacy atti-
tude, value orientation and world knowledge, yet the conventionalised language 
use encountered in privacy policies seems to suggest otherwise. While overt fal-
sification is diametrical to the ethics of business communication, data controllers 
may utilise indeterminacy to induce the inference of “unstated meaning, beyond 
that derivable from the literal content explicitly stated message” [49:149]. To 
this end, data controllers must necessarily balance direct, lucid communication 
and face-saving communicative devices that comply with interpersonal norms of 
politeness in communication [49:169]. The space between privacy-related pre-
cisification and deprecisification is thus likely left negotiable for legal manoeu-
vres, and to open the privacy policy for legal assessment [26:159]. The reality of 
unknown heterogenous audiences requires, or even forces upon data controllers, 
the choice “between Scylla and Charybdis” (see [41]), between explicitness and 
trust-winning politeness regarding privacy information, such as purpose specifi-
cation and purpose limitation. It is conventionalisation that defines what the text 
is, what the text means and for whom it is written. Following Barthes, the mean-
ing and interpretation of privacy policies is embedded in a multidimensional 
space “in which are wedded and contested various kinds of writing […] the text 
is a tissue of citations” [5:4]. The construction of a privacy policy is accompa-
nied by the immediate death of its code, which is subsequently re-animated by 
the individual seeking to engage in a meaning-making process (see [68]).
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4  The ambiguity of (Un)informed Consent: Legal and Linguistic 
Indeterminacy

4.1  Linguistic Indeterminacy and Privacy Policies

In the previous section, obtaining individuals informed consent was described as a 
process rather than a short-lived act. In this section, the ambiguity residing in the 
concept of informed consent will be argued with reference to the process–product 
dichotomy [66:224] and the distinction between legal and linguistic indeterminacy 
[8]. For instance, informed consent relating to data processing purposes may be 
conceptualised as both the process of language interpretation and the overt result 
of meaning-making [66:224]. Notably, the ambiguity between informed and unin-
formed consent may be explained by virtue of the interplay of meanings involved in 
the interpretation process, namely “meaning in the world”, “meaning in the mind” 
(see [18:1–14]) and meaning in context see ([30:135–145]). First, the code or scaf-
folding of privacy policies may be meaningful in relation to the mental link between 
language and the readers knowledge of the world, or data handling processes spe-
cifically (meaning in the world). Secondly, the code may allow for the recognition 
and assignment of mental representations in the readers mind towards abstract and 
non-abstract referents, such as automated decision-making (meaning in the mind). 
Thirdly, since context-dependence is an undeniable feature of any written text, 
some of the meaning of privacy policies may be generated in relation to “the use to 
which [language] is put” (meaning in context) [18:41]. It is therefore reasonable to 
conceive the linguistic indeterminacy of privacy policies as a multi-componential 
phenomenon of truth value assignment, which arises due to the ubiquity of blurry 
boundaries in reference, cognition and context. While it is reasonable to assume that 
there is a potential for linguistic indeterminacy to occur on multiple levels of writ-
ten and spoken legal discourse, it is a logical fallacy to equate legal and linguistic 
indeterminacy.

4.2  Legal Indeterminacy and Privacy Policies

Linguistic indeterminacy often induces legal indeterminacy in privacy policies, but 
the occurrence of the former does not per se justify the latter [23:9]. The distinc-
tion to be made between the concepts is, inter alia, related to the parameters of code 
and context. Legal indeterminacy manifests itself either “on the face of the instru-
ment,” [50:140] that is as a co-product of vagueness, indefiniteness and ambiguity, 
or it arises due to an uncertainty in relation to extralinguistic aspects (context). To 
distinguish between the linguistic code of privacy policies and their context is piv-
otal. While the semantic meaning or code of privacy policies relates to the shared 
linguistic knowledge of a speech community, the context of a certain privacy policy 
“is not what is perceived in a particular situation, but what is conceived as relevant” 
[67:19]. The following shows two examples of legal indeterminacy that is not caused 
by the linguistic code itself, but what is regarded as relevant by the data subject.
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(1) “we do not make your …email addresses available to third parties (except for 
subsidiaries, subcontractors or agents acting on our behalf in compliance with 
this Privacy Policy)” [48:228].

(2) “We reserve the right to disclose information […] as necessary or appropriate, 
in our view, to operate the Services, process orders or registrations” [74]

(1) and (2) lay out the conditions for disclosure of identifiable information to 
third parties, and contain different forms or degrees of legal indeterminacy. In (1), 
the data subject is assured that personal information will not be disclosed to third 
parties except for unidentified subsidiaries, subcontractors or agents. In (2), informa-
tion may be disclosed if this is deemed necessary or appropriate by the data con-
troller. It is not defined or exemplified under which circumstances such disclosure 
will take place. Therefore, the consent obtained from a reasonable data subject is 
unlikely to be informed in these examples due to the lack of contextual information 
that causes legal indeterminacy. In (2), it becomes clear that adjectives may function 
as powerful deprecisification tools in privacy policies, and that they can seriously 
prejudice informed consent. The collection of qualitative examples as seen above 
may be a fruitful starting point as such data relates to actual language use in the 
information society. However, it cannot provide insights on general tendencies in 
privacy policy drafting. The following section will argue why and how “computer-
assisted legal linguistics” (see [61]) may prove a useful approach to gain comparable 
and verifiable insights into privacy policy drafting that goes beyond a mere intro-
spective inquiry.

5  Corpus Linguistics as a Method in Policy Drafting: Chances 
and Limitations

While the methods and procedures associated with the area of corpus linguistics 
“are still developing, and remain an unclearly delineated set”, [44:1] the quantita-
tive investigation of legal texts, such as contracts, wills, terms of service and privacy 
policies may provide comparable and verifiable data on authentic legal language 
use. In contrast to qualitative introspective research, legal corpus linguistics is not 
concerned with individual linguistic choices, but instead investigates how often a 
certain linguistic feature occurs and whether any statistically significant tendencies 
can be identified. Legal corpus linguistics has great potential to function as a useful 
tool in privacy policy drafting, but it is also pivotal to stress potential limitations of 
this method, particularly those relating to the commensurability and generalisability 
of findings [60:292].

5.1  Online Privacy Policies and the Sample Corpus Approach (SCA)

In Sect.  2, the communicative purpose of privacy policies was related to the aim 
of providing accountable evidence for compliance with the GDPR, and the infor-
mation requirement specifically. Any quantitative inquiry into the language use of 
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such legal documents is conducted based on the assumption that a collection of legal 
texts, such as privacy policies, represents a “particular type of language over a spe-
cific span of time” [44:8]. Importantly, the degree of balance and representativeness 
within a certain sampling frame is essential in order to provide a diagnostic descrip-
tion of the characteristics of a certain population [44:8]. A snapshot corpus, such 
as the one presented in this paper, provides authentic language data from a specific 
period of time and allows for the study of diachronic change in legal language use. 
The compilation and analysis of snapshot corpora may function as a valuable point 
of reference in academic and non-academic contexts. The idea of utilising such cor-
pora in relation to the identification of common genre conventions and audience-
oriented drafting for legal professionals is inviting. However, a snapshot corpus, 
like any other language collection, does not capture the language of privacy-related 
information per se, but provides a time-dependent and context-dependent window 
into such language use and its related characteristics, e.g. the occurrence of linguis-
tic indeterminacy in  and around the use of  adjectives. A sample corpus approach 
may be used to identify tendencies or probabilities for certain linguistic units to 
occur, but it does not generally allow for underlying intentions, or the primary dis-
course at the creation of a text.

5.2  The Quantifiability of Imprecision

Indeterminacy or imprecision is a ubiquitous characteristic of human language 
and, paradoxically, it is often a necessary catalyst for efficient and successful legal 
communication (see [23:27–48]). After all, if every element in such an exchange 
received full specification, any communicative process would turn out to be rather 
cumbersome [27:25] or even break down entirely. In the context of privacy-related 
texts, “overspecification” (see [2:555–574]) of information may in fact be detrimen-
tal to effort to comply with the GDPR, since privacy policies already contain an 
overwhelming amount of information and yet lack the requirements of clarity and 
concision. It is an established insight in legal linguistics that certain constructions, 
such as adjectival phrases, have particular precisification qualities that regulate the 
space between specification or deprecisification within a legal document (see [26]).

While the phenomenon of imprecision itself cannot be quantified by means of 
corpus analysis, the use of this method provides valuable linguistic data on the fre-
quency and distribution of imprecise or indeterminate expressions in privacy poli-
cies. As previously established, the communicative choices made by policy drafters 
are often the result of balancing explicitness and trust-winning politeness (see [16]). 
In a second step, it is reasonable to assume that in the drafting of privacy policies a 
precisification interdiction is operative according to which in certain contexts “the 
line [of precisification] is not to be drawn” [71:330]. The use of deprecisification 
tools, such as indeterminate adjectival phrases, is thus likely to constitute a commu-
nicative strategy in order to prevent privacy litigation. In other words, a probabilistic 
argument can be made that some data controllers make use of strategic indetermi-
nacy in privacy policies, and that language corpora can provide statistically verifia-
ble and comparable data on the linguistic realisation of the information requirement. 
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Finally, such language collections “do not only allow for verification of current 
analyses” but “will in time, provide answers to as yet unknown research questions” 
[57:2] in other areas, such as legal theory, legal sociology as well as linguistics. In 
the following section, the privacy policy corpus compiled for the purposes of this 
project will be introduced.

6  Empirical Study: A Corpus‑based Investigation of Privacy Policies

6.1  Method

In this section, the procedure of selection, annotation and analysis of the Privacy 
Policy Corpus will be presented. For the purposes of this study, online privacy poli-
cies were selected from businesses of varying sizes within and outside of the Euro-
pean Economic Area (EEA). The three selection criteria were “relevance-based 
website pre-selection”, [70:1332] “section-based sub-sampling”, [70:1332] and 
randomisation of the online privacy policies origin. All privacy policies were col-
lected between 1st and 2nd June 2018, and subsequently, the linguistic data obtained 
were used to compile a specialised language corpus. The dataset may therefore be 
described as an authentic snapshot of international legal language use in the period 
of GDPR enforcement in Europe. This may be particularly valuable as it offers 
insights into the multiple legal and linguistic facets of privacy policy drafting at the 
time when GDPR enforcement began.

The linguistic resources were annotated by TreeTagger, the multilingual parts-of-
speech tagger developed by Schmidt, (see [51]) and provided online by the Univer-
sity of Lancaster [59]. The language corpus was then quantitatively and qualitatively 
analysed using the analysis toolkits LancsBox (v3.02) and Anthony’s Antconc, 
which allow for descriptive as well as comparative analysis of naturally occurring 
linguistic data. The corpus-based investigation sought to detect re-occurring pat-
terns of linguistic indeterminacy. Particular focus was placed on the tension between 
the precisification and deprecisification qualities of indeterminate adjectives in the 
privacy policies in the context of purpose limitation and purpose specification. A 
corpus-driven approach was chosen so as to allow for the emergence and description 
of regularities and irregularities from the data rather than to impose a previously 
formed legal evaluation on the part of the observer [9:196].

6.2  Data

The corpus compiled for the purposes of this study consists of 350 English online 
privacy policies from the following 35 countries: the United States, the United 
Kingdom, Germany, France, Austria, Switzerland, Sweden, the Netherlands, Can-
ada, Finland, Ireland, China, Malta, Russia, Spain, Italy, Israel, Luxembourg, Japan, 
Denmark, Malaysia, Slovakia, Belgium, Taiwan, Australia, Lithuania, Poland, 
Estonia, Latvia, South Korea, New Zealand, Lichtenstein, Nigeria, India and the 
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Czech Republic. Figure 1 shows the distribution of privacy policies selected across 
countries:

In total, the language data consists of 1,158,180 tokens and 20,128 types. The 
notions tokens and types are used in the sense of McEnery and Hardie, who define 
the former as “any instance of a particular wordform” [44:50] and the latter as “a 
particular, unique wordform” [4442:50]. The policies included in the corpus diverge 
in length, structure and lexical density. While the shortest policy displays a mini-
mum of 346 tokens, the maximum length measured is 16,524 tokens. The length of 
an average policy is 3309 tokens, with a median of 2998 tokens. The absolute fre-
quency of tokens across all policies shows a standard deviation of 2059.23. Figure 2 
shows the frequency intervals of all attested tokens across the corpus:

The policy with the lowest value shows a minimum of 154 types, the maximum 
lies at 1933 types. The average number of types is 716.47 with a median of 718 
and a mode of 575. The absolute frequency of types displays a standard deviation 
of 278.95. 72 privacy policies show a frequency interval between 1346 and 2346 
tokens, which points towards a normal distribution of the data. Figure 3 shows the 
frequency intervals of types across the privacy policies:

38% of policies (N = 133) show a frequency interval between 574 and 854 types, 
which also confirms the normal distribution of types across the language corpus. 
The type-token ratio as the variation in word choice lies at 0.01738 and is depicted 
in Fig. 4:

The diversity in length and lexical density becomes evident in the stark contrast 
between the total number of tokens and types. This confirms the assumption that pri-
vacy policies potentially have a fixed conventionalised set of words, i.e. a linguistic 
comfort zone that is rarely left. Lancsbox classifies 30.66% of tokens as nouns (N), 

Fig. 1  Distribution of privacy policies across the privacy policy corpus
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16.09% of tokens as verbs (V), 25.06% of tokens as prepositions and subordinating 
conjunctions (PRP + SUB), 7.05% of tokens as adjectives (AJ), 3.70% of tokens as 
adverbs (AV), 10.75% of tokens as coordinating conjunctions (CC) and 6.69% of 
tokens as determiners (DT). The distribution (absolute frequency) of these parts of 
speech is shown in Fig. 5:

In this section, a general overview of the main characteristics of the data 
collected was provided. The data suggests a strong resemblance between the 
language of privacy policies and that of normative texts, e.g. statutes or con-
tracts, due to the frequent nominalisation and complex syntax by means of sub-
ordination. In the following section, a quantitative and qualitative analysis of 

Fig. 2  Distribution of privacy policy length across the corpus

Fig. 3  Distribution of types across the corpus
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indeterminate adjectival phrases from the policies will be presented. The find-
ings of the analysis will then be related to relevant legal questions in the context 
of transparency, informational self- determination and the issue of (un)informed 
consent.

6.3  Analysis

This section sets out to ascertain which forms of linguistic indeterminacy arise 
in the policy corpus, and how this indeterminacy may be relevant to the infor-
mation requirement under the GDPR. First, a quantitative analysis of the data 
will be presented with a view to showing both frequent and infrequent adjecti-
val phrases employed by policy drafters. Secondly, the most salient instances of 
indeterminacy arising from such phrases will be discussed in detail with regard 
to their legal relevance in the light of the language norms imposed by the GDPR.

Fig. 4  Distribution of tokens and types across the corpus in comparison

Fig. 5  Distribution of parts of speech (PoS) across the corpus
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6.3.1  Quantitative analysis

The corpus shows various manifestations of linguistic indeterminacy, originating 
from both the linguistic expressions used and an unclear referential relationship 
towards the external world. While adjectives only constitute approximately 7.3% of 
all linguistic forms, previous research shows that they are powerful tools of both 
precisification and deprecisification (see [47]), with some authors explicitly warning 
of their use in legal contexts (see [22]). Adjectives may thus also play a crucial role 
with regard to providing privacy-related information, e.g. processing purposes. In 
the following subsections, the general tendencies found in the data will be described. 
Then, the absolute and relative frequency of the most frequently attested adjectives 
will be presented and the quantitative distribution of frequently occurring word part-
nerships containing these adjectives will be shown. These findings will subsequently 
be contextualised with the legal challenges of informed consent.

6.3.1.1 General tendencies As previously stated, the data shows a strong tendency 
towards nominalisation and complex sentence structure by means of frequent subor-
dination. Notably, consent occurs 2293 times in 309/350 policies, agreement occurs 
460 times in 177/350 policies, approval is attested 27 times in 20/350 policies. In 
contrast, complaint occurs 376 times in 199/350 policies and withdrawal is only fea-
tured 107 times in 66/350 policies. In the context of consent, frequently occurring 
verb forms are allow (694 times in 240/350 policies), agree (355 times in 160/350 
policies), withdraw (152 times in 105/350 policies) and object (546 times in 204/350 
policies). The verb form complain is only attested 74 times in 54/350 policies. Con-
structions such as allow you (123/350 policies) and allow us (106/350 policies) both 
occur 179 times in the corpus. You agree to occurs 105 times in the overall corpus, but 
only in 73/350 policies, while the construction you consent to is attested 137 times 
in 96/350 policies. Object to processing (58 times in 41/350 policies) and object to 
the processing (73 times in 63/350 policies) are only rarely used constructions. The 
expression withdraw your consent (129 times in 128/350 policies) is marginally used 
and underrepresented in the data. A general insight from these preliminary findings 
is that the process of obtaining consent, informed or uninformed, heavily relies on 
such “performative formulas” [4:70] that are, despite their varying forms, construc-
tions used consistently by data controllers to establish the conditions for agreement. 
The corpus suggests a tendency for data controllers to be able to obtain consent much 
more easily than for data subjects to withdraw it, which is contrary to the require-
ments set out in Article 7 of the GDPR [29]. This raises the question as to why policy 
drafters nevertheless favour expressions relating to the acquisition of consent, even 
though the communicative requirements of privacy policies are made explicit by the 
GDPR. The adjectives in the corpus are frequently used in attributive position and 
frequently involve types such as personal (12,454 times in 346/350 policies), certain 
(1707 times in 291/350 policies), applicable (1391 times in 284/350 policies), neces-
sary (1413 times in 302/350 policies), and legitimate (989 times in 236/350 policies). 
Table 1 shows the absolute and relative frequency of fourteen of the most frequently 
attested adjectives in the corpus. These form the basis for the collocational analysis 
presented below.
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6.3.1.2 Collocational Analysis Significant word partnerships between adjectives 
and nouns are personal data (6520 times in 279/350 policies), personal informa-
tion (5426 times in 251/350 policies), third parties (1973 times in 320/350 policies), 
social media (638 times in 161/350 policies), applicable law (417 times in 158/350 
policies) and legitimate interests (401 times in 144/350 policies). It may be hypoth-
esised that the interpretation of the adjectives in such word partnerships can have a 
significant bearing on the interpretation of the textual meaning of crucial sections in 
privacy policies, for instance purpose specification. Table 2 shows the twenty-one 
most frequently used word partnerships:

Figure 6 illustrates the eighteen collocations with the highest relative frequency 
across the corpus after third parties, personal data, and personal information, which 
were excluded from this chart due to their excessive frequency:

It is evident that most data controllers make frequent reference to third parties, 
with the singular form third party being used considerably less (1641 times in 
262/350 policies). Personally identifiable information is referred to using two main 
constructions. The collocation personal data tends to be more frequently used than 
personal information, whereby the question is raised as to whether the conceptual 
difference between data and (identifiable) information is made sufficiently clear to 
the data subject. The corpus also shows that data controllers frequently make use of 
intertextual references to the construct of lawful processing, which is constructed by 
reference to applicable law, legitimate interests, legal obligations and legal basis. 
This suggests that policy drafters, potentially in an attempt to ensure GDPR-com-
pliance, lift legal constructs from privacy legislation without providing any fur-
ther specification. A considerable number of adjectival phrases may be described 
as rather precise, or specified by intertextual reference to statutory definitions, e.g. 
identifiable information may suggest this assumption. While it seems that overt 

Table 1  Fourteen most 
frequently attested adjectives

No Adjective Abs.Freq Rel.Freq per 
10 k tokens

1 Personal 12,454 107.53
2 Other 6425 55.47
3 Such 5380 46.45
4 Third 3741 32.30
5 Legal 2169 18.73
6 Certain 1707 14.74
7 Necessary 1413 12.20
8 Applicable 1391 12.01
9 Online 1308 11.29
10 Mobile 1192 10.29
11 Social 1181 10.20
12 Legitimate 989 8.54
13 Appropriate 676 5.84
14 Reasonable 396 3.42
Total N = 14 39,350 339.76
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falsification is diametrical to the ethics of business communication, data controllers 
may utilise indeterminacy to connive the inference of “unstated meaning, beyond 
that derivable from the literal content explicitly stated message.” [49:179].

Non-restrictive adjectives such as other, such or certain, which provide little or 
no specification as to quality of the concept, only narrow down the entity’s epis-
temological status [26:165]. Ethic adjectives, e.g. reasonable, in the expression 
reasonable steps, remain both linguistically and legally indeterminate, since they 
are “related to an ethical standard or moral code”, and thus “require a normative 
or deontic ordering source” to allow for a binding interpretation [26:165]. Modal 
adjectives, e.g. necessary in the expression necessary data, are sometimes used to 
form complex phrases such as reasonably necessary, thus linking social expectations 
of an ethical standard to contextual parameters of necessity. Finally, the meaning 
of relational adjectives, e.g. appropriate in the expression appropriate measures, is 
reflected in a relative requirement, e.g. data security, and an “objectively fixed or 
indisputable […] standard” [26:165]. While the linguistic indeterminacy present in 
these expressions needs no further commentary, the data seems to corroborate the 

Table 2  Twenty-one most frequently occurring word partnerships

No Collocation Abs.Freq RelFreq per 10 k 
tokens

/350 % of policies

1 third parties 1973 17.04 320 91.43
2 personal data 6520 56.30 279 79.71
3 personal information 5426 46.85 251 71.71
4 social media 638 5.51 161 46.00
5 applicable law 417 3.60 158 45.14
6 legitimate interests 401 3.46 144 41.14
7 legal obligations 225 1.94 132 37.71
8 mobile device 355 3.07 120 34.29
9 legal basis 333 2.88 119 34.00
10 other purposes 115 0.99 86 24.57
11 certain circumstances 136 1.17 80 22.86
12 mobile applications 149 1.29 73 20.86
13 reasonable steps 85 0.73 72 20.57
14 identifiable information 224 1.93 71 20.29
15 online services 92 0.79 63 18.00
21 reasonably necessary 62 0.54 54 15.43
16 certain services 72 0.62 52 14.86
17 social network 143 1.23 50 14.29
18 online advertising 61 0.53 34 9.71
19 such services 32 0.28 29 8.29
20 appropriate measures 28 0.24 24 6.86
21 such purposes 30 0.26 20 5.71
Total: N = 21 17,517 151.25
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assumption that such linguistic indeterminacy is indeed utilised for strategic reasons 
in policy drafting to maintain the interpretability and legal flexibility of the informa-
tion presented. What is more, there is a tendency for data controllers to reproduce 
the wording of the GDPR, and with it, the challenges associated with statutory inter-
pretation. In the following section, the qualitative analysis will be presented with a 
view to showing manually selected examples from the corpus, and their potential to 
prejudice the requirements of transparency, intelligibility, and most importantly, that 
of informed consent.

6.3.2  Qualitative Analysis

For reasons of feasibility and research focus, the quantitative findings of the previ-
ous analysis will be narrowed down and restricted to a usage-based investigation of 
modal and ethic adjectives. The aim of this section is to exemplify how the indeter-
minacy of such adjectival constructions is utilised by data controllers to tell “more 
than the truth” [49:179]. To allow for a systematic discussion, Fjelds typology of 
interpretation situations [26:170] was chosen to identify and explain how the inter-
pretation of privacy-related information differs from that of ordinary language use. 
The following four situations of meaning-making may be used to describe the diver-
gence in interpretation between legally trained policy drafters and the average data 
subject without legal training:

1. “The layman and lawyer [i.e. policy drafter] make the same interpretation, which 
means that general language interpretation strategies are adequate.

2. The layman and lawyer make nearly the same interpretation, but the layman feels 
insecure about his interpretation because of unusual linguistic signals.

Fig. 6  Eighteen collocations with the highest relative frequency
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3. The layman and lawyer make different interpretations because the text gives too 
few clues for the necessary recoverability of meaning.

4. The layman can make no sense of the […] text because of unfamiliar linguistic 
signals.” [26:170]

It will be argued that strategic indeterminacy is likely to be found in the con-
tinuum between precisification and deprecisification of adjectival phrases (see 
[47]) and that, in some contexts, policy drafters accept the potential for such 
indeterminacy to weaken the autonomy of the data subject. In the following, stra-
tegic indeterminacy is associated with the occurrence of imprecision in the sense 
of situation (3), where policy drafters could have provided more precisification 
devices in a privacy policy, but evidently decided to refrain from doing so.

6.3.2.1 Modal and Ethic Adjectives Policy drafters often utilise modal adjectives 
to allow for controlled specification of “context demands of purpose and grade” 
[26:164]. Article 5 (1) of the GDPR states that “[p]ersonal data shall be […] ade-
quate, relevant and limited to what is necessary in relation to the purposes for 
which they are processed” [29]. Importantly, the framework remains indeterminate 
regarding the meaning of adjectival phrases such as adequate and relevant, which 
arguably leads policy drafters to use modal adjectives in order to express and stress 
the necessity of data collection and processing. Example (3) below shows this 
communicative move potentially involving strategic indeterminacy:

(3) “We limit our uses of data for anti-fraud purposes to those which are 
strictly necessary and within our assessed legitimate interests to protect our cus-
tomers and our services” (Sect. 16, Privacy Policy Corpus).

The legal context of the data controllers data processing is established by ref-
erence to anti-fraud purposes, and then restricted to only such processing that is 
both strictly necessary and within the boundaries of the data controllers legiti-
mate interests. Whether or not consent is informed depends heavily on the inter-
pretation of strict necessity, as data subjects must have at least basic knowledge 
of the contemporary technological standards in fraud prevention, and be able to 
relate it to the undefined legitimate interests of the data controller. Modal adjec-
tives are sometimes also used as binomial expressions, which is an established 
feature of legal language use in English [32:123]. Example (4) shows how the 
indeterminacy of binomial expressions in policies may lead to complications in 
language processing:

(4) “We may share Personal Information with our headquarters and affiliates, 
and business partners to whom it is reasonably necessary or desirable for us to 
disclose your data for the purposes described in this Privacy Policy” (Sect.  82, 
Privacy Policy Corpus).

In the above example, the modal force of terms such as reasonable necessity 
and desirability remains indeterminate, and is thus unlikely to induce informed 
consent in data subjects. Notwithstanding their original intentions, the policy 
drafter calls upon the precisification interdiction to keep the policy open for legal 
assessment in potentially arising litigation. Article 5 (1) (b) states that personal 
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data can only be “collected for specified, explicit and legitimate purposes and not 
further processed in a manner that is incompatible with those purposes” [29] It 
stands to reason whether informed consent as a product is at all arguable in such 
extreme cases of indeterminacy, due to the lack of clarity in terms of reference 
and context. It is reasonable to conclude that informed consent is highly unlikely 
to take place where the data subject is confronted with “pure vagueness”, that is 
to say, an activation of the precisification interdiction where expressions “remain 
vague even if all the necessary contextual information is available.” [26:159] The 
notion of practicality in the following example causes similar problems in the 
context of data collection:

(5) We generally collect personal information directly from you where this 
is reasonable and practical, but may also acquire information from other trusted 
sources to update or supplement the personal information you provided or which 
we processed automatically (Sect. 184, Privacy Policy Corpus).

In the above example, the modal force of practicality is linked to an undefined 
moral standard of reasonability, which does not provide transparent informa-
tion on the collection process. The standards of reasonability and practicality, as 
referred to in the example, are thus likely to be a communicative strategy inten-
tionally adopted to increase data subjects dependence on how the process of data 
collection is framed. (see [56]). Similarly, example (6) shows how the level of 
data security offered is linguistically realised by reference to an unrestricted terri-
tory (and elsewhere), and an unspecified standard of reasonability regarding secu-
rity measures taken by the controller:

(6) By using the Services, you consent to such collection, storage and process-
ing in the United States and elsewhere, though the United States and other juris-
dictions may not afford the same level of data protection as considered adequate 
in your own country. We will take reasonable steps to protect your personal infor-
mation (Sect. 47, Privacy Policy Corpus).

This raises serious issues with regard to the requirement of informed consent 
since data subjects remain uninformed as to the full territorial scope of the data 
handling and the actual level of security mechanisms provided. At this point, it is 
important to acknowledge that if strategic indeterminacy really is an empirically 
recoverable variable, it is likely to be a local rather than a global characteristic 
of privacy policy drafting [8:13]. This is founded on the assumption that policy 
drafters tendentiously make use of indeterminate adjectives in sections of particu-
lar legal relevance, where litigation is sought to be prevented by linguistic means. 
In the final example (7), justifiability is framed as depending on the interests of 
the data controller rather than those of the data subject. This is in line with the 
tendency found in more recent data that controllers are more likely to provide 
information regarding their desired entitlements than those of the data subject, 
e.g. the right to lodge a complaint, as found by Knotzer and Green ([39:186]).

(7) When we have no justifiable business need to process your personal infor-
mation, we will either delete or anonymize it, or, if this is not possible […] then 
we will securely store your personal information and isolate it from any further 
processing until deletion is possible (Sect. 111, Privacy Policy Corpus).
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In the example above, the policy drafter uses a negative framing of justifiable 
business needs that does not allow for a specification as to the circumstances under 
which such justifiability ceases to exist. “[T]ransparency-by-design”, [35:4] as pre-
viously introduced, is not present in this example, since the policy is unlikely to 
satisfy the information requirement of clear language use. Furthermore, the “out-
comes of the design process”, that is, obtaining fully informed consent for a spe-
cific and explicit aspect, remain opaque due to the utilisation of both negation (see 
[72:498–518]) and indeterminacy. Due to space restrictions, a detailed discussion of 
the other adjectives is not possible. The use of other adjectives includes examples 
such as adequate level of protection, appropriate measures, considerable impor-
tance, significant changes and sufficient advance notice. The qualitative analysis has 
corroborated the assumption that linguistic indeterminacy tends to be a communica-
tive strategy employed by data controllers to maintain interpretability and flexibility 
of the text. Since privacy policies are presumably drafted with a potentially nega-
tive data subject reaction in mind (see [53]) data controllers may naturally seek to 
maintain a certain prerogative of interpretation over the informative document. This 
raises the question as to which approach the courts should take in the reinforcement 
of linguistic norms, particularly where language is used to communicate with and 
inform vulnerable audiences such as children. In this context, it becomes evident 
that the current data protection framework lacks a frame of reference for courts to 
make an empirically founded decision as to whether a certain linguistic feature is 
or is not suitable for children. Section 6 presents the potential value of multilingual 
language documentation and annotation, and explores how this can provide a rea-
sonable frame of reference for the courts in assessing audience-sensitive privacy 
information.

6.4  Results

The quantitative analysis shows that 56.6% of policies in the corpus comprise a 
range of 1346 to 4316 tokens. 38% of policies employ a range of 574 to 864 types. 
This shows that while policies may differ in length, a considerable number of texts 
use a fixed set of expressions. This is particularly evident in the collocations which 
occur throughout the corpus. The six most frequently occurring adjective-noun word 
partnerships are third parties (91.4%), personal data (79.1%), personal informa-
tion (71.7%), social media (46.0%), applicable law (45.1%) and legitimate interests 
(41.1%). The corpus also displays a strong tendency towards nominalisation and 
subordination. Particularly the latter indicates the use of complex sentence struc-
tures, which may impede the intelligibility of the privacy policies. In the context 
of granting and withdrawing consent, 68.6% of policies comprise the performative 
verb allow, 45.7% of policies the form agree and only 30% the item withdraw. The 
form object is attested in 58.3% of policies, and complain in just 15.7%. This indi-
cates that data controllers tend to place more emphasis on the collection of data than 
on the right of data subjects to withdraw consent. This may create the impression 
that it is easier for consent to be obtained than to be withdrawn, which stands in 
opposition to Article 7 of the GDPR [29]. Finally, there is a clear tendency of data 
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controllers to produce unspecified verbatim citations of adjectival phrases found in 
the GDPR, e.g. legitimate interests, reasonable steps and legal basis. This is sig-
nificant since in doing so, data controllers seem to appropriate indeterminate phrases 
commonly found in normative texts in order to present the policies as normative 
texts themselves. In the qualitative analysis of modal and ethic adjectival expres-
sions, it was found that data controllers use indeterminate adjectival phrases such as 
strictly necessary, reasonably necessary or desirable, reasonable and practical, jus-
tifiable business need and unspecified territorial information (e.g. and elsewhere). 
It may be argued that the occurrence of such indeterminate expressions without any 
further exemplification could constitute a manifestation of strategic indeterminacy 
as a means of maintaining the interpretability and legal flexibility of the policies, i.e. 
they ensure the texts are kept open for legal assessment (see [26]). Policies which 
contain these or similar expressions thus seemingly approve the inference of second-
ary discourses that are “beyond […] the literal content explicitly stated” [49:179] 
By utilising such linguistic constructions, data controllers impose on data subjects a 
sensitivity and understanding of specific legal constructs which require professional 
methods of legal exegesis that are beyond the legal literacy levels expectable from a 
reasonable person (see [28]).

7  Towards Enforceable Language Norms and an Informed Consent 
Culture

7.1  Void for Vagueness: Towards a GDPR with Teeth

The corpus analysis presented shows that after the beginning of GDPR enforce-
ment, a considerable number of privacy policies contain unfair terms. Importantly, 
these texts do not constitute contracts ipso facto; instead, they are unilateral inform-
ative instructions that set out the conditions of controllers data handling practices 
which, although not always, are often found in the context of consumer contracts. 
It was previously argued that the information requirement imposed by the GDPR 
seemingly aims to remove, or least to level potentially existing power asymmetries 
between data controllers and data subjects. This endeavour is also visible in Article 
3 of the Directive 93/13/EEC, stating that a term “which has not been individually 
negotiated shall be regarded as unfair if, contrary to the requirement of good faith, 
it causes a significant imbalance in the parties’ rights and obligations arising under 
the contract, to the detriment of the consumer” [21]. The interplay of EU consumer 
protection law and privacy legislation may be a powerful synthesis of norms which 
might have the potential to create a more balanced relationship between merchants 
and customers, between data controllers and data subjects. Privacy policies and the 
data handling practices described therein may play a significant role in the deci-
sion whether or not a consumer contract will be formed. In order to create the basis 
for a balanced relationship between data controllers and data subjects, it is reason-
able to vindicate a case-specific and audience-oriented void for vagueness doctrine 
that more clearly regulates the interpretation of the information requirement. This 
suggestion is made on the grounds that if data controllers are given the freedom 
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of relatively autonomous policy drafting, the supervisory authorities and the courts 
should be equipped with an appropriate and effective toolkit to counter any unilater-
ally imposed imbalance and dependence. Legal corpus linguistics may be a valuable 
addition to this toolkit by means of a multilingual European reference corpus that 
presents cohesive annotation and documentation of authentic language use in con-
text (see [57]).

7.2  The Applicability of a Common European Reference Corpus (CERC)

The linguistic inclusivity of privacy policies depends largely on the language code 
used in their construction. In order for an informed consent culture to live, it seems, 
formalism must die (see [65]), and pave the way for European privacy enforcement 
mechanisms that emulate validated methods of computer-assisted corpus linguistics. 
For instance, the compilation of a Common European Reference Corpus (CERC) 
for policy drafting may provide a comparable and verifiable empirical basis to guide 
the judiciary, policy drafters, data subjects and the scientific community towards 
the characteristics of linguistically inclusive, audience-oriented and GDPR-compli-
ant privacy policies. Such a corpus will provide much needed data that allows for 
a usage- based and norm-referenced legal assessment of concision, transparency, 
intelligibility and accessibility of privacy-related information. At the same time, it 
will strengthen legal certainty and reduce arbitrariness in adjudication. The decision 
as to whether a certain privacy policy adheres to the language norms of the GDPR 
would largely rely on the judiciary’s application of a systematic, yet context-sensi-
tive three-step-test of compositional inclusivity. In this empirical model, the overall 
transparency, clarity and intelligibility of privacy-related information would be con-
ceptualised as consisting of the sum of its parts. A test of compositional inclusivity 
would take into consideration a norm-referenced evaluation of the following three 
questions:

(1) Is the use of the disputed term represented in the audience-specific section of 
the CERC? If so, how often and in which context?

(2) Does the use of the term deviate from its expectable common meaning?
(3) Is the use of the term likely to induce in the audience improper interpretations 

as to the nature and the purpose of the data processing?

The utilisation of reference corpora and related analysis toolkits in interpretation 
was successfully applied in a number of US cases, where courts decided to extend 
their “statutory interpretation tool box” in order to determine the common or ordi-
nary meaning of individual linguistic expressions (see [46]). Similarly, although the 
contemporary limitations of natural language processing (NLP) must be recognised, 
(see [14]) big data corpus analysis may enable artificial intelligence with power-
ful algorithms that could allow for organised linguistic interaction with data sub-
jects. For instance, the “pure vagueness” [26:159] associated with some adjectival 
expressions could receive specification by means of plain language exemplification. 
This is not to claim that if the language code or semantic understanding of a data 
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subjects query is accessible by means of NLP, [41:66] the productivity, complex-
ity and pragmatics of linguistic indeterminacy can be entirely offset. However, as 
argued by Maxwell and Schafer, “the semantic intent of the query would be helpful” 
in information retrieval. [43:66] This interactive element to privacy-related informa-
tion could potentially lead to a more participatory consent culture, in which data 
subjects assume an agentive rather than a passive role, and where they know and are 
aware “that their contributions matter” [36:6]. However, whether or not future data 
subjects perceive themselves as autonomous agents in the information society also 
depends on the role ascribed to data protection issues in education.

7.3  Tackling the Participation Gap in the Information Society

The previous section introduced an argument for a participatory privacy culture in 
which data subjects are the architects of their informational self-determination. Yet 
for individuals to make informed decisions on privacy settings, data protection must 
be appropriately represented in education. Building on this view, it seems reason-
able that legal education in schools could be a powerful tool to tackle the lack of 
participation in the information society effectively. Paradoxically, while the begin-
ning of GDPR enforcement has generated considerable media interest, evidence for 
privacy education in national curricula remains scarce. In Austria, for instance, data 
protection law is a much- neglected child in school subjects such as Economics and 
Law and Law and Justice [11]. While it is indeed debatable when and how legal 
literacy in general and “online privacy literacy” [64:655–671] in particular should 
be acquired, the Austrian School Organisation Act (Schulorganisationsgesetz 1962) 
clearly provides that education should equip children with the knowledge and com-
petence necessary for their future life and profession. [52] In addition, Article 8 of 
the European Convention of Human Rights (ECHR) explicitly awards protection 
to childrens “private and family life” [25] and the Convention on the Rights of the 
Child (CRC) stresses that the “best interests of the child shall be a primary consid-
eration.” [15] The implementation of privacy literacy programmes in schools could 
lead to higher legal autonomy and awareness amongst students. Further endeavours 
in the regulation and specification of privacy policy drafting, as evident in the Age 
Appropriate Design Code in the UK [34], only constitute a first step and should 
be complemented by educational measures that take into account the fundamental 
right to privacy, which indisputably is in any childs best interest. The enforcement 
of privacy legislation and its concurring general preventive effects are not sufficient 
means to create a participatory privacy culture without the various linguistic bar-
riers for data subjects. The information requirement of the GDPR does allow for a 
legal empowerment of data subjects, but in order to exercise their rights and enti-
tlements, individuals must be made aware of actionable protection of their private 
and family life. The findings of the present study, for instance, seem to suggest that 
data controllers tendentially provide more information about their own entitlements 
than the rights of the data subject. Legal education concerning data protection and 
privacy issues could foster students’ ability to recognise the significance of privacy- 
related information, to draw informed conclusions on the conditions and extent of 
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processing operations and to use the conclusions drawn to make informed decisions. 
In this view, the aim of privacy education is not the transfer of professional legal 
competence, but to provide students with a toolkit that sufficiently represents the 
space between privacy legislation as it is and privacy information as it ought to be 
(see [33:593–629]).

8  Conclusion

This study investigated how indeterminacy is utilised in policy drafting, which 
functions adjectives fulfil in this context and how this can be accounted for. In this 
context, the legal challenges for informed consent were discussed and related to the 
question as to whether the information requirement of the GDPR is sufficient. To 
this end, a usage-based investigation of 350 online privacy policies was conducted, 
including a quantitative and qualitative analysis of the texts. It was found that a con-
siderable number of data controllers continue to make use of indeterminacy in the 
context of purpose limitation, which prejudices compliance with the requirement of 
informed consent under the GDPR. The corpus shows a strong tendency towards 
frequent nominalisation and subordination, leading to complex and cognitively chal-
lenging syntax in privacy policies. The quantitative analysis revealed that while 
privacy policies may differ considerably in length, drafters seem to use a relatively 
fixed set of expressions in written instruction from which they rarely deviate. This 
linguistic comfort zone is likely established by convention and does not necessar-
ily cater for specific audiences within the information society. Policy drafters fre-
quently make use of indeterminate adjectival phrases from the GDPR, which leads 
to the conclusion that the language of normative texts is at times unduly appropri-
ated in order to create a unilaterally induced imbalance. In the qualitative analy-
sis, the hypothesised existence of strategic indeterminacy was corroborated by the 
occurrence of indeterminate phrases and binomials, such as strictly necessary, rea-
sonably necessaryor desirable, and reasonable and practical. It is concluded that 
by utilising these and similar expressions, data controllers approve the inference of 
secondary discourses that are beyond what is explicitly stated in the policy (“telling 
more than the truth” [49]). The appropriation of normative language use requires 
professional methods of legal exegesis that are beyond the average legal literacy 
levels of the reasonable person (see [28]). This also shows severe shortcomings in 
the consideration of the diversity of the audiences targeted. With reference to Arti-
cle 3 of the Directive 93/13/EEC, a case-specific and audience-sensitive void for 
vagueness doctrine is proposed in relation to the interpretation of the information 
requirement under the GDPR. This suggestion relies on the assumption that an inter-
play of EU consumer protection law and privacy legislation may provide a power-
ful synthesis which could lead to an empowerment of data subjects. To provide the 
judiciary, policy drafters, data subjects and researchers with authentic language use 
in privacy-related information, the compilation of a multilingual, annotated and con-
text-sensitive Common European Reference Corpus (CERC) is suggested. Such data 
would provide an empirically founded basis for usage-based and norm-referenced 
legal assessment of language norms, and could be applied in the context of natural 
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language processing, e.g. by providing specification of indeterminate expressions by 
means of plain language exemplification. Finally, it is concluded that more restric-
tive regulation of privacy policy drafting is only a first step. The implementation of 
empirically informed curricula in secondary education has the potential to provide 
students with a privacy toolkit that allows for the critical deconstruction of privacy-
related information. Legal education in schools could help promote a privacy culture 
in which the data subjects of tomorrow become architects of their own informational 
self-determination. In this way, students can develop the ability and confidence to 
draw informed conclusions from privacy information in order to be able to take 
action according to their best interests.
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