
Vol.:(0123456789)

Scientometrics (2024) 129:4495–4512
https://doi.org/10.1007/s11192-024-05080-6

1 3

Closer in time and higher correlation: disclosing 
the relationship between citation similarity and citation 
interval

Wei Cheng1  · Dejun Zheng1 · Shaoxiong Fu1 · Jingfeng Cui1

Received: 6 February 2024 / Accepted: 5 June 2024 / Published online: 20 June 2024 
© Akadémiai Kiadó, Budapest, Hungary 2024

Abstract
Investigating the intricate relationship between citation similarity and the citation inter-
val offers vital insights for refining citation recommendation systems and enhancing cita-
tion evaluation models. This is also a new perspective for understanding citation patterns. 
In this study, we used the Library and Information Science (LIS) field as an example to 
determine and discuss the correlation between citation similarity and the citation interval. 
Using the methods of data collection, paper title preprocessing, text vectorization based on 
simCSE, calculation of citation similarity and the citation interval, and calculation of the 
index per citing paper, this study found the following LIS domain-based results: (i) there is 
a significant negative correlation between citation similarity and the citation interval, but 
the correlation coefficient is low. (ii) The citation intervals of the least relevant series of 
cited papers exhibit a more pronounced susceptibility to citation similarity than the most 
relevant series of cited papers. (iii) The citation intervals of the most relevant cited papers 
are more concentrated within 12 years and more likely to be published within the average 
citation interval, typically from the newer half of the cited paper list and published later 
within 5 years of the citation half-life. This study concludes that researchers usually pay 
more attention to the latest and most cutting-edge and strongly relevant existing research 
than to weakly relevant existing research. Continuous attention and timely incorporation 
of knowledge into the research direction will promote a more rapid and specialized diffu-
sion of knowledge. These findings are influenced by the accelerated dissemination of infor-
mation via Internet, heightened academic competition, and the concentration of research 
endeavors in specialized disciplines. This study not only contributes to the scholarly dis-
cussion of citation analysis but also lays the foundation for future exploration and under-
standing of citation patterns.
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Introduction

Scientific citations play a crucial role in knowledge dissemination, validation, evaluation, 
and discovery (Aksnes et al., 2019; Garfield & Merton, 1979; Jurgens et al., 2018; Synnest-
vedt et al., 2005). In addition, scientific citations act as connectors of ideas, ensuring the 
continuity of scholarly discussions and marking points of departure for new investigations. 
Explaining the pattern of scientific citations helps deepen the understanding of knowledge 
dissemination, influence, development dynamics, and resource allocation and provides 
important references and guidance for the further development of scientific research, which 
is an important research topic in scientometrics (Aistleitner et al., 2019; Chen, 2006; Cui 
et al., 2023; Slyder et al., 2011).

In the process of determining the patterns of scientific citations, citation similarity, 
which indicates the degree of relevance of the citing and cited papers, is an important vari-
able used to observe and assess the depth of knowledge dissemination (Chen, 2017; Liu 
& Chen, 2021; Nassiri et al., 2013; Rodriguez-Prieto et al., 2019). The citation interval, 
which is the time interval between the publication year of the citing paper and the cited 
paper, is also an important variable for calculating and assessing the speed of knowledge 
dissemination (Bornmann et al., 2018; Marx et al., 2014; Thor et al., 2016). However, no 
study has explored the relationship between citation similarity and the citation interval in-
depth, and exploring the relationship between the two can assist in citation recommenda-
tions and optimizing the citation evaluation model.

Therefore, the purpose of this study is to determine the relationship between citation 
similarity and citation intervals. The theoretical foundation for disclosing the relationship 
between citation similarity and the citation interval is derived from the assumption that 
greater citation similarity indicates shorter citation intervals. This assumption is rooted in 
the idea that when researchers encounter a paper highly similar to their own, they are more 
likely to cite it promptly, resulting in a shorter citation interval. In contrast, papers with less 
similarity may take longer to be discovered or recognized by researchers, leading to longer 
citation intervals.

This study reveals the relationship between citation similarity and citation intervals 
from three progressive analytical perspectives. First, we aim to reveal whether there is a 
significant correlation between citation similarity and citation interval. Second, we focus 
on a single citing paper and discuss the correlation between citation similarity and the cita-
tion interval at a more detailed level by comparing observations of the most or least rele-
vant cited papers. Third, the average citation interval (the mean citation interval for a paper 
to cite its total cited papers) and citation half-life (the time it takes for a paper to cite half 
of its total cited papers) are used as references to investigate differences in citation behavior 
on the citation interval between single citing papers and explore the relationship between 
citation similarity and the citation interval at a more specific level by observing multiple 
pairs of comparison samples. Therefore, we proposed the following research questions:

RQ1: Is there a significant correlation between citation similarity and the citation inter-
val between citing papers and cited papers?

RQ2: Is there a significant correlation between the most or least relevant series of cited 
papers and the citation interval of citing papers? If this is the case, is there a difference in 
the degree of correlation between the two.

RQ3: Introducing the average citation interval and citation half-life as references, is 
there a difference in the citation interval between a citing paper and the most or least rel-
evant series of cited papers? If so, how can this difference be characterized?
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In this study, we used English journal papers in the field of Library and Information 
Science (LIS) as an example for empirical analysis. The preprocessed title representing the 
paper was used as the text input, whereas the semantic similarity between the cited paper 
and cited paper was calculated based on simCSE. The publication year interval between 
the citing and cited papers was calculated. Correlation, regression, and statistical and com-
parative analyses were performed to determine the relationship between citation similarity 
and the citation interval. This study theoretically contributes to the body of knowledge as 
it provides a new perspective on citation analysis by observing the relationship between 
citation similarity and the citation interval. The practical contribution of this study is to 
provide empirical data support in the field of LIS for related studies by finding a significant 
negative correlation between citation similarity and the citation interval.

Background

The measurement of similarity is usually discussed in studies related to recommendation 
algorithms, such as citation recommendations and research paper recommendations (Ali 
et  al., 2022; Beel et  al., 2016; Sharma et  al., 2023; Zhang & Zhu, 2022). Furthermore, 
citation similarity is measured in a variety of ways, and the mainstream methods can be 
categorized as follows.

First, co-citation network analysis evaluates the frequency with which two papers are 
cited together, unveiling thematic parallels and intellectual associations (Rodriguez-Prieto 
et al., 2019; Tantanasiriwong & Haruechaiyasak, 2014). Other studies have used citation 
networks to calculate citation similarity (Pagani et al., 2015; Pornprasit et al., 2022; West 
et al., 2016). However, the measurement of citation similarity based on citation networks 
only considers the direct citation and citation counts between papers and does not con-
sider the semantic information between the citing and cited papers. Second, word vectors 
are constructed and thus similarity is computed based on traditional statistical learning 
methods, such as word vectors based on traditional statistical learning methods, which, 
in turn, calculate text similarity, e.g., TF–IDF (Tata & Patel, 2007), co-occurrence matrix 
(Rohde et al., 2006), LSA (Niraula et al., 2013), and LDA (Niraula et al., 2013). Although 
the above method calculates the similarity based on the text content at the word level, it 
ignores the semantic information of the citing and cited papers. Third, with the develop-
ment of word-vector embedding models and continuous optimization of their ability to 
represent text semantics (Ethayarajh, 2019; Jatnika et  al., 2019), the semantic similarity 
analysis using natural language processing techniques has been widely used to assess the 
similarity between citing and cited papers (Buscaldi et al., 2024; Lu et al., 2023). Semantic 
similarity calculations can reflect the content relevance between citing and cited papers 
more realistically. Although semantic similarity calculation is more complex and requires 
considerable computing time and resources, the wide application of GPUs can cope handle 
this problem well. Therefore, this study adopted a semantic similarity calculation method.

Text vectorization is the transformation of text into a suitable vector representation, 
which is the preparation step for citation semantic similarity calculation. From TF–IDF to 
Doc2Vec and from ELMo to BERT, scholars have explored methods to represent text more 
accurately and completely, map it into high-dimensional vectors, and improve the quality 
of the spatial identification of textual semantics. BERT can represent the semantic informa-
tion of the text better than TF–IDF and Word2Vec; however, the degree of differentiation 
is small, and most sentence computation similarities are approximately 0.9. To address this 
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issue, Similarity-based Contrastive Learning for Textual Sentence Embeddings (simCSE) 
makes similar texts closer in the multidimensional semantic space by contrastive learn-
ing and can learn more semantically distinguishable sentence representations compared to 
BERT, TF–IDF, and Word2Vec. Therefore, this study used simCSE for text vectorization 
(Gao et al., 2021; Wu et al., 2021).

Citation similarity is widely discussed in innovation calculation and impact measure-
ment research (Bornmann et al., 2019; Su et al., 2021; Zhang et al., 2021). However, the 
potential relationship between citation similarity and the citation interval has not been 
deeply analyzed or explored. Therefore, based on the calculation of the two variables, cita-
tion similarity and the citation interval, this study used correlation, regression, statistical, 
and comparative analyses to disclose the relationship between the two variables. This can 
provide a new quantitative analytical idea for the characterization of field citation knowl-
edge dissemination and inspire research related to citation analysis.

Data and methodology

This study focused on citing and their cited papers to rationally calculate citation similar-
ity and explores the relationship between citation similarity and the citation interval. The 
overview of the key steps for this study, shown in Fig. 1, comprises five steps: data collec-
tion, paper title preprocessing, text vectorization based on simCSE, calculation of citation 
similarity and the citation interval, and calculation of the index per citing paper.

Data collection

Semantic Scholar was launched in 2015. It was developed by the Allen Institute for Artifi-
cial Intelligence, founded by Microsoft co-founder Paul Allen. It supports open access to 
citation information for papers. Library and information science (LIS) extensively absorbs 
theoretical knowledge and methods from related disciplines, including numerous subdi-
vided research directions, and it is characterized by knowledge cross-fertilization (Rubin 
& Rubin, 2020). Therefore, cited papers of a citing paper in this field usually have greater 
differences, which can be used to distinguish between citation similarities. Furthermore, it 
facilitates unified processing and comparative analysis of data and excludes the influence 
of extreme samples (Dixon, 1950; Hwa, 2004). We obtained English journal articles from 
Semantic Scholar of LIS discipline categories in the Web of Science and excluded papers 
with fewer than six references and citations where the cited paper was published earlier 
than 1800. Data were collected on December 8, 2023, and 64,465 papers and 2,966,038 
citations were obtained. Figure 2 shows the details of this dataset. Before 1990, the num-
ber of papers in the dataset was small. In some of these years, the number of papers was 
zero; therefore, the average number of citations per citing paper takes the value of zero in 
these years as well. Meanwhile, the change in the average number of citations per citing 
paper was affected by a small number of samples and the change is not regular. Further-
more, from 2005 onward, the number of papers began to increase considerably, along with 
an overall upward trend in the average number of citations per paper. The dataset is of a 
certain size, and we used this data as a proxy to explore the relationship between citation 
similarity and the citation interval.
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Fig. 1  Overview of the key steps of this study
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Paper title preprocessing

The title is a brief text that reveals the core content of the paper and, to some extent, 
reflects the research question, methodology, and topic. Therefore, it can be used as a textual 
basis for observing the relevance of citing and cited papers. To compare the correlations 
between citing and cited paper titles more easily, the title text must be preprocessed. First, 
the titles need to be segmented and all the words converted to lowercase; second, the stop-
words in the titles are removed using the stopwords dict of NLTK; finally, NLTK is used to 
lexically annotate the words, and lexical morphology reduction of the words is achieved by 
lexical annotation. For example, after preprocessing, “Information transfer and cognitive 
mismatch: a Popperian model for studies of public understanding” will be processed as 
“information transfer cognitive mismatch popperian model study public understand.”

Text vectorization based on simCSE

simCSE is based on the concept of contrastive learning to fully acquire the semantic 
knowledge of a text. simCSE uses pre-trained word vectors as the initial representations 
of sentences and constructs contrast samples using data augmentation and negative sam-
ple sampling, generating positive and negative sample representations of the input text. 
It brings similar texts closer to the multidimensional semantic space by minimizing the 
semantic distance between the positive and negative samples (Gao et al., 2021; Wu et al., 
2021).

Fig. 2  Details of the dataset
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To obtain better text vectorization results, the pre-training model “sup-simcse-roberta-
large” is chosen, compared with “sup-simcse-bert-base-uncased.” It uses more data for 
pre-training and adopts a series of optimized training strategies, which can better capture 
the statistical features of the language and construct a more comprehensive and accurate 
semantic vector representation of the text. By inputting preprocessed titles, the simCSE 
model outputs a 1024-dimensional vector representation stored in tensor format. We iter-
ated through 64,465 citing papers and their corresponding cited papers to vectorize all 
titles.

Calculation of citation similarity and the citation interval

We calculated citation similarity and the citation interval and used a correlation analysis to 
answer RQ1. Cosine similarity is one of the most commonly used vector similarity algo-
rithms and was used in our calculations. The cosine similarity based on the tensor between 
citing and cited papers and the citation interval between citing and cited papers are as 
follows:

Paperi and Paperij are the ith ( 64,465 ≥ i ≥ 1 ) citing paper and the jth cited paper of 
Paperi in the dataset, respectively. tik and tijk are the kth ( 1023 ≥ k ≥ 0 ) element of Ten-
sor of Paperi and Tensor of Paperij , respectively. PYi and PYij are the publication years of 
Paperi and Paperij , respectively.

Because of the network debut, the citation interval(Paperi, Paperij) may be less than 0. 
For the purposes of statistics and analysis, when the citation interval(Paperi, Paperij) was 
less than 0, it was assigned as 0.

Calculation of index per citing paper

We calculated the index per citing paper and used correlation and comparative analyses 
to answer RQ2 and RQ3. For any paper in the 64,465 citing papers, if it has r cited paper, 
it contains r (citation similarity, citation interval) binary records, and the r records are 
arranged in descending order according to the size of the citation similarity value to form 
a temporary list L. We defined (citation similarity_1, citation interval_1), (citation similar-
ity_2, citation interval_2), and (citation similarity_3, citation interval_3) as the first, sec-
ond, and third binaries (indexes based on the three cited papers most relevant to the citing 
paper) of the positive order of list L, respectively. Furthermore, we defined (citation simi-
larity_ − 1, citation interval_ − 1), (citation similarity_ − 2, citation interval_ − 2), and (cita-
tion similarity_ − 3, citation interval_ − 3) as the first, second, and third binaries (indices 
based on the three cited papers least relevant to the citing paper) in reverse order of list L.

The relationship between citation similarity and the citation interval was analyzed based 
on the average citation interval and citation half-life. For any paper, if it has r cited paper, 
it contains r (citation similarity, citation interval) binary records, and the r records are 
arranged in descending order according to the size of the value of the citation interval to 
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form a temporary list L2, the calculation of the average citation interval and citation half-
life is as follows.

i represents ith ( 64,465 ≥ i ≥ 1 ) citing paper in the dataset, r represents the number of 
binary records in the temporary list L2.

Results

Correlation analysis based on per citation

For the 2,966,038 (citation similarity and citation interval) binary records, the descriptive 
statistics and Spearman’s correlations of the two variables are listed in Table 1. Table 1 
shows that in the field of LIS, the citation similarity between the citing paper and cited 
paper is mostly at the medium–low level; most of the distribution is between 0.2 and 0.6, 
the citation interval is approximately 11 years, and the distribution varies considerably, 
with a wide range of values from 0 to 23 years. There was a significant negative correlation 
between citation similarity and the citation interval, but the correlation coefficient was low 
at − 0.17. This implies that, to some extent, as the citation similarity between the citing and 
cited papers increases, the citation interval decreases; that is, the citing paper may be more 
inclined to cite the more recent and relevant cited paper.

For RQ1, we found a significant negative correlation between citation similarity and 
citation interval between citing papers and cited papers.

Correlation analysis based on per citing paper

For the 64,465 citing paper, Spearman’s correlations of citation similarity_1 and citation 
interval_1, citation similarity_2, citation interval_2, etc., are listed in Table  2. Table  2 
shows significant negative correlations between all six pairs of variables; however, the 
correlation coefficients were low (less than 0.15). The correlation coefficients of the three 
pairs of variables based on the least relevant cited paper (citation similarity_ − 1 and cita-
tion interval_ − 1, et  al.) were greater than those based on the most relevant cited paper 
(citation similarity_1 and citation interval_1, et al.) as a whole. Meanwhile, the higher the 

average citation intervali =
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citation intervalik

r
,
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i
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Table 1  Descriptive statistics and Spearman’s correlations of variables (n = 2,966,038)

**Correlation is significant at the 0.01 level (two-tailed)

Variables Mean SD Min Max 1 2

Citation similarity 0.394371206 0.166834259  − 0.227127537 1.0 1
Citation interval 11.57 11.107 0 201  − .170** 1
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citation similarity, the higher the negative correlation between citation similarity and cita-
tion interval for the three pairs of variables based on the most relevant cited paper and the 
least relevant cited paper.

To show the relationship between the six pairs of variables more intuitively, regression 
analysis was carried out on each of the six pairs of variables, and on the basis of the scatter 
plot of the distribution of the values of the six pairs of variables, the linear regression line 
and nonlinear regression line with marginal distributions were supplemented, as shown in 
Fig. 3. Figure 3 illustrates that the scatter distributions between individual subplots have 
more significant differences, as reflected between the three pairs of variables based on the 
most relevant cited paper and the three pairs of variables based on the least relevant cited 
paper. After calculation, although the linear and nonlinear regression results for each pair 
of variables were significant, the Standardized Error of the Estimate was high, and the lin-
ear regression line had a large degree of overlap with the nonlinear regression line in each 
subplot. This is because the scatter distributions within each subplot are more discrete, 
making it difficult to accurately fit all the scatters with a regression line. Nonetheless, the 
regression line reveals the interdependence and evolutionary trends of pairs of variables 
to a certain extent. In the six subplots, the citation interval decreased as citation similarity 
increased, and the trend of the three subplots on the right side was stronger than that on the 
left side. This is because, overall, the distribution range of the citation interval of the three 
subplots on the left side was smaller than that of the three subplots on the right side, and 
the trend of the changes in the citation interval in the three subplots on the right side was 
stronger when the citation similarity increased.

For RQ2, our research found a significant correlation between the most or least relevant 
series of cited papers and the citation interval with citing papers. The citation intervals of 
the least relevant series of cited papers are more strongly influenced by citation similarity 
than those of the most relevant series of cited papers, and their citation intervals tend to 
decrease more significantly when citation similarity increases.

Comparative analysis based on per citing paper

In  “Correlation analysis based on per citing paper” section, we preliminarily analyzed the 
differences between the most and least relevant series of cited papers. To analyze their dif-
ferences in more depth, especially the characteristics of the differences in citation intervals, 
we comparatively analyze them considering the following three aspects.

First, for the six index citing intervals, interval_1, citing interval_2, citing interval_3, 
citing interval_ − 3, citing interval_ − 2, and citing interval_ − 1, the number of citing 

Table 2  Spearman’s correlations 
of variables (n = 64,465)

**Correlation is significant at the 0.01 level (2-tailed)

Variable Variable Spearman’s correlation

citation similarity_1 citation interval_1  − 0.131**
citation similarity_2 citation interval_2  − 0.073**
citation similarity_3 citation interval_3  − 0.065**
citation similarity_ − 3 citation interval_ − 3  − 0.149**
citation similarity_ − 2 citation interval_ − 2  − 0.139**
citation similarity_ − 1 citation interval_ − 1  − 0.125**
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Fig. 3  Citation similarity and the citation interval based on per citing paper
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papers at different citation intervals is shown in Fig. 4, and the intervals are limited to 0–50 
years for the sake of presentation. Figure 4 illustrates that all six indices correspond to the 
most citing papers within 3 to 6 years, whereas citation interval_1, citation interval_2, and 
citation interval_3 are closer to each other in terms of peaks and are obviously significantly 
ahead of citation interval_ − 3, citation interval_ − 2, and citation interval_ − 1. In addition, 
the fold change trends of the first three indices converge, as well as of the last three indices; 
however, there is a clear difference between the fold change trends of the first three and 
the last three indices. Within approximately 12 years, the first three indices correspond to 
significantly more citing papers than the last three indices; however, after approximately 
12 years, the last three indices correspond to significantly more citing papers than the first 
three indices. This demonstrates that in the field of LIS, the citation intervals of the most 
relevant series of cited papers are more centrally distributed within 12 years, whereas the 
citation intervals of the least relevant series of cited papers are also more distributed within 
12 years but are relatively less centrally distributed.

Second, by comparing the average citation interval and citation half-life, the relation-
ship between six indices, such as citation interval_1, and the two variables is shown in 
Fig. 5a, b. For comparison, the average citation interval and citation half-life are rounded 
to integers when the values are floating-point numbers. Figure 5a illustrates that in the field 
of LIS, the vast majority of citing papers have the citation intervals of the three most rele-
vant cited papers within the average citation interval. Although more than half of the citing 
papers also had citation intervals of the three least relevant cited papers that were less than 
the average citation interval, they did not have a significant advantage in terms of the num-
ber. This suggests that more relevant cited papers are more likely to be published within 
the average citation interval. Figure 5b illustrates that the majority of citing papers have 

Fig. 4  Number of citing papers at different citation intervals
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the three most relevant cited papers with citation intervals less than the citation half-life, 
whereas just under half of the citing papers have the three least relevant cited papers with 
citation intervals less than the citation half-life. This suggests that the three most relevant 
cited papers are more likely to be the newer half of the cited paper list, whereas the three 
least relevant cited papers are more likely to be the older half of the cited paper list.

Third, to further compare the differences in the values of the six indices, such as cita-
tion interval_1, with the average citation interval and citation half-life, the frequency 
distribution of the differences in the values of the six indices with the average cita-
tion interval and citation half-life are shown in Fig.  6a, b, using 5 years as the time 
slice. For comparison, the average citation interval and citation half-life are rounded 
to integers when the values are floating-point numbers. The value interval is defined as 

Fig. 5  a Frequency of index greater than, equal to, or less than the average citation interval. b Frequency of 
index greater than, equal to, or less than citation half-life 
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[− 50, 50). Figure 6a illustrates that the differences in the values of the six indices with 
respect to the average citation interval are overwhelmingly distributed within the [− 15, 
15) interval. The three most or least relevant cited papers were most likely to have been 
published within 5 or 5 years of an average citation interval. However, the three most 
relevant cited papers were the second most likely to have been published within 5–10 
years of the average citation interval, and the three least relevant cited papers were the 
second most likely to have been published for more than 5 years of the average citation 
interval. This suggests that in the field of LIS, the three most relevant cited papers are 
more likely to be published within less than 10 years of the average citation interval, 
whereas the three least relevant cited papers are more likely to be published within 5 
years of the average citation interval. Figure 6b illustrates that the differences in the val-
ues of the six indices with respect to citation half-life were overwhelmingly distributed 
within the [− 10, 15) interval. The three most relevant cited papers were all the most 
likely to have been published within 5 or 5 years of less than the citation half-life, and 
the second most likely to have been published within 5 years of greater than the citation 
half-life. However, the three least relevant cited papers were all most likely to be pub-
lished within 5 years of the citation half-life and the second most likely to be published 
within 5 years of the citation half-life or 5 years. This suggests that in the field of LIS, 
the three most or least relevant cited papers are all more likely to have been published 
within 5 years of the citation half-life, but the three most relevant cited papers are more 
likely to have been published within 5 years later than the citation half-life, whereas the 
three least relevant cited papers are more likely to have been published within 5 years 
before the citation half-life.

Fig. 6  a Frequency of range of values (index–average citation interval) distribution. b Frequency of range 
of values (index–citation half-life) distribution
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For RQ3, our research found that the more relevant cited papers were more likely to be 
published within the average citation interval, whereas the three most relevant cited papers 
were more likely to be in the newer half of the cited paper list.

Discussion

The findings of this study, which reveal a compelling correlation between citation similar-
ity and the citation interval, offer profound insights into the dynamics of scientific pro-
gress and the mechanics of knowledge diffusion. This study demonstrates that researchers 
usually pay more attention to the latest and most cutting-edge and strongly relevant exist-
ing research than to weakly relevant existing research. Corresponding to the three research 
questions posed in the introduction, the findings are categorized into the following three 
aspects.

First, there is a significant negative correlation between citation similarity and the cita-
tion interval; however, the correlation coefficient is low because of the variability of the 
sample and the complexity of citation behavior. It is widely assumed that new ideas rely 
on the optimization, extension, and critique of existing research (Fleming, 2001; Kuhn, 
1970), therefore, citing more cited papers with a newer publication year suggests that the 
citing paper incorporates knowledge from newer outputs and is more likely to be innova-
tive. Some studies have found that more innovative and influential citing papers pay more 
attention to new and recently cited papers and incorporate and absorb new knowledge in 
their research timely (Liang et al., 2020; Petruzzelli et al., 2018; Sheng et al., 2023), which 
is consistent with the findings of this study.

Second, the citation intervals of the least relevant series of cited papers exhibited a more 
pronounced susceptibility to citation similarity than those of the most relevant series of 
cited papers, with a more marked decrease in their citation intervals observed with increas-
ing citation similarity. With the standardization, accessibility, and maturity of scientific 
research, many researchers are aware of the latest advances in cutting-edge research and 
refer to it in time to carry out their own research (Kammari, 2023; Kim et al., 2018; Zhou 
et al., 2023). Consequently, cited papers more relevant to a citing paper are more likely to 
be concentrated in recent years, and this concentration lowers the correlation coefficients 
between citation similarity and citation interval. However, it still reveals, to some extent, 
that more relevant citations tend to be more recent.

Third, the citation intervals of the most relevant cited papers are more concentrated 
within 12 years, whereas the least relevant papers are spread over a wider range. More rel-
evant articles are more likely to be published within the average citation interval. The most 
relevant ones are typically from the newer half of the cited paper list, whereas the least rel-
evant ones are more likely to be from the older half. Both the most and least relevant ones 
are commonly published within 5 years of the citation half-life; however, the most relevant 
ones are often published later, whereas the least relevant ones tend to be published earlier. 
Using the average citation interval and citation half-life as the average rate of knowledge 
updates for cited papers, the more relevant papers cited on a higher than average rate may 
be due to more long-term and sustained attention from researchers. This would shorten the 
knowledge update cycle for more refined research directions in the LIS field and contribute 
to its rapid development. The findings of this study support the argument that knowledge 
in the LIS field diffuses faster and becomes more specialized (Ding et al., 2023; Järvelin 
et al., 2023).
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The above findings prompted us to explore various aspects of the real-world reasons for 
the idea of “closer in time, higher correlation.” One explanation is that the Internet has dra-
matically shortened the time lag between the conception of an idea and its dissemination, 
fostering an environment in which ground breaking research swiftly becomes part of the 
collective intellectual discourse (Zhang & Hou, 2023). Consequently, researchers are more 
inclined to engage with and cite cutting-edge studies that closely align with their ongoing 
pursuits, thereby reinforcing the contemporaneity of citations. Another contributory factor 
could be intensifying competition within academic disciplines, driving scholars to build 
promptly upon the most recent advancements to maintain relevance and secure funding 
(Yang, 2024). In this context, our findings may reflect a strategic approach to citation prac-
tice in which authors deliberately emphasize the currency and immediacy of their work by 
referencing the most up-to-date literature. Furthermore, these findings may indicate the for-
mation and consolidation of research clusters or communities. As specific areas of inquiry 
gain momentum, they attract concentrated research efforts, resulting in a proliferation of 
studies that echo each other in terms of content and methodology (Smith et al., 2021). This 
clustering effect not only accelerates the pace of knowledge accumulation within these 
domains but also reinforces the perception of these fields as vibrant and rapidly evolving. 
In summary, the intricate relationship disclosed between citation similarity and the cita-
tion interval underscores the intricate interplay of technological advancements, competitive 
pressures, and collaborative dynamics in shaping the evolution of scientific knowledge.

Conclusion

This study considered 64,465 papers and 2,966,038 citations in LIS as experimental data 
and vectorized the titles of citing and cited papers based on simCSE to calculate seman-
tic similarity. Based on the calculation of citation similarity and citation intervals, this 
study employed correlation, statistical, regression, and comparative analyses to elucidate 
the relationships between the two variables. This study provides compelling evidence of a 
significant, albeit nuanced, link between citation similarity and the citation interval, thus 
illuminating the dynamics of scientific progress and knowledge dissemination. We demon-
strate that researchers prioritize citing recent, highly relevant works over less relevant ones, 
reinforcing the idea that innovative research builds on and extends contemporary scholar-
ship. This also signifies that novel research capitalizes on new insights, thereby validat-
ing the importance of contemporaneous knowledge in fostering innovation. Meanwhile, the 
most relevant citations cluster within a 12-year window, underscoring a quicker knowledge 
update cycle. This concentration of relevant citations within the most recent half of the 
cited works supports the rapid development and specialization of the field. Furthermore, 
these findings are influenced by the Internet’s accelerated dissemination of information, 
heightened academic competition, and the concentration of research endeavors in special-
ized disciplines.

This study contributes to the body of knowledge by enriching the research on citation 
patterns as it revealed the association between citation similarity and citation intervals at a 
deep level. Although we could not assert a causal relationship between the two variables, 
our findings can provide a new research perspective on citation motivation or behavior 
and data and argument support at the correlation level. In addition, it contributes to under-
standing the evolution of scientific knowledge. This underscores the interconnectedness 
of research endeavors and the immediacy with which new ideas can permeate through a 
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discipline. This reinforces the concept of knowledge waves or research fronts, where con-
centrated bursts of activity around specific topics propel the field forward in leaps.

This study has some limitations. Although these findings offer valuable insights into 
citation patterns and knowledge diffusion dynamics within LIS, the generalizability of 
these results to other academic disciplines remains unclear. Different fields may exhibit 
distinct citation behaviors, influenced by unique research cultures, publication cycles, and 
knowledge dissemination mechanisms. Reliance on a single dataset may also introduce 
dataset-specific biases or peculiarities that can influence the results. Future studies with 
broader datasets encompassing multiple disciplines would allow for more robust tests of 
the hypotheses and could reveal additional complexities or nuances in the relationships 
under investigation. In addition, we did not consider the effects of other relevant variables 
such as citation count, citation strength, and citation location. A more comprehensive anal-
ysis should be conducted to better understand the relationship between citation similarity 
and citation intervals.
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