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Dear Scientometrics Editors,
The interest in studying gender differences in science has increased over the last decade 

in the field of bibliometrics. Calls for diversity in science (i.e., CoARA​1), evidence demon-
strating a gender gap in science (Sugimoto & Larivière, 2023), as well as the expansion of 
algorithmic approaches for author disambiguation (Tekles & Bornmann, 2020) and gender 
assignment (Mihaljevíc et al., 2019) have greatly helped explore publication and citation 
patterns within the scientific workforce. This qualitative leap has been made possible partly 
by an improvement in the quality of metadata produced by major bibliometric data provid-
ers.2 By exploring gender inequalities in science, the scientometric community has raised 
awareness on this topic and explored the mechanisms producing such inequalities.

However, we have noted an important lack of rigour when reporting the use of algo-
rithms that assign gender to names, which play a major role on the findings reached by 
these papers. In this sense, some voices advocate that journals should collect self-declared 
gender information (Ribarovska et al., 2021), but this may go against researchers’ personal 
privacy rights. Although these algorithms are used to infer conclusions from social groups 
and do not tackle individuals’ gender, they make important assumptions that have not been 
tested. First, they presuppose that gender can be inferred from names (or images of faces), 
which is not necessarily true. Just because a name is usually associated with one gender, 
it does not mean that it is always the case. Moreover, names are not always associated 
with gender in the first place, which leads to the second limitation: there are many given 
names which are unisex (can be applied both to male and female authors), depending on 
the author’s country of origin. Third, they consider gender as a binary variable, making 
invisible other identities such as non-binary or trans authors (Lindqvist et al., 2021; Ras-
mussen et al., 2019).

There are further limitations however, which, on many occasions, are not reported or are 
overlooked. Gender algorithms usually work better with Western (and English) names than 
with Asian names, as current methods have performed poorly in non-roman names and, 
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overall, non-Western names (Karimi et al., 2016). Geographically unequal representations 
of gender in global analyses can lead to biased findings.3 This is related with the use that 
gender assignment algorithms make of lists of gendered names as a fundamental compo-
nent. These lists are often not reported in the studies. It is critical to understand how they 
are composed as some do not consider the cultural and regional variations that can exist 
within countries. A notable example of this limitation is evident in Slavic countries, where 
gender assignment based solely on given names is less efficient than focusing on both 
first names and surnames, since gender information can be found in surnames (Mryglod 
et al., 2023). Moreover, it is important to recognize that some algorithms, such as NamSor 
and Gender API, do not transparently report the sources of their name-gender lists, leav-
ing room for uncertainty regarding their origin and reliability. Therefore, advocating for 
increased transparency in the description of gender assignment methods in gender-related 
research is essential to address these limitations and promote more robust and inclusive 
practices within the field.

Table  1 includes a brief analysis that illustrates the extent to which transparency is 
needed in these studies. We retrieved journals articles published since 1981 responding to 
the following search query in Scopus:

TITLE-ABS-KEY (gender) OR TITLE-ABS-KEY (wom?n) OR TITLE-ABS-KEY 
(*male) AND (LIMIT-TO (EXACTSRCTITLE, “Scientometrics”))

We retrieved a total of 271 records out of which 222 used some sort of method to infer 
gender from their dataset. 28.4% assigned gender manually by doing online searches or 
based on the researchers’ knowledge of gendered names. 27% of the articles analysed did 
not report how they got the gender information. Then, 16.2% of articles got gender infor-
mation from secondary official data which already assigned gender to its subjects. In most 
cases this was governmental or university data. 19 articles (8.6%) used third-party algo-
rithms (e.g., genderize.io, Gender API). The drawback of these methodologies is the lack 
of replicability they allow. The first three cases (manual assignment, no information and 
secondary data) are impossible to track back, however, the use of algorithms is no easier to 
examine for robustness. For instance, there is no information about where data from Nam-
Sor’s Gender Guesser comes from.4 Gender API, another commonly used service, sim-
ply states that data comes from “publicly available data, governmental data and manual 
additions/corrections”.5

However, in recent years, research has started to focus more extensively on this methodo-
logical issue, and we found 19 articles (8.6%) that designed their own method to assign gen-
der, either from scratch or combining previous methodological approaches. In this last group 
we find exemplary cases of transparent, robust and replicable reporting on gender assign-
ment. This is the case of Ma et al. (2023), that recognizes the challenge of assigning gender 
to names and its binary nature, producing a method to assign gender to their dataset. Fell and 
König (2016) included a step-by-step validation of their initial results. El-Ouahi and Larivière 
(2023) dedicate an Appendix to discuss their gender assignment method. Chan and Torgler 

4  https://​gender-​guess​er.​com/.
5  https://​gender-​api.​com/​en/​frequ​ently-​asked-​quest​ions.

3  They may also lead to inaccurate findings (i.e. Andrea is commonly assigned to men in Italy and to 
women in Spain).

https://gender-guesser.com/
https://gender-api.com/en/frequently-asked-questions
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(2020) include a detailed account of the combination of methods used in their supplementary 
material.

Devoting time and space to explain the gender disambiguation process is not only feasi-
ble but essential to understand caveats and critically contrast findings with previous research. 
Thus, we make a call for transparency when reporting gender assignment. Moreover, good 
research needs to be replicable. Providing a clear methodology and allowing replicability is of 
great importance for the development of science. We encourage all researchers to apply these 
principles to their research.

Funding  This work was funded by Ministerio de Universidades, FPU21/02320, Elvira González-Salmón, Min-
isterio de Ciencia e Innovación, MCIN/AEI/https://​doi.​org/​10.​13039/​50110​00110​33 FSE invierte en tu futuro, 
Nicolas Robinson-Garcia, PID2020-117007RA-I00, Nicolas Robinson-Garcia.
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