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Abstract
Predicting the impact of academic papers can help scholars quickly identify the high-qual-
ity papers in the field. How to develop efficient predictive model for evaluating potential 
papers has attracted increasing attention in academia. Many studies have shown that early 
citations contribute to improving the performance of predicting the long-term impact of a 
paper. Besides early citations, some bibliometric features and altmetric features have also 
been explored for predicting the impact of academic papers. Furthermore, paper metadata 
text such as title, abstract and keyword contains valuable information which has effect on 
its citation count. However, present studies ignore the semantic information contained in 
the metadata text. In this paper, we propose a novel citation prediction model based on 
paper metadata text to predict the long-term citation count, and the core of our model is to 
obtain the semantic information from the metadata text. We use deep learning techniques to 
encode the metadata text, and then further extract high-level semantic features for learning 
the citation prediction task. We also integrate early citations for improving the prediction 
performance of the model. We show that our proposed model outperforms the state-of-the-
art models in predicting the long-term citation count of the papers, and metadata semantic 
features are effective for improving the accuracy of the citation prediction models.
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Introduction

With the rapid increase of academic papers, evaluating the impacts of academic papers 
has become a hot issue. Citation count is one of the most commonly used indicators for 
evaluating paper’s impact, a paper with more citation count is considered to have higher 
impact. Researchers have proposed many classical indicators based on the citation count 
for impact evaluation of scholars, journals and papers (Braun et al. 2006; Egghe, 2006; 
Garfield, 2006; Hirsch, 2005; Yan & Ding, 2010). Since the citation count is easy to 
obtain from the literature databases, scholars usually regard this simple, standard and 
objective indicator as a key factor on locating the papers for reading. With the rapid 
increase in the number of academic papers, scholars usually need to identify high-impact 
papers in advance, these papers can inspire scholars to breed research ideas to an cer-
tain extent, so that helping with planing their research directions better (R. Abrishami 
& Aliakbary, 2019; Hu et  al. 2020; Yan et  al. 2012). Predicting the citation count of 
papers can help scholars capture the high-quality papers in the field (Ruan et al., 2020). 
As Abrishami and Aliakbary (2019) said: “By predicting the citation count of a paper, 
we can evaluate the future impact of the paper authors, with potential applications in hir-
ing researchers and faculties, and granting awards and funds”, and some existing works 
also hold the similar viewpoint (Bai et al., 2019; Clauset et al., 2017; Ruan et al., 2020; 
Xiao et al., 2016). Therefore, it is also of important reference value for peer review pro-
cess to solve the above-mentioned fundamental problems.

Previous studies have focused on building effective citation count prediction mod-
els for exploring the citation patterns of academic papers (Bai et al., 2019; Cao et al., 
2016; Chen, 2015; Yan et  al., 2011), they chose machine learning algorithms such 
as k-Nearest Neighbor (KNN), XGBoost and Gradient Boosting Regression Trees 
(GBRT). For example, Yan et al. (2011) first presented the citation count prediction 
task. They predicted the future citation count for publications by employing several 
machine learning regression models. The predictive models were based on author 
feature, venue feature, paper feature and time feature. In recent years, deep learning 
(Lecun et al., 2015) has made significant achievement in various fields such as face 
recognition (Wang et  al., 2019c; Wen et  al., 2019), speech recognition (Chen et  al., 
2019; Jati et al. 2019), machine translation (Platanios et al., 2020; Zeng et al., 2020), 
sentiment analysis (Tang et al., 2019; Zhu et al., 2019) and text generation (Guo et al., 
2018; Yu et al., 2017), etc. Therefore, deep learning techniques are also considered to 
solve this citation count prediction problem (Abrishami & Aliakbary, 2019; Li et al., 
2019; Ruan et  al., 2020; Yuan et  al., 2018). Li et  al. (2019) obtained bibliometric 
features at three levels from academic heterogeneous network, and then used Convo-
lutional Neural Network (CNN) for capturing implicit relations between different fea-
tures to predict long-term citation count. This is the first study which introduced CNN 
to the citation prediction problem. A multi-layer neural network was employed to pre-
dict five-year citations of CSSCI papers (Ruan et al., 2020). This method extracted a 
total of 30 features in five categories to tackle the prediction problem. Moreover, they 
selected five features with a significant impact on the prediction performance of the 
model from all the 30 features, i.e., the number of citations in the first two years, the 
time window from the publish year to the first citation year, the publication month, 
and the journal self-citation rate. The finding shows that the prediction performance 
of the model only with these five features is slightly worse than that of the model 
using all features.
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Many features have been explored for predicting citation count. For example, early 
citations have shown that early citations contribute to improving the performance of pre-
dicting the long-term impact of a paper in many previous works (Abramo et al., 2019; 
Bornmann et  al., 2014; Newman, 2014; Stegehuis et  al., 2015). Except for early cita-
tions, some bibliometric features and altmetric features have also been explored for pre-
dicting the impact of academic papers (Hassan et  al., 2019; Wang et  al. 2019a, b; Wu 
et al. 2019). With the opening of the peer view process, the text information such as peer 
review text was also used to enhance the effectiveness of the citation count predictive 
model. Li et al. (2019b) first considered extracting the semantic representation from the 
peer view text for enhancing the effectiveness of citation prediction model. They also 
constructed the wide component according to the topic distribution, author influence and 
so on. The results show that peer view text is useful for this task. However, this method 
cannot be applied to most journal and conference papers due to the unpublished open 
peer review text of these papers.

Actually, paper metadata text such as title, abstract and keywords also contains valu-
able information which has effect on the future impact of papers (Fronzetti Colladon 
et  al., 2020; Hu et  al., 2020; Sohrabi & Iraj, 2017), and are easier to obtain than the 
peer review text. Fronzetti Colladon et al. (2020) first explored the sentiment metric of 
the abstract text, which is calculated by the regularized sum of sentiment value of each 
word in the abstract text given by the VADER lexion. Although it was the pioneer work 
which considered the impact of the sentiment on the long-term citation count of a paper, 
the semantic information contained in the abstract context was still ignored. Metadata 
text is the common and easily accessible information of a paper, it demonstrates the 
research problem, proposed method and improved result, and it is the most directly part 
for researchers to gain the information which they concerned such as research task and 
conclusion. However, present studies ignore the semantic information contained in the 
metadata text. Hence, how to effectively extract text features with semantic information 
from the metadata is crucial.

Citation prediction task includes predicting cumulative citations under given citation 
time window and predicting long-term citation sequence. In this paper, we consider the 
long-term citation prediction problem, and many researchers have made efforts on this 
task(Abrishami & Aliakbary, 2019; Cao et al., 2016). And we propose a novel citation pre-
diction model based on paper metadata text to predict the long-term citation count, and the 
core of our model is to obtain the semantic information from the metadata text. We choose 
deep learning techniques for semantic features extraction and citation prediction. The 
long-term citation count prediction task is defined as a multi-output regression problem in 
supervised machine learning, i.e., the prediction model outputs a sequence which contains 
the annual citation count received by the paper in each year. We use Doc2Vec algorithm 
to encode the metadata text, and then apply Bi-directional Long Short Term Memory (Bi-
LSTM) with attention mechanism to further extract high-level semantic features for learn-
ing the citation prediction task. We also integrate early citations for improving the predic-
tion performance of the model. We compare the proposed model with other five popular 
citation prediction methods to verify the accuracy of the proposed model. The experiment 
results show that our proposed model outperforms the existing state-of-the-art models, and 
metadata semantic features are effective for improving the accuracy of the citation predic-
tion models.

Main contributions of this paper include: (1) We propose a novel citation count predic-
tion model, which employs Doc2Vec and Bi-LSTM with attention mechanism for metadata 
semantic features extraction and citation prediction; (2) We combine early citations and 
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metadata semantic features of academic papers applying for predicting the long-term cita-
tion count of papers; (3) We verify the correctness and superiority of the proposed model 
over the existing baseline models in the citation count prediction task by running the com-
parison experiments.

The paper is organized as follows: In Related work Section we discuss previous work 
related to our research. Dataset Section describes the dataset used in our experiment. 
Methodology Section introduces the proposed model. Result and discussion Section 
presents the comparison results with the state-of-the-art models. In Conclusion Section 
we conclude the paper and describe the future studies.

Related work

Predicting the impact of academic papers

Previous studies on predicting the impact of academic papers based on the citation 
count metric are mainly categorized into two aspects: identifying the highly-cited paper 
and predicting citation count.

Identifying the highly‑cited papers

Identifying the highly-cited papers can help researchers track research trends. Gener-
ally, recognizing highly cited papers is defined as a binary classification problem. In this 
problem, many efforts have also been devoted to the design of the methods for identifying 
the highly-cited papers in the future. For example, Newman (2014) detected highly-cited 
papers in a field using z-score which was calculated by the short-term citation count of the 
papers. Wang et al. (2012) proposed a case-based classifier (CBC) based on case-based rea-
soning (CBR) and soft fuzzy rough set (SFRS), then used the classifier to predict whether 
the papers from four different journals in different fields were highly-cited papers (HCPs), 
medium-cited papers (MCPs) or low-cited papers (LCPs) within 15 years of publication.

Moreover, the efficiency of many features has been investigated extensively in this task. 
For example, Wang et al. (2019b) collected twenty-three bibliometric indices from Web of 
Science (WOS) and alternative indices from Article-level Metrics to identify the highly-
cited papers in the Public Library of Science (PLOS) by using three supervised machine 
learning methods. Their results showed that both bibliometric indices and alternative met-
rics were well predictive, and the combination of both was considered to be better. Hassan 
et al. (2019) designed eleven features extracted from the altmetric data to distinguish the 
highly-cited articles, and the user influence feature was proved to be the most important 
feature in classification. Hu et  al. (2020) defined five keyword popularity (KP) features 
for the first time, and combined KP features with author-based and journal-based biblio-
metric features for identification of highly-cited papers. Their experimental results showed 
that KP features can make the model more predictive, especially in the management 
information system (MIS) discipline. It might be that many new topics and concepts are 
often introduced in the interdisciplinary fields, thus KP features can provide more positive 
impact on the MIS papers. Wang et al. (2019a) explored the ability of four factors (impact 
of the first author, scientific impact of the potential leader, scientific impact of the team and 
the relevance of authors’ existing papers) on predicting ESI highly-cited papers based on 
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neural network. They found the potential leader factor played a more important role in the 
short term, while the team factor was more important in the long term.

Predicting citation count

Existing works for predicting citation count can be divided into two categories according to 
their input information. The first category used multiple features as the input information. 
Bornmann et al. (2014) improved the citation impact measurement by considering journal 
impact, the number of authors, the number of cited references and the number of pages. 
Bornmann et al. (2012) found that citation counts were correlated with the citation perfor-
mance of the cited references, the language of the publishing journal, the specific chemical 
subfield, and the reputation for the authors by using multiple regression analysis. Stegehuis 
et al. (2015) took two predictors, i.e., impact factor and citation count in the first year for 
predicting the long-term citation of the papers in Physics. Compared with only using one 
indicator, combining both two factors can make the regression model fit better. Addition-
ally, the issue whether other indicators are predictive or not will be investigated. Bai et al. 
(2019) introduced the Paper Potential Index (PPI) model to explore the citation pattern 
evolving over time based on inherent quality of scholarly paper, scholarly paper impact 
decaying over time, early citations and early citers’ impact factors.

In the second category, only the citation count of the paper was used as input feature. 
For example, Cao et al. (2016) found the most matched papers according to the early short-
term citations, then used the citation patterns of the most matched papers to predict the 
future citation count of a paper. The first way is using the annual average number of cita-
tions of the most matched papers as the prediction results; the second way is dividing the 
most matched  papers into three groups using Gaussian Mixture Model algorithm, and 
then finding out the centroid which is the most similar to the predicted target according to 
the early citation pattern, and using the future citations of this centroid as the prediction 
results. Abrishami and Aliakbary (2019) used sequence to sequence model for predicting 
future citation count of a paper based on its early citations, and this method outperforms 
state-of-the-arts methods. Moreover, it is also proved that the more sufficient input infor-
mation the model has, the more accurate prediction the model outcomes.

The text of academic paper affects its future impact

The title and abstract metadata is an important section used for obtaining the valuable 
information about a paper (Hu et  al. 2020), and it plays an important role in attracting 
researchers to read the paper, thus it affects the citation count (Haggan, 2004; Habibza-
deh & Yadollahie, 2010; Jamali & Nikzad, 2011; Weinberger et al., 2015; Letchford et al., 
2016; Colladon et  al., 2020). Habibzadeh and Yadollahie (2010) analyzed the relevance 
between the length of the paper title in medical journals and citation count by using lin-
ear regression analysis. In their dataset, longer title can conduct with higher citations, and 
this phenomenon occurred more in journals with high journal impact factor (JIF). Jamali 
& Nikzad, (2011) explored three main title types of PLoS journal papers, i.e., descrip-
tive, declarative and interrogative title. The conclusion shows that papers with the type of 
descriptive or declarative titles were more citable compared to that with the type of ques-
tion titles. It was the first study on the relationship between the title type of the paper and 
the citations. As Fronzetti Colladon et al. (2020) mentioned, “If the title plays an impor-
tant role as a ‘touch point’ for attracting the reader towards the manuscript, the abstract 
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should do so even more by ‘advertising’ its content and encouraging the full reading of the 
paper”. Several studies also considered that the length of paper’s abstract influenced the 
citations. Weinberger et al. (2015) constructed large abstract corpus from eight disciplines 
and found that papers with fewer words and fewer sentences in the abstract induce less 
citations, while short sentences have a positive impact on the citations of the papers only 
in Mathematics and Physics fields. On the contrary, Letchford et al. (2016) declared that 
shorter abstracts with more common words are cited more slightly.

All the above literature neglects the impact of the context semantic information con-
tained in the title and abstract metadata text on the long-term citation count, thus our 
main target is to construct the comprehensive semantic features of the metadata text. In 
this task, an important problem is how to effectively extract semantic features from the 
metadata. Different text representation methods extract different text features, several exist-
ing popular methods for extracting text features include Latent Dirichlet Allocation (LDA) 
(Hu et  al. 2020), bag of words (BOW) model, Term Frequency-Inverse Document Fre-
quency (TF-IDF) (Yahav et al. 2019) and Word2Vec (Li et al., 2018; Zhang et al., 2018), 
etc. These existing text feature extraction techniques are word-level, and they often take 
the sum (TF-IDF weighted or not) or average of the feature vectors of words in a sentence 
when constructing the sentence-level feature vector. Both two methods have a disadvantage 
that they do not consider the order of the words in a sentence. As an extension of Word-
2Vec (Mikolov et al., 2013), Doc2Vec (Le & Mikolov, 2014) can take the semantic rela-
tionship between words in a sentence into account to convert the sentence into a numeric 
vector with semantic information. It is widely used in many natural language processing 
(NLP) tasks such as sentiment analysis and text documents clustering (Aikawa et al., 2019; 
Karvelis et al., 2018; Lau & Baldwin, 2016; Markov et al., 2017; Stiebellehner et al., 2018) 
and achieves superior performance. Therefore Doc2Vec model is adopted in our work.

Dataset

In recent years, many outstanding academic achievements have emerged in artifi-
cial intelligence field. Hence, we selected a total of 20 journals at A, B levels in the 
field of Artificial Intelligence from China Computer Federation catalogue 2019, they 
are  Artificial Intelligence (AI), IEEE Trans on Pattern Analysis and Machine Intelli-
gence (TPAMI), International Journal of Computer Vision (IJCV), Journal of Machine 
Learning Research (JMLR), Autonomous Agents and Multi-Agent Systems (AAAMS), 
Computer Vision and Image Understanding (CVIU), Data and Knowledge Engineer-
ing (DKE),  IEEE Transactions on Audio, Speech, and Language Processing (TASLP), 
IEEE Transactions on Evolutionary Computation (TEC), IEEE Transactions on Fuzzy 
Systems (TFS), International Journal of Approximate Reasoning (IJAR), Journal of Arti-
ficial Intelligence Research (JAIR), Journal of Speech, Language, and Hearing Research 
(JSLHR) respectively. An academic paper may have different citations in various litera-
ture databases due to the different data sources of the literature databases. As for this 
problem, we consider using the widely-used Scopus database which is a scientific lit-
erature database to obtain the required data in our experiment. Scopus covers many 
well-known journal and conference papers, and it is the largest literature and citations 
database in the world. Another important reason for choosing Scopus as our data source 
is that Scopus adopts the powerful author name disambiguation algorithm, which pro-
vides each author with an unique Elsevier EID. We choose the pybliometrics python 
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library developed by Rose and Kitchin (2019) to extract the title and abstract along with 
the citation sequence which included the citations for 14 years from the year when the 
paper was published. Assuming that paper A was cited by paper B, in this case, if paper 
A receives more than 1 citation by the paper B, we took the citation count of paper 
A caused by paper B as 1 time. We summarized the detail statistics of the dataset in 
Table 1. As shown in Table 1, there were 9,117 papers in the dataset, and the number of 
the sentences of the papers published in each year was counted. These papers were pub-
lished from 2000 to 2006, and we counted the citation count of each paper in the 14-year 
citation window. And we excluded the paper which has no citations. Lastly, We consid-
ered 6098 published papers between 2000 and 2004 as the training set, and 3019 papers 
published from 2005 to 2006 as the test set. Since the dataset has a limited number of 
papers, we only randomly select 10% training data as the validation set.

Figure  1 shows the citation pattern of the sampled papers. We randomly select one 
paper from each journal. According to Fig. 1, we can intuitively find each sample has its 
own pattern of citations which is slightly different from others. How to design a citation 
prediction method which leads to better results? It deserves study.

Table 1   Descriptive statistics of the dataset

2000 2001 2002 2003 2004 2005 2006 Total

Publications 1,114 1,145 1,225 1,321 1,293 1,372 1,647 9,117
Sentences 9,477 9,250 9,712 10,685 10,364 11,026 13,571 74,085
Citations Maximum 4,864 9,597 11,555 10,105 28,760 4,856 7,499 28,760

Average 93.363 87.615 111.576 100.960 130.847 90.881 92.794 101.029
Std. dev 287.547 347.636 473.971 373.951 855.009 243.541 304.751 453.109

Training set Test set

Fig.1   Annual citation count of 20 sampled papers
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Methodology

Problem definition

Our task is to predict the long-term citation count of an academic paper based on its 
metadata semantic features and early citations. In other words, we define the set of 
metadata semantic features as F which is extracted from the title and abstract, and then 
the citation count of the paper in year t after its publication is denoted as ct. Therefore, 
we want to predict the future citation count ck+1, ck+2, …, cn of the paper according to its 
known early citations c0, c1, …, ck and the feature set F. Figure 2 shows the basic archi-
tecture of the proposed model. 

Fig. 2   The basic architecture of the proposed prediction model
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Deep learning‑based predictive model

This section presents our deep learning-based predictive model. Figure 2 shows the basic 
architecture of the proposed model.

Metadata sentence encoding

As Fig. 2 shows, the first step is metadata sentence encoding. We employ Doc2Vec (Le & 
Mikolov, 2014), which is an extension of Word2Vec, to extract semantic features from the 
metadata sentences. Doc2Vec is a neural probabilistic language model based on the distri-
butional hypothesis, which states that words with similar contexts have similar semantic 
meanings. Doc2Vec considers the semantic relationship between words in a sentence to 
convert the sentence into a unique vector with semantic information by a shallow neural 
network, and the word vectors are shared among all the sentences.

We first introduce Word2Vec algorithm, the foundation of Doc2Vec algorithm. The 
training objective of Word2Vec algorithm is to maximize the average log probability given 
the sequence of words w1, w2, w3, …, wT:

Thus we can predict the wT by the softmax multi-class classifier:

where ywi is the un-normalized log-probability of the output word wi, and the calculating 
formulation of ywi is denoted as:

(1)1

T

T−k∑

t=k

logp
(
wt
||wt−k,… ,wt+k

)

(2)p
�
wt
��wt−k,… ,wt+k

�
=

eywt
∑

i e
ywi

(3)ywi = b + Vf
(
wi−k,… ,wi+k;W

)

Fig. 3   The framework for Doc2Vec algorithm
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where b is the bias vector, V is the weight matrix and f is the operation of concatenating or 
averaging the word vectors extracted from the matrix W.

As shown in Fig.  3, Doc2Vec algorithm concentrates the paragraph vector with the 
word vectors for predicting the target word vector. Hence, the difference from Word2Vec is 
that ywi is computed as:

where pi is the current sentence vector extracted from the matrix D.
First, we perform the preprocessing steps on the sentences in the metadata text includ-

ing removing stopwords, lemmatization, word segmentation and filter punctuation. Two 
ways are presented for generating the sentence-level numeric vector: Distributed Bag of 
Words (DBOW) and Distributed Memory (DM), we use DM algorithm to vectorize each 
sentence in the metadata text rather than the whole metadata paragraph in order to make 
the extracted text features contain richer semantic information. As a result, each sen-
tence is represented as a sentence vector with 200 dimensions. In other words, the sen-
tence sequence {s1, s2,… , sT} is transformed into the sequence of sentence vectors 
{x1, x2,… , xT}.

Citation prediction

As Fig. 2 shows, the second step is citation prediction. Inspired by the previous work 
(Zhou et al., 2016), we use Bi-LSTM with attention mechanism to further extract high-
level features from the sequence of sentence vectors generated by Doc2Vec in this step.

LSTM is a kind of neural network used to process sequence data which was intro-
duced by (Hochreiter & Schmidhuber, 1997). As one of the variants of RNN, LSTM 
is capable of capturing the long-range dependence in sequence data. It contains three 
kinds of gates, i.e., forget gate ft, input gate it and output gate ot at time step t. These 
gates are used to control the cell state ct. ft determines which information in the previous 
cell state ct-1 will be discarded. The calculation formula of ft is given as

where Wfx and Wfh are the weight matrices, bf is bias vector, ht-1 is the hidden state at the 
previous time step t-1 and � is the sigmoid activation function. it decides which informa-
tion can be added to the current cell state ct. The calculation formula of it can be expressed 
as 

where Wix and Wih are the weight matrices, bi is the bias vector. Then the current cell state 
ct can be updated using the previous cell state ct-1 and the new candidate information c̃t . 
The update concept is denoted as

where Wcx and Wch are the weight matrices, bc is the bias vector. Lastly, ot maps the current 
cell state ct to the hidden state ht.

(4)ywi = b + Vf
(
wi−k,… ,wi+k, pi;W,D

)

(5)ft = �
(
Wfxxt +Wfhht−1 + bf

)

(6)it = �
(
Wixxt +Wihht−1 + bi

)

(7)c̃t = tanh
(
Wcxxt +Wchht−1 + bc

)

(8)ct = ftct−1 + itc̃t
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where Wox and Woh are the weight matrices, bo is the bias vector. Bi-LSTM consists of 
two LSTM layers, one is in the forward direction from left to right and the other is in the 
backward direction from right to left. Hence, the sequence of final hidden state vectors 
H = {h1, h2,… , hT} is computed as

where ��⃗H = { �⃗h1,
�⃗h2,… , �⃗hT}, �⃖�H = { �⃖h1,

�⃖h2,… , �⃖hT} , and ⊕ means the element-wise sum oper-
ation. As a consequence, a sequence of 128-dimensional hidden state vectors H containing 
high-level features of sentences is obtained after using Bi-LSTM.

Next, we use the attention neural network to merge the sequence of sentence vectors 
H produced by Bi-LSTM into a semantic vector p representing the whole metadata para-
graph. Attention mechanism (Bahdanau et al. 2015) simulates an important characteristic 
of human perception, i.e., it usually focuses on the certain parts of the text instead of the 
whole text. Attention mechanism assigns different weight for each sentence vector in the 
sequence according to the importance of sentence to capture the significant semantic infor-
mation in the metadata text. The vector p is computed by

where W� is the weight matrix of � , Wp and bp are the weight matrix and bias vector of p 
respectively, HT is the transpose of H, and hT is the hidden state vector of Bi-LSTM at the 
last time step. By using the attention neural network, we get the final paragraph-level vec-
tor p used for citation prediction. We set the dimensions of the vector p as 128.

After the attention neural network, we apply a fully-collected (FC) layer with 32 neu-
rons to the early citations vector e. Then, a vector m generated by concatenating the vector 
p and the vector e’ is adopted for predicting the future citation count of the paper.

Finally, two FC layers are added to the model. The former layer containing 16 neurons 
is for enhancing the learning ability of the model, and the latter layer with several neurons 
is the output layer which gives the citation prediction result o.

where W’ and b’ are the weight matrix and bias vector of m’, Wo and bo are the weight 
matrix and bias vector of the output o. As a result, we obtain the predicted value of the 
future citation count of the paper.

We choose Adam optimization algorithm to train the model, and the value of initial 
learning rate is 0.005 with a decrease value of 3 × 10−6. In terms of loss function, we 

(9)ot = �
(
Woxxt +Wohht−1 + bo

)

(10)ht = ot tanh
(
ct
)

(11)H =

[
��⃗H ⊕ �⃖�H

]

(12)� = softmax
(
HTW�hT

)

(13)p = tanh
(
WpH� +WphT + bp

)

(14)m = [p, e�]

(15)m� = relu
(
W �m + b�

)

(16)o = Wom
� + bo
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use the Mean Squared Error (MSE) for training the proposed model. And the model is 
trained on a single GTX-1080Ti GPU for 300 epochs with batches of 64 samples, and the 
training time of one epoch is 2 seconds. In addition, all FC layers except the output layer 
use the Rectified Linear Unit (ReLU) activation function for adding some nonlinearity to 
the outputs. After a series of experiments, we take the set of hyper-parameters with the 
highest prediction accuracy as the final hyper-parameters of the proposed model.

Results and discussion

Model measurement metrics

We choose four common evaluation metrics in regression problem to evaluate the perfor-
mance of the proposed model. They are Root Mean squared error (RMSE), Mean abso-
lute error (MAE), coefficient of determination (R2) and Normalized Discounted cumula-
tive gain (NDCG)@m respectively. RMSE is more sensitive to the exception value. MAE 
measures the deviation between the predicted values and the actual values. R2 measures the 
fitness of the prediction model. NDCG considers the order of the predicted top m highly-
cited papers, it gives the paper with higher rank a greater weight. The definitions of four 
metrics are as follows:

where yi is the actual value,  ŷi is the predicted value, y is the average of all actual values, 
n is the number of samples, pi is the actual value of the i-th paper in the predicted highly-
cited papers and ai is the actual value of the i-th paper in the actual highly-cited papers.

Comparison results with baselines

For evaluating the proposed model, we compare its performance against five baselines. The 
evaluation results are measured by annual RMSE, MAE and R2 values of the predicted 
citation count in subsequent 8 years respectively. We select Gradient Boosting Regression 
Trees (GBRT) (Friedman, 2001), XGBoost (Chen & Guestrin, 2016), Bi-LSTM (Graves, 
2012), NNCP (Abrishami & Aliakbary, 2019) and the BP neural prediction model pro-
posed by Ruan et al. (2020). We use the citation count for 6 years from the year when the 
paper was published, along with metadata semantic features to predict the citation count 
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for the subsequent 8 years, i.e., n = 13 and k = 5 (refer to Problem definition Section). It 
should be emphasized that GBRT and XGBoost models only use the embedding vector of 
the paragraph-level metadata text generated by Doc2Vec algorithm. Bi-LSTM model takes 
the hidden state hT generated by the last time step T as the paragraph-level vector. Moreo-
ver, NNCP model only takes early citations as the input information, and it has already out-
performed the existing methods, such as Cao et al. (2016). Notably, the prediction target of 
Ruan’s model is the five-year citation count, which is a single value, rather than a sequence 
of of citation counts in consecutive years. Therefore, we convert Ruan’s model into a muti-
output regression model, and the input is consistent with that of the GBRT and XGBoost 
model.

Figure 4 illustrates the comparison results of the six prediction models. We can observe 
that the proposed model (named BIL_A) outperforms all competing models with three 
metrics, and as time increases, the prediction performances of all the five models show 
a downward trend. GBRT and XGBoost baselines perform worst, and Ruan’s model per-
form better than them slightly, which indicates that extracting the sentence-level metadata 
semantic features can get more precise semantic information compared with extracting the 
paragraph-level metadata semantic features. Additionally, our model using attention mech-
anism can further capture key information from the metadata text of the paper compared 
with Bi-LSTM model. By comparing the proposed model with NNCP model, we know 
that metadata semantic features are effective for improving the accuracy of the citation pre-
diction model.

In order to evaluate the accuracy in predicting citations of highly-cited papers, we 
selected top 20, 50 and 100 highly-cited papers respectively from each journal, i.e., m = 20, 
m = 50 and m = 100. The evaluation results are measured by the average of NDCG@20, 
NDCG@50 and NDCG@100 values of the predicted citation count in subsequent 8 years 
respectively. Figure 5 shows the citation prediction results on highly-cited papers according 
to all three NDCG@m values. The proposed model still has a better predictive performance 
against the five baselines, NDCG@20 is 84.4%, NDCG@50 is 87.0% and NDCG@100 
is 87.5%. And the average accuracy of all the baselines for the prediction of highly-cited 
papers has also reached over 68.2%.

Analysis of the usefulness of metadata semantic features

To further examine whether or not metadata semantic features are useful for the citation 
prediction performance improvement, we design two different feature sets, i.e., early cita-
tions (E) and early citations + metadata semantic features (E + M) as the input data of 
GBRT, XGBoost, Ruan’s model and our model respectively (Bi-LSTM structure is the 
same as our model structure after removing the metadata semantic features). The evalua-
tion results are measured by the average of RMSE and R2 values of the predicted citation 
count in subsequent 8 years respectively. As shown in Table 2, metadata semantic features 
contribute to improving the prediction performance of all four models. It is worth noting 
that the performance of the proposed model is indeed improved with RMSE from 16.460 to 
15.677 and R from 0.712 to 0.739. This experimental result reveals that metadata semantic 
features can improve the accuracy of future citation count prediction of academic papers to 
an extent. Furthermore, we also find that the prediction performance of the proposed model 
with early citations input is also acceptable, thus both two categories of features are neces-
sary. Additionally, the proposed model can get the best performance in terms of both two 
different feature sets, which can also demonstrate the capability of our model.
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Fig. 4   Comparison results for the six prediction models
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The effect of different early citation sequence length on prediction performance

Which length of early citations can cause the best prediction performance? In the final experi-
ment, we analyze the effect of different length of early citation sequence on prediction perfor-
mance of the proposed model. In order to facilitate analysis, the evaluation results are meas-
ured by the average of RMSE and R2 values of the predicted citation count in subsequent 
8 years respectively. As Table 3 shows, with the length of early citation sequence increasing, 
the prediction performance of the propose model improves, and this fact is consistent with 
the experiment result of Abrishami and Aliakbary (2019). And we also find that only using 
semantic information performs worst, which indicates that semantic information cannot be 
used independently but give an auxiliary support for predicting long-term citation count.

Fig. 5   Comparison results of citation prediction for highly-cited papers

Table 2   The prediction results of the proposed model under different feature sets

Note: E, early citations; M, metadata semantic features

GBRT XGBoost Ruan’s model BIL_A

RMSE E 19.029 E 20.698 E 18.659 E 16.460
E + M 18.851 E + M 20.487 E + M 16.972 E + M 15.677

R2 E 0.618 E 0.548 E 0.632 E 0.712
E + M 0.626 E + M 0.557 E + M 0.695 E + M 0.739

Table 3   The prediction performance of the proposed model under different length of early citation sequence

Note: k is the length of early citation sequence

k = 0 k = 1 k = 2 k = 3 k = 4 k = 5 k = 6 (Our model)

RMSE 30.037 29.079 25.175 23.392 21.408 18.163 15.677
R2 0.046 0.074 0.323 0.422 0.517 0.652 0.739
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Discussion

Citation prediction is still a challenging task, effective model for recognizing citation pat-
tern is necessary for this problem. For solving this problem, we design a deep-learning based 
future citation prediction model using paper metadata text and early citations. The first exper-
imental result indicates that our proposed model is more predictive than other five baselines, 
and has the ability to learn the comprehensive semantic representation of the text. Among 
these five baselines, GBRT and XGBoost models are traditional machine learning models, 
while the proposed model based on deep learning techniques is more powerful and has bet-
ter performance than these traditional machine learning models. Furthermore, the proposed 
model takes sentence-level vectors as input rather than vectorizing the whole metadata para-
graph. By using several repeated memory units, Bi-LSTM can model the text by using the 
transferred information from the first time step to the last time step and then uses attention 
mechanism to further extract important features from the sequence of hidden state vectors. 
Therefore, this method can improve the accuracy of the proposed citation prediction model. 
We note that NNCP model only takes early citations as the input information, which may be 
not sufficient for learning the citation patterns of academic papers. Therefore, more categories 
of features are necessary for the citation prediction task. However, we also find that NNCP 
model still has higher prediction accuracy than GBRT and XGBoost models according to 
MAE, RMSE and R2 metrics. We speculate that both inputs and outputs of this model are 
the sequence of the citations, and NNCP adopts the sequence-to-sequence model built with 
“Encoder-Decoder” architecture, thus it can learn the well-fitting prediction function from 
the citation data. Although Ruan’s model takes a four-layer neural network (including one 
input layer, two hidden layer and one output layer), it does not seem to be more suitable for 
extracting the semantic information from the metadata text than our model. It would be more 
applicable for learning high-level features from the independent feature set rather than the 
data with sequence pattern. To a certain degree, highly-cited papers stand for the authority 
in the field, and draw a lot of attention among academic papers. Therefore, it is particularly 
important to accurately predict the highly-cited papers. Our proposed model demonstrates 
the outstanding effectiveness with higher NDCG@20, NDCG@50 and NDCG@100 values.

We can know from the second and third experiments that metadata semantic features 
are essential for improving the citation prediction models, but only using semantic features 
cannot achieve accurate prediction, which indicates that metadata semantic information is 
not the most important indicator in terms of effectiveness. Therefore, metadata semantic 
information plays a support role in citation prediction task. Generally, metadata summa-
rizes the research, and the semantic information contained in the metadata text of a paper 
attracts scholars to read and cite it to an extent. In addition, since the traditional machine 
learning methods treat the text embedding as an independent feature set, these methods 
cannot extract the semantic dependencies between the sentence embeddings. By contrast, 
the proposed model based on deep learning techniques can automatically learn better 
semantic representation of the metadata text, and thus it is more effective. And when text 
semantic features are discarded, our model degenerates into a model with only two-layer 
neural network, thus the prediction performance is notably reduced. However, our model 
still outperforms Ruan’s model in this situation, which illustrates a point that when 6-year 
early citations input matches with a 4-layer neural network structure, over-fitting may 
occur. In summary, the proposed method is more suitable for extracting high-level text fea-
tures with semantic information. This is also the main reason why many NLP tasks employ 
attention mechanism in text sequence modeling techniques. It is important to emphasize 
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that these models only with citations input also get acceptable prediction accuracy, and 
in terms of the proposed model, the prediction performance is much better than that only 
with semantic information. Therefore, early citation count of a paper is an important fea-
ture for predicting the long-term citations (Abrishami & Aliakbary, 2019; Cao et al., 2016; 
Newman, 2014). When both metadata semantic features and early citations are taken as 
the input information, all the four models perform better. Therefore, combining metadata 
semantic features and early citations can provide more sufficient information to recognize 
more comprehensive citation pattern of academic papers.

Conclusion

In this paper, we propose a novel model based on paper metadata text to predict the future 
citation count. To the best of our knowledge, this is one of the first studies constructing the 
semantic representation from the metadata text of the academic paper for the citation pre-
diction problem. Specifically, the sentences in the metadata text are encoded with Doc2Vec 
algorithm, and then the paragraph-level semantic features are extracted from the sentence 
embeddings by Bi-LSTM with attention mechanism. Lastly, early citations are also inte-
grated to tackle the citation prediction task. We have shown that our proposed model out-
performs the existing state-of-the-art models, and metadata semantic features are useful 
for the citation prediction performance improvement. Our study provides a promising 
approach for the citation prediction task.

The limitation of this work is that it only explores the journal papers in artificial intelli-
gence field, the experiment results would not be general to academic papers in other fields. 
As the future study, we will collect more papers to expand the experimental dataset for 
learning a better citation prediction method. Although our results are promising, we intend 
to apply Transformer-based models, such as BERT (Devlin et al., 2019), RoBERTa (Liu 
et al., 2019) and ELECTRA (Clark et al., 2020) in future work to further enhance the pre-
diction effectiveness of the model. Finally, we will also integrate more indicators such as 
author’s h-index, author’s citation count, journal impact factor and altmetrics information 
about papers to improve the performance of the proposed model, and try to employ our 
model for other valuable applications, such as identifying highly-cited papers, predicting 
academic rising star and forecasting high-impact research institutions.
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