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Abstract
The exponential growth of social media has brought with it an increasing propagation of 
hate speech and hate based propaganda. Hate speech is commonly defined as any com-
munication that disparages a person or a group on the basis of some characteristics such 
as race, colour, ethnicity, gender, sexual orientation, nationality, religion. Online hate dif-
fusion has now developed into a serious problem and this has led to a number of interna-
tional initiatives being proposed, aimed at qualifying the problem and developing effec-
tive counter-measures. The aim of this paper is to analyse the knowledge structure of hate 
speech literature and the evolution of related topics. We apply co-word analysis methods to 
identify different topics treated in the field. The analysed database was downloaded from 
Scopus, focusing on a number of publications during the last thirty years. Topic and net-
work analyses of literature showed that the main research topics can be divided into three 
areas: “general debate hate speech versus freedom of expression”,“hate-speech automatic 
detection and classification by machine-learning strategies”, and “gendered hate speech 
and cyberbullying”. The understanding of how research fronts interact led to stress the rel-
evance of machine learning approaches to correctly assess hatred forms of online speech.

Keywords  Online hate speech · Bibliometrics analysis · Topic models · Latent Dirichlet 
allocation
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Introduction

In recent years, the ways in which people receive news, and communicate with one another, 
have been revolutionised by the Internet, and especially by social networks. It is a natural 
activity, in societies where freedom of speech is recognised, for people to express their 
opinions. From an era in which individuals communicated their ideas, usually orally and 
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only to small numbers of other people, we have moved on to an era in which individuals 
can make free use of a variety of diffusion channels in order to communicate, instanta-
neously, with people who are a long distance away; in addition, more and more people 
make use of online platforms not only to interact with each other, but also to share news. 
The detachment created by being enabled to write, without any obligation to reveal one-
self directly, means that this new medium of virtual communication allows people to feel 
greater freedom in the way they express themselves. Unfortunately, though, there is also 
a dark side to this system. Social media have become a fertile ground for heated discus-
sions which frequently result in the use of insulting and offensive language. The creation 
and dissemination of hateful speech are now pervading the online platforms. As a result, 
countries are recognising hate speech as a serious problem, and this has led to a number of 
International and European initiatives being proposed, aimed at qualifying the problem and 
developing effective counter-measures.

A first issue, for the identification of a content as hateful, is that there is no universally 
accepted definition of hate speech, mainly because of the vague and subjective determina-
tions as to whether speech is “offensive” or conveys “hate” (Strossen 2016). A comprehen-
sive overview of different definitions can be found in Sellars (2016) who derives several 
related concepts that appear throughout academic and legal attempts to define hate speech 
as well as in attempts of online platforms. The identified common traits refer to: the tar-
geting of a group, or an individual as a member of a group; the presence of a content that 
expresses hatred, causes a harm, incites bad actions beyond the speech itself, and has no 
redeeming purpose; the intention of harm or bad activity; the public nature of the speech; 
finally, a context that makes violent response possible. Sellars (2016) stresses, however, 
how the identified traits do not form a single definition, but could be used to help improve 
the confidence that the speech in question is worthy of identification as hate speech.

In addition to the ambiguity in the definition, hate speech creates a conflict between 
some people’s speech rights, and other people’s right to be free from verbal abuse (Greene 
and Simpson 2017). The complex balancing between freedom of expression and the 
defence of human dignity has received significant attention from legal scholars and philos-
ophers and, according to Sellars (2016), the different approaches to define hate speech can 
be linked to academics’ particular motivations: “Some do not overtly call for legal sanction 
for such speech and seek merely to understand the phenomenon; some do seek to make the 
speech illegal, and are trying to guide legislators and courts to effective statutory language; 
some are in between.” Advocates of the free speech rights invoke the principle of view-
point neutrality or content neutrality, which prohibits bans on the expression of viewpoints 
based on their substantive message (Brettschneider 2013). This protection extends even to 
speech that expresses ideas that most people would find distasteful, offensive, disagree-
able, or discomforting, and thus extends even to hate speech (Beausoleil 2019). Accord-
ing to Strossen (2016, 2018) hate speech laws not only violate the cardinal viewpoint neu-
trality, but also the emergency principles, by permitting government to suppress speech 
solely because its message is disfavoured, disturbing, or feared to be dangerous, by govern-
ment officials or community members, and not because it directly causes imminent serious 
harm. On the other hand, Cohen-Almagor (2016, 2019) insists that it is necessary to “take 
the evils of hate speech seriously” and that “certain kinds of speech are beyond tolerance.” 
The author criticizes the viewpoint neutrality concept arguing that a balance needs to be 
struck between competing social interests because freedom of expression is important as is 
the protection of vulnerable minorities: “people must enjoy absolute freedom to advocate 
and debate ideas, but this is so long as they refrain from abusing this freedom to attack 
the rights of others or their status in society as human beings and equal members of the 
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community.” An alternative remedy to censoring hate speech could be to add more speech, 
as suggested by the UNESCO study titled “Countering On-line Hate Speech” (Gagliardone 
et  al. 2015) which argues that counter-speech is usually preferable to the suppression of 
hate speech.

The rising visibility of hate speech on online social platform has resulted in a continu-
ously growing rate of published research into different areas of hate speech. The increas-
ing number of studies on this subject is beneficial to scholars and practitioners, but it also 
brings about challenges in terms of understanding the key research streams in the area. Pre-
vious surveys highlighted the state of the art and the evolution of research on hate speech 
(Schmidt and Wiegand 2017; Fortuna and Nunes 2018; MacAvaney et  al. 2019; Waqas 
et al. 2019). The survey of Schmidt and Wiegand (2017) describes the key areas that have 
been explored to automatically recognize hateful utterances using neural language process-
ing. Eight categories of features used in hate speech detection, including simple surface, 
word generalization, sentiment analysis, lexical resources and linguistic characteristics, 
knowledge-based features, meta-information, and multimodal information, have been high-
lighted. In addition, Schmidt and Wiegand (2017) stress how a comparability of different 
features and methods requires a benchmark data set. Fortuna and Nunes (2018) carried out 
an in-depth survey aimed at providing a systematic overview of studies in the field. In this 
survey, the authors firstly pay attention to the motivations for studying hate speech and 
then they conveniently distinguish theoretical and practical aspects. Specifically, they list 
some of the main rules for hate speech identification and investigate the methods and algo-
rithms adopted in literature for automatic hate speech detection. Also, practical resources, 
such as datasets and other projects, have been reviewed. MacAvaney et al. (2019) discussed 
the challenges faced by online automatic approaches for hate speech detection in text, 
including competing definitions, dataset availability and construction. A throughout bib-
liographic and visualization analysis of the scientific literature related to online hate speech 
was conducted Waqas et  al. (2019). Drawing on Web of Science (WOS) core database, 
their study concentrated on the mapping of general research indices, prevalent themes of 
research, research hotspots and influential stakeholders, such as organizations and contrib-
uting regions. Along with the most popular bibliometric measures, such as total number 
of papers, to measure productivity, and total citations, to assess the relevance of a country, 
institution, or author, the above mentioned research uses mapping knowledge tools to draw 
the structure and networks of authors, journals, universities and countries. Not surprisingly, 
the results of this bibliometric analysis show a remarkable increase in publication and cita-
tion trend after year 2005, when social media platforms have grown in terms of influence 
and user adoption, and the Internet has become a central arena for public and private dis-
course. Furthermore, it has emerged that most of the publications originate from the dis-
cipline of psychology and psychiatry, with recurring themes of cyberbullying, psychiatric 
morbidity, and psychological profiling of aggressors and victims. As noted by the authors, 
the high representation of psychology-related contributions is mainly due to the choice of 
WOS core database, which excludes relevant research fields from the analysis, being its 
coverage geared towards health and social science disciplines rather than engineering or 
computer ones.

Based on these previous studies, and especially on that of Waqas et  al. (2019), our 
research intends to enlarge the mapping of global literature output regarding online hate 
speech over the last thirty years, by relying on bibliographic data extracted from Scopus 
database and using different methodological approaches. In order to identify how online 
hate scientific literature is evolving and understand what are the main research areas and 
fronts and how they interact over time, we used bibliometric measures, mapping knowledge 
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tools and topic modelling. All the above methods are traditionally employed in bibliomet-
rics analysis and share the idea of using a great amount of bibliographic data to let emerge, 
in an unsupervised way, the underlying knowledge base. In particular, topic analysis, based 
on the Latent Dirichlet Allocation method (LDA; Blei et  al. 2003) is gaining popularity 
among scholars in diverse fields (Alghamdi and Alfalqi 2015). A topic model leads to two 
key outputs: a list of topics (i.e. groups of words that frequently occur together) and a lists 
of documents that are strongly associated with each topic (McPhee et al. 2017). Accord-
ingly, this approach is useful for finding interpretable topics with semantic meaning and 
for assigning these topics to the literature documents, offering in such way a probabilistic 
quantification of relevance both for the identification of topics and for the classification of 
documents.

Our study exploits the main strengths of each method in drawing a synthetic represen-
tation of the research trends on online hate and adds value to previous quoted works, by 
taking advantage of topic modelling to retrieve latent driven themes. As highlighted in 
Suominen and Toivanen (2016), the key novelty of topic modelling, in classifying scien-
tific knowledge, is that it virtually eliminates the need to fit new-to-the-world knowledge 
into known-to-the-world definitions.

The remainder of this work is structured as follows. Section “Materials and methods” 
describes the data source and the methods used. Section “Results” presents the biblio-
metric results, focusing on the yearly quantitative distribution of publications and on the 
latent topics retrieved through LDA. This section provides useful insights into the temporal 
evolution of the topics, their interactions and the research activity in the identified latent 
themes. A conclusion and future perspectives are given in “Conclusion” section. Finally, 
we report additional information on the bibliographic data set and the topic analysis results, 
in the online Supplementary Material.

Materials and methods

Bibliographic dataset

For the analysis, we use a bibliometric dataset, covering the period 1992–2019, retrieved 
from Scopus database. This bibliographic database was selected because it is one of the 
most suitable source of references for scientific peer-reviewed publications.

In the same vein of Waqas et al. (2019), we focus on online hate and, for our search, we 
built a query that, in addition to the exact phrase “hate speech”, combines terms related to 
offensive or denigratory language (“hatred”, “abusive language, “abusive discourse”, “abu-
sive speech”, “offensive language”, “offensive discourse”, “offensive speech”, “denigratory 
language”, “denigratory discourse”, “denigratory speech”) with words linked to the online 
nature (“online”,“social media”, “web”, “virtual”, “cyber”, “Orkut”, “Twitter”, “Face-
book”, “Reddit”, “Instagram”, “Snapchat”, “Youtube”, “Whatsapp”, “Wechat”, “QQ”, 
“Tumblr”, “Linkedin”, “Pinterest”).

We have not considered specific terms linked to cyberbullying because, although if this 
phenomenon overlaps partially with hate speech, it encompasses a broader field. The exact 
query can be found in the Supplementary Material.

The bibliographic data was extracted by applying the query to the contents of title, 
abstract and keywords. The data for each resulting publication was manually exported on 
December 15, 2019.
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All types of publications were included in the search, and 1614 documents related to 
hate speech, published in 995 different sources, were identified. This high number indicates 
a wide variety of research themes, and the multidisciplinary character of the subject which 
involves a plurality of disciplines. In particular, the top publication fields include Social 
Sciences, Computer Science, Arts and Humanities and Psychology. Looking at the docu-
ment type, the majority is article, conference paper and book chapter.

Information about document distribution by research field is given in the Supplementary 
Material, along with the document distribution by source and the ranking of the most pro-
ductive countries and authors.

Conceptual structure map

To investigate the structure of research on hate speech, we firstly consider an exploratory 
analysis of the keywords selected by the authors. The analysis was carried out through the 
R package Bibliometrix (Aria and Cuccurullo 2017), which allows to perform multiple 
correspondence analysis (MCA) (Greenacre and Blasius 2006) and hierarchical clustering 
to draw a conceptual structure map of the field. Specifically, MCA allows to obtain a low-
dimensional Euclidean representation of the original data matrix, by performing a homo-
geneity analysis of the “documents by keywords” indicator matrix, built by considering 
a dummy variable for each keyword. The words are plotted onto a two-dimensional map 
where closer words are more similar in distribution across the documents. In addition, the 
implementation of a hierarchical clustering procedure on this reduced space leads to iden-
tify clusters of documents that are characterised by common keywords.

Topic analysis

To gain a deeper understanding of the topics discussed in the published research on hate 
speech, we have applied Latent Dirichet Allocation, which is an automatic topic min-
ing technique that enables to uncover hidden thematic subjects in document collections 
by revealing recurring clusters of co-occurring words. The two foundational probabilis-
tic topic models are the Probabilistic Latent Semantic Analysis (pLSA, Hofmann 1999) 
and the Latent Dirichlet Allocation (Blei et  al. 2003). The pLSA is a probabilistic vari-
ant of the Latent Semantic Analysis introduced by Deerwester et al. (1990) to capture the 
semantic information embedded in large textual corpora without human supervision. In the 
pLSA approach, each word in a document is modelled as a sample from a mixture model, 
where the mixture components are multinomial random variables that can be viewed as 
representations of topics. The pLSA model allows multiple topics in each document, and 
the possible topic proportions are learned from the document collection. Blei et al. (2003) 
introduced the LDA which presents a higher modelling flexibility over pLSA by assum-
ing fully complete probabilistic generative model where each document is represented as 
a random mixture over latent topics and each topic is characterized by a distribution over 
words. LDA mitigates some shortcomings of the earlier topic models. Specifically, it has 
the advantage to improve the way of mixture models of capturing the exchangeability of 
both words and documents. LDA assumes a probabilistic generative model where each 
document is described by a distribution of topics and each topic is described by a dis-
tribution of words. The set of candidate topics are the same for all documents and each 
document may contain words from multiple different topics. The generative two-stage 
process of each document in the corpus can be described as follows (Blei 2012). In the 
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first step a distribution over topics is randomly chosen; in the second step for each word 
in the document a topic is randomly chosen from the distribution over topics and a word 
is randomly chosen from the corresponding distribution over the vocabulary. Following 
Blei (2012), it it is possible to describe LDA more formally. Let assume that we have a 
corpus defined as a collection of D documents where each document is a sequence of N 
words, wd = (wd,1,wd,2,… ,wd,N) , and each word is an item from a vocabulary indexed by 
{1,… ,V} . Furthermore, we assume that there are K latent topics, �1∶K , defined as distribu-
tion over the vocabulary. The generative process for LDA corresponds to the following 
joint distribution of the hidden and observed variables

The topic proportions for the dth document are �d , where �d,k is the topic proportion for 
topic k in document d. The topic assignments for the dth document are zd , where zd,n is 
the topic assignment for the nth word in document d. Both the topic proportions and the 
topic distributions over the vocabulary follow a Dirichlet distribution. Since the posterior 
distribution, p

(
�1∶K , �1∶D, z1∶D|w1∶D

)
 , is intractable for exact inference, a wide variety of 

approximate inference algorithms, such as sampling-based (Steyvers and Griffiths 2006) 
and variational (Blei et al. 2003) algorithms can be considered.

In our analysis, we implement LDA to model a corpus where each document consists 
of the publication title, its abstract and the keywords. To exctract the relevant content and 
remove any unwanted nuisance terms, we performed a cleaning process (tokenization; low-
ercase conversion; special characters, and stop-words removal) of the text documents using 
the function provided in the Text Analytics Toolbox of Matlab (MATLAB 2018). For the 
analyses, the tokens with less than 10 occurrences in the corpus have been pruned. LDA 
analysis was performed through the fitlda Matlab routine available in the same Toolbox.

Results

The results of this study involved different analyses. Firstly, we concentrated on the yearly 
quantitative distribution of literature, then we examined the conceptual structure of hate 
speech research. Next, we combined the results of topic and network analysis for highlight-
ing the emerging topics, their interactions over time, the most influential countries and the 
academic cooperations in the retrieved themes.

Research activity

The evolution over time of the number of published documents shows a remarkable growth, 
highlighting the increased global focus on online hate. See Fig. 1, in which the number of 
publications per year is displayed.

Since 1992, it is possible to distinguish between two different phases. During the first 
phase from 1992 to 2010, a slow increase in publications occurred. A higher growth rate 
characterises, instead, the second phase, from 2010 to 2019, testifying the growing inter-
est. This is consistent with Price’s theory on the productivity on a given subject (Price 
1963), according to which the development of science goes through three phases. In the 
preliminary phase, known as the precursor, when some scholars start publishing research 

p
(
�1∶K , �1∶D, z1∶D,w1∶D

)
=
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p(�k)
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d=1

p(�d)
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p(zd,n|�d)p(wd,n|�1∶K , zd,n)
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.
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into a new field, small increments in scientific literature are recorded. In the second phase, 
the number of publications grows exponentially, since the expansion of the field attracts an 
increasing number of scientists, as many aspects of the subject still have to be explored. 
Finally, in the third phase there is a consolidation of the body of knowledge along with a 
stabilisation in the productivity; therefore the aspect of the curve transforms from exponen-
tial to logistic.

To verify the rapid increase in the trend of research literature related to online hate 
speech, we fit an exponential growth curve to the data (Price 1963). According to this 
model the annual rate of change is equal to 20.5% . Therefore, it can be said that hate speech 
research is in the second phase of development: an increasing amount of research is being 
published, but there is still room for improvement in many aspects.

Conceptual structure of hate speech research

The conceptual structure of the research on hate speech is represented in Fig.  2, where 
authors’ keywords, whose occurrences are greater than ten, are represented on the two 
dimensional plane obtained through Multiple Correspondence Analysis (MCA).

The two dimensions of the maps which emerged from the MCA can be interpreted as 
follows. The first, horizontal, dimension separates keywords emphasizing social networks 
and communities and hate speech linked to religion (on the right), from those related to 
the political aspects of the hate speech phenomenon (on the left). This dimension explains 
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the 39.61% of variability. The second, vertical dimension, considers machine learning 
techniques and accounts for the 13.55% of overall inertia. In Fig. 2 are also displayed the 
results obtained through a hierarchical cluster analysis carried out adopting the method of 
the average linkage on the factorial coordinates obtained with the MCA. A very important 
fact is evident from the conceptual map: three clusters represent the three major areas of 
research involved in the matter of hate diffusion. The blue cluster shows words as “abu-
sive language”, “cyberbullying”, “deep learning”, “text classification”, “sentiment analy-
sis”, “social network”, terms that bring out the problem related to automatic detection. The 
green cluster shows words as “human rights”, “democracy”, “incitement”, “blasphemy”, 
words that bring out the problem related to the legal sphere. The red cluster, the most 
numerous, shows words as “social network analysis”, “privacy”, “youtube”, “facebook”, 
“online hate”, “cyberhate”, words that bring out the problem related to social sphere and 
social media.
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Research topics in hate speech literature

Topic modelling, performed via LDA technique, provides an additional insight in structur-
ing the online hate research into different topics. As known, LDA algorithm needs to spec-
ify a fixed number of topics, implying that the researchers should have some idea of the 
possible bounds of latent features in the text. In fact, there is no unique value, appropriate 
in all situations and all datasets (Barua et al. 2014). Of course, the LDA model produces 
finer-grained aggregations by increasing the number of desired topics while smaller values 
will produce coarser-grained, more general topics. On the other hand, a higher number of 
topics may cause the progressive intrusion of non-relevant terms among the most probable 
words, affecting the semantic coherence of the retrieved themes.

In our study, we run the LDA analysis by setting the number of desired topics, in turn, 
equal to 10, 12, 14 and, in the end, we adopted the twelve-topic solution which guarantees 
a fair compromise between topic interpretability and a detailed analysis.

Topic interpretation

In LDA, the topics are assumed to be latent variables, which need to be meaningfully inter-
preted. This is usually achieved by examining the top keywords in each topic (Steyvers 
and Griffiths 2006). Figures  3 and  4 show the most relevant words for each topic, where 
relevance is measured normalizing the posterior word probabilities per topic by the geo-
metric mean of the posterior probabilities for the word across all topics. Topics are sorted 
according to the estimated probability to be observed in the entire data set. The most rel-
evant terms, along with their relevance measures are provided in Section 2.1 of the Sup-
plementary Material.

The twelve identified topics reveal important areas of online hate research in the past 
thirty years. They can be synthetically described as dealing with the following themes.

Topic 1 includes words such as “speech”, “hate”, “free”, “harm”, “freedom”, suggesting 
a broad discussion on the debate “hate speech” versus “free speech”. The constitutional 
right of freedom of expression is considered also in Topic 3, mainly characterised by words 
like “freedom”, “law/laws”, “rights”, “expression”,“constitutional”. Topic 2 is strictly 
linked with the political aspects of the hate speech phenomenon and contains terms such as 
“political/politics/politician”, “discourse”, “democracy”, “elections”. Topic 7 covers hate 
speech related to religion and extremism and is described by words such as “terrorism/ter-
rorist”, “religion/religious”, “muslim/muslims”, “violence”, “global”,“war”, “extremism/
extremist”.

The online aspect of hate is clearly highlighted in Topics 4, 6, 8 and 10. In particu-
lar, Topic 4 is related to research on social networks and communities, especially Face-
book and Youtube, which are large social media providers whose inner mechanisms allow 
users to report hate speech. Studies in Topic 8 refer to Twitter, and it is possible to stress 
how they make use, above all, of content and sentiment analysis. Topic 6 covers the aspect 
of information diffusion on the Internet, including terms like “internet”, “information”, 
“media”. Finally, Topic 10 considers the problem of online deviant behaviour and cyber-
bullying, in which relevant words are: “online”, “exposure”, “crime/crimes”, “behavior”, 
“cyberbullying”, “cyberhate”.

Interestingly, the distinct hate speech targets are disclosed by Topics 5 and 11. Topic 5 
deals with issues on racism, as indicated by the following sets of words: “racism”, “racist”, 
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“race”, “racial”,“white/whiteness”, “black’; in that topic we also find, among the top scor-
ing words, some terms associated with feminism (i.e.“feminist”, “women”, “misogyny”). 
Topic 11 refers to hate speech linked to gender and sexual identity since the most relevant-
used words are: “sexual/sexuality”, “gender”, “gay”, “trasgender”, “lesbian”, “lgbt/lgbtq”.

Finally, Topics 9 and 12 deals with methodological aspects of hate speech analysis. In 
particular, Topic 9 refers to the analysis of discourse and language, as suggested by the 
most relevant words contained in it (“comments”, “discourse”, “language”, “emotions”, 
“linguistic”,“corpus”). On the other hand, Topic 12 considers machine learning tech-
niques, in fact, within this specific topic, the terms “learning”, “detection”, “classification”, 
“machine”,“text” are those with the top scoring.

Topic temporal evolution

To further analyse each of the topics, we focus on their dynamic changes over the years. 
As previously pointed out, LDA algorithm estimates each topic as a mixture of words, 
but also models each document as a mixture of topics. Therefore, each document can 
exhibit multiple topics on the base of the words used. The estimated probabilities of 
observing each topic in each document can be exploited to assign one or more topics 
to the documents of the analysed bibliographic dataset. Specifically, in this study, we 
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decided to assign the topics with the top three highest document-topic probabilities to 
each document, provided the probabilities are greater than 0.2.

The temporal evolution of the scientific productivity for each topic can be captured 
through Fig.  5, where the exponential growth model has been fitted considering the 
number of documents published since 2000.

The temporal trend of most topics agrees with an exponential growth. However, 
looking at Topic 1 and Topic 3, we notice how the number of publications in the last 
period falls below the number expected according to the exponential law considered by 
Price (1963) with regard to the second phase in the development of scientific research 
on a given subject. We saw that the content of Topics 1 and 3 is associated with generic 
themes of online hate speech, thus the lesser amount of related publications in the last 
period reflects the interest of research community in identifying new research fronts. 
Conversely, the number of published documents for Topic 8 shows a sudden rise start-
ing from 2018. This conclusion holds, even if to a lesser extend, for Topic 9 where the 
observed productivity rises above the expected one.

The notable case in Fig. 5 regards Topic 12, dealing with the application of the domi-
nant and new theme of machine learning algorithms to online hate speech. In the last 
two years, this topic exhibits an explosive growth as for the related publication volumes. 
A relatively more contained rise in the size of publications is recorded for Topics 10 and 
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11, whose contents are associated with the specific themes of cyberhate and gendered 
hate.

Overall, these temporal patterns seem to suggest a shift in hate speech literature from 
more generic themes, about the debate on freedom of speech versus hate speech, towards 
research more focused on the technical aspects of hate speech detection and methodologies 
and techniques included in the fields of linguistics, statistics and machine learning. The 
appearance and development of new fields of interest and innovative ideas in the research 
activity on hate speech is confirmed by the heatmaps provided in the Supplementary Mate-
rial, which show the number of documents, by years, assigned to the identified topics.

Topic interactions

After exploring the features of the identified topics in online hate speech research, we 
quantitatively model their interactions and build a topic relation network. In particular, 
given that each document has been assigned to multiple topics, we can exploit the topic 
co-occurence matrix in order to understand the connections among the different themes 
developed in this field of research.

In Fig. 6, we display the topic network. In the graph, the nodes are coloured accord-
ing to their degree and the edges are weighted according to the co-occurences: the wider 
the line, the stronger the connection. Moreover, the edges whose weight is lower than the 
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average co-occurence number have been removed. Details on the connections are provided 
in Section 2.3 of the Supplementary Material.

From the analysis of the links it is possible disclosing interesting relations between 
research fronts, which underline the multi-disciplinary nature of online hate research and 
the crossbreeding between different disciplines and research subjects. The strongest con-
nection is between Topics 1 and 3, dealing respectively with the broad debate of hate 
speech versus free speech and the constitutional right of freedom of expression, respec-
tively. This relation reflects the fact that both the topics are related to the boundaries of 
freedom of expression; accordingly, it is obvious to observe an overlapping of these two 
themes among documents. Through the network visualization, we see that Topic 1, being 
a general theme, is connected with the majority of the nodes. Other most connecting nodes 
are referred to the topic dealing with the questions of free speech (Topic3 ) and to the 
activities of hateful users on online social media (Topic 4). An interesting clique shows 
how closely connected are also Topics 4, 8 and 12. The interactions of this subgroup of 
nodes reveal the relation between computer sciences and social sciences disciplines.

The importance of the retrieved topics in the network of connections can be inferred 
considering the degree centrality measures shown in Fig. 7.

Besides, closeness and betweenness centrality scores, displayed also in Fig.  7, are 
of interest to quantitatively characterize the topography of the topic co-occurrence 
network. Specifically, closeness centrality measures the mean distance from a vertex 
to other vertices (Zhang and Luo 2017), whereas the betweenness centrality of a node 
measures the extent to which the node is part of paths that connect an arbitrary pair of 
nodes in the network (Brandes 2001); put in other way betweenness measure quantifies 
the degree to which a node serves as a bridge. It results that the thematic topics such as 
“social networks and communities” (Topic 4), “religion and extremism” (Topic 7) and 

Fig. 6   Topic co-occurence network for the publication on hate speech from 1992 to 2019
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“cyberhate” (Topic 10) are ranked first. These findings suggest that those research areas 
are more effective and accessible in the network and form the densest bridges with other 
nodes.

We also built the topic co-occurrence networks distinguishing three different stages 
in the historical development of online hate speech research, as displayed in Fig. 8. The 
initial development stage refers to 1992–2009 and accounts for 227 publications; then 
there was the rapid development stage (2010–2015 years), when the results of research 
have been rapidly emerging with more than 450 scientific contributes published. Finally, 
we move into the last three years-period (2016–2019), when more than 300 papers are 
being published every year. As before, the connections in the network maps represent 
the interactions between the different research fields and, in each network, the edges 
whose weight is lower than the average co-occurrence number for the corresponding 
temporal interval have been suppressed.

It can be seen that as new topics emerge, the network structure becomes richer in terms 
of connections, showing the most important footprints of the related research activities. 
Through a qualitative analysis of Fig. 8, we observe that with advances in computer tech-
nology, especially developments in data or text mining and information retrieval, research 
on online hate speech based on computer sciences continues to receive more and more 
attention. In fact, from the analysis of links in the co-occurrence topic network, it was pos-
sible to identify, in the last period, interesting relations especially between Topics 8 and 12.
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Overall, in the last thirty years, topics related to online hate research tend to arrange into 
three main clusters (Fig. 9). The fast greedy algorithm implemented in the R package igraph 
(Csardi and Nepusz 2006) was used to group the topics. The first meaningful cluster includes 
six topics that bring together basic themes of hate speech, covered by Topics 1,2, 3, as well as 
online speech designed to promote hate on the basis of race (Topic 5) and religion and extrem-
ism (Topic 7). At this group belongs also Topic 9, associated with analysis of discourse and 
language. In the smallest group, we find that cyberhate and gendered online hate are clustered 
together. Finally, Topics 4, 6, 8 and 12, in the last group, reveals that publications in this clus-
ter deal with machine learning techniques and hateful content on online social media.

Fig. 8   Topic co-occurence networks
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Research activity in the identified topics

Influential countries in the identified topics

Table 1 summarises the top-ten countries’ share of publication in the study of online hate 
speech for each of the identified clusters. Actually, for the themes of the first group (Topics 
1, 3, 5, 7 and 9), owing to the presence of ex-fair scores, are displayed the first 11 pub-
lisher countries. Not surprisingly, the Anglo-Saxon States are very involved in research 
dealing with the general debate of “hate speech” versus “freedom of expression”. In fact, 
in these countries, especially in the United States, the constitutional protection of freedom 
of speech is vigorously defended. Conversely, other countries, mainly European countries, 
prohibit certain forms of speech and even the expression of certain opinions, such those 
to incite hatred, but also to publicly deny crimes of genocide (e.g., the Holocaust) or war 
crimes.

United States and United Kingdom holds the largest share of publications in the 
other two domains, suggesting that both these countries had a pioneering role and the 
strongest impact in the new strands of research focused on machine learning algo-
rithms and text classification as a viable source for identification of hate speech as well 
as on investigating cyberbullying and gendered hate behaviours. Interestingly, research 
on automatic identification and classification of hateful languages on social media 
using machine learning methods emerges as an important component also in the Ital-
ian, Indian and Spanish research activity on hate speech. Finally, for the third cluster 

Fig. 9   Topic clusters
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(Topics 10 and 11), we see that a not negligible number of publications on themes 
linked with cyberbulling and gendered hate originated from Finland, which occupies 
the third position in the correspondent ranking, followed by Italy and South Africa.

Country cooperation in the identified topics

The preliminary analysis in the previous subsection depicts the overall landscape of 
countries contribution to the studies on online hate speech. Moving forward, by tak-
ing into account authors’ affiliation, it is possible to analyse the level of cooperation 
between countries. It is worth noting that country research collaboration is a valuable 
means since it allows scholars to share information and play their academic advan-
tages (Ebadi and Schiffauerova 2015), and is deemed the hallmark of contemporary 
scientific production. To highlight the country research collaboration in the online hate 
speech research field, we constructed the countries cooperation network, displayed in 
the Supplementary Material. In what follows, we take into account the cooperation 
with respect to each of the clusters identified in the “Topic interactions” section. The 
characteristics of international cooperation between different countries in each domain 
of online hate research can be argued from the network maps visualised in Figs. 10,  11 
and  12. We see that the United States is the major partner in international cooperation 
in the field of online hate speech, in all identified topic clusters. Academic coopera-
tive connections among countries, generating research on Topics 1, 2, 3, 5, 7 and 9, 
primarily originate from the Unites States, United Kingdom, Germany, Brazil, Sweden 
and Spain. The top ranked countries by centrality, for the cluster that embraces Topics 
4, 6, 8 and 12, are Unites States, United Kingdom, China, Italy, Spain, Germany and 
Brazil. Finally, for the research related to the remaining Topics 10 and 11, we discover 
a wider scientific collaboration, mainly, among United States, Spain, South Korea, 
Czech Republic and Germany.

Table 1   Document distribution by authors’ top ten affiliation countries

Topics 1, 3, 5, 7,9 Topics 4, 6, 8, 12 Topics 10, 11

Country Count Country Count Country Count

United States 452 United States 225 United States 204
United Kingdom 209 United Kingdom 98 United Kingdom 57
Australia 70 Italy 79 Finland 30
Canada 54 India 78 Italy 14
South Africa 38 Indonesia 68 South Africa 14
Spain 35 Spain 51 Germany 13
Germany 34 Germany 42 Australia 12
Italy 32 Malaysia 39 Canada 9
Netherlands 31 Australia 31 Spain 8
Brazil 26 Finland 26 Netherlands 6
India 26
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Conclusion

In the last years, the dynamics and usefulness of social media communications are seri-
ously affected by hate speech (Arango et  al. 2019), which has become a huge concern, 
attracting worldwide interest. The attention payed to online hate speech by the scientific 
research community and by policy makers is a reaction to the spread of of hate speech, in 
all its various forms, on the many social media and other online platforms, and to the press-
ing need to guarantee non-discriminatory access to digital spaces, as well.

Motivated by these concerns, this paper has presented a bibliometric study of the 
world’s research activity on online hate speech, performed with the aim of providing an 
overview of the extent of published research in this field, assessing the research output and 
suggesting potential, fruitful, future directions.

Beyond the identification and mapping of traditional bibliometric indicators, we focused 
on the contemporary structure of the field that is composed of a certain variety of themes 
that researchers are engaging with over the years. Through topic modelling analysis, imple-
mented via LDA algorithm, the main research topics of online hate have been identified 
and grouped in categories. In contrast to previous researches, designed as qualitative lit-
erature review, this study provides a broader and quantitative analysis of publications of 

Fig. 10   Country cooperation network for topics 1, 2, 3, 5, 7, 9
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online hate speech. In this respect, it should be noted that although topic models do not 
offer new insights on representing the main area of the research, it gives to our knowledge, 
for the first time, the possibility of discovering latent and potentially useful contents, shape 
their possible structure and relationships underlying the data, with quantitative methods.

As pointed out by different authors (see, among others, Yau et al. 2014), the combina-
tion of topic modelling algorithms and bibliometrics allows the researcher to feature the 
retrieved topics with a number of topic-based analytic indicators, other than to investigate 
their significance and dynamic evolution, and model their quantitative relations.

Our analysis has systematically sorted the relevant international studies, producing a 
visual analysis of 1614 documents published in Scopus database, and generated a large 
amount of empirical data and information.

The following conclusions can be drawn. The volume of academic papers published in a 
representative sample, from 1992 to 2019, displays a significant increase after 2010; thus, 
in the main evolution of online hate speech research, it has been possible to identify an ini-
tial development stage (1992–2010) followed by a rapid development (2011–2019). Many 
countries are regularly involved in publishing in this research field, even if the majority of 
studies have been conducted in the context of the high-income western countries; in this 
respect, it is notable the research strength of United States and United Kingdom. Also, 

Fig. 11   Country cooperation network for topics 4,6,8,12
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the empirical findings provide evidence for the capability of countries to build significant 
research cooperation. The topic analysis retrieves twelve recurring topics, which can be 
characterised into three clusters. Specifically, the contemporary structure of online hate lit-
erature can be viewed as composed by a group dealing with basic themes of hate speech, a 
collection of documents that focuses on hate-speech automatic detection and classification 
by machine-learning strategies and, finally, a third core which focuses on specific themes 
of gendered hate speech and cyberbullying. Once the groups have been created and identi-
fied, the next step is to understand the evolutionary process of each of them over the years. 
Looking chronologically at online hate research development, we have a trace of an over-
all shift from generic and knowledge based themes towards approaches that face the chal-
lenges of automatic detection of hate speech in text and hate speech addressed to specific 
targets. The combination of topic modelling algorithms with tools of network analysis ena-
bled to clarify topics relation and has made clear and visible the interdisciplinary nature 
of the field. The confluence of online hate studies into hate-speech automatic detection 
and classification approaches stresses how the problem of hate diffusion should be studied 
not only from the social point of view but also from the point of view of computer sci-
ence. In our opinion, the main reason driving the shift from conceptually oriented studies 
to more practically oriented ones is that there is a growing demand for finding statistical 
methodologies to automatically detect hate speech and make it possible to build effective 

Fig. 12   Country cooperation network for topics 10,11
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counter-measures. It is worth noting, however, that the observed shift does not remove the 
subjective nature of hate speech denotation, given that automatic detection and classifica-
tion methods need ultimately to rely on a specific definition of what communication should 
be interpreted as offensive, dangerous and conveying hate. Moreover, supervised tech-
niques require an annotated set of social media contents that will be used to train the algo-
rithms to better detect and score online comments but interpretation of hatefulness varies 
significantly among individual raters (Salminen et al. 2019). There is also evidence high-
lighting how people from different countries perceive hatefulness of the same online com-
ments differently (Salminen et al. 2018). The authors of these studies suggest that online 
hate should be defined as a subjective experience rather than as an average score that is 
uniform to all users and that research should concentrate on how incorporate user-level 
features when scoring and automating the processing of online hate.

An other interesting field worth of investigation is related to the producers of online hate 
speech. While the online behaviour of organized hate groups has been extensivily analysed, 
only recently attention has focused on the behaviour of individuals that produce hate speech on 
the mainstream platforms (see Siegel 2020, and references herein). Finally, future study should 
continue to investigate tools devoted to effectively combat online hate speech. Since content 
deletion or user suspension may be charged with censorship and overblocking, one alternate 
strategy is to oppose hate content with counter-narratives (Gagliardone et al. 2015). Therefore, 
a promising line of research is the exploration of effective counterspeech techniques which can 
vary according to hate speech targets, online platforms and haters characteristics.

We think that this work, based on solid data and computational analyses, might pro-
vide a clearer vision for researchers involved in this field, providing evidence of the current 
research frontiers and the challenges that are expected in the future, highlighting all the 
connections and implications of the research in several research domains.
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