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Abstract
The present study tests a citation counting method that filters out citations in the intro-
ductory and backgrounds sections and then weighs the remaining citations by their in-text 
frequency. The dataset used comprises articles on bibliometrics available in full text in 
PubMed Central. This method was inspired by findings from previous studies that in-text 
frequency indicates importance of citations and citations in Methodology, Results, Discus-
sion, and Conclusions sections tend to be more important to a citing article. We found that 
this method makes a large difference in author ranking as suggested by a 0.4 correlation 
between ranking by this method and that by traditional citation counting. Generally, this 
method has ranked authors concerning biomedical issues higher and those focused on bib-
liometrics or science communication issues lower compared to traditional citation count-
ing. This rank change pattern suggests that this method appears to have made essential 
citations stand out more, i.e., citations that studies concerning biomedicine are expected 
to draw on more heavily. This method has also ranked guidelines or theoretical or meth-
odological frameworks for systematic reviews, meta-analyses, knowledge translation, and 
scoping studies much higher, indicating that Bibliometrics has been mostly employed in 
these types of studies in biomedical fields. Unfortunately, citation network analysis doesn’t 
seem to have been employed much as indicated by key authors representing science map-
ping being ranked much lower by this method although it has been shown to be informative 
for these types of studies.

Keywords  Citation analysis · Weighted citation analysis · Location-filtered citation 
counting · Research evaluation · Bibliometrics · Biomedical research fields

Introduction

Citation analysis is used in research evaluation exercises around the globe, directly affect-
ing the work and lives of millions of researchers and the expenditure of billions of dollars. 
It is therefore crucial to address any problems or limitations that plague it. Central amongst 
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critiques of practices of citation analysis has long been that it treats all citations equally, 
be they crucial to the citing paper or perfunctory. This problem is especially troublesome 
when tracing or assessing research impact. Weighing citations by how they are used in 
the citing paper has therefore long been proposed as a solution to this problem (Herlach 
1978; Narin 1976; Voos and Dagaev 1976). By weighing citations, it is hoped that essential 
citations could be assigned greater weight than perfunctory ones so that citation analysis 
can focus on more profound influences and organic relationships, and research evaluation, 
knowledge network analysis, knowledge representation, and information retrieval aided by 
citation analysis can be improved (Zhao et al. 2017; Zhao and Strotmann 2015b, 2016).

Studies have consistently found that in-text frequency of a cited reference indicates its 
importance (Bonzi 1982; Chubin and Moitra 1975; Herlach 1978; Tang and Safer 2008; 
Voos and Dagaev 1976; Zhao et al. 2017; Zhu et al. 2015). Based on the assumption that 
the more frequently a reference is mentioned in the text, the more significant it is to the cit-
ing paper, frequency-weighted citation analysis approaches assign a weight of N (or a func-
tion of N such as N2) to a citation that appears N times in a citing paper (Bu et al. 2018; 
Zhu et al. 2015). However, Zhao et al. (2017) found that quite a large percentage of multi-
citations appear to play purely a nonessential role in the citing paper, and could be over-
weighted by frequency-weighted citation counting. This finding underscores the impor-
tance of filtering out nonessential citations before assigning weight in order to improve 
the accuracy and effectiveness of frequency-weighted citation analysis. Future studies were 
invited to explore effective ways to filter out nonessential citations, and to evaluate the dif-
ferences that filtering out nonessential citations before assigning weight might make in 
weighted citation analysis. The present study is such an attempt. It explores how much of 
a difference it might make in research evaluation to filter citations by their in-text location. 
It also examines patterns of bibliometrics-related studies in the biomedical research fields 
where both wide applications of and serious concerns about citation analysis for research 
evaluation have been present.

Background and research questions

Although weighing citations by how they are used in the citing paper has long been pro-
posed as a theoretical solution to the problem of equal treatment of perfunctory, significant 
or crucial citations, in practice, it has not been studied closely at a large-scale until recently. 
Increasingly available digital full-text documents and advances in text processing technolo-
gies are now making it feasible to conduct large-scale studies on weighted citation analysis. 
As a result, this type of studies has attracted increasing research interest in recent years. 
Studies have experimented with weighing citations by the frequency with which they occur 
in the text (e.g., Ding et al. 2013; Hou et al. 2011; Tang and Safer 2008; Zhu et al. 2015), 
by the citation impact of citing papers (Ding and Cronin 2011), and by the location and 
context in which they are cited (Boyack et al. 2013; Jeong et al. 2014). Zhu et al. (2015) 
found that in-text citation frequency was the best of many full-text features (including cita-
tion location) to help spot citations that were considered crucial to the citing papers by 
their authors. Studies have also examined characteristics of in-text citations across research 
fields, especially their distribution within the full-text (Bertin et  al. 2016; Boyack et  al. 
2018; Hu et al. 2017; Hsiao and Chen 2018; Pak et al. 2018; Otto et al. 2019; Thelwall 
2019a, b). Datasets specifically constructed to support in-text citation analysis studies using 
natural language processing have also begun to emerge (Bertin and Atanassova 2018).
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The basic assumption underlying citation analysis is that a citation represents the citing 
author’s use of the cited work (Garfield 1979; White 1990; Zhao and Strotmann 2015a). 
However, scholars do cite for various reasons and citations do serve many different func-
tions in citing papers. Beginning in the 1970s, a great deal of research has been done on 
citer motives, citing behaviours, and citation functions. Small (1982), for example, identi-
fied five typical distinctions in citation classification schemes: (1) negative or refuted, (2) 
perfunctory or noted only, (3) compared or reviewed, (4) used or applied, and (5) substanti-
ated or supported by the citing work. It was also around this time that the use of citation 
analysis in research evaluation caused concerns that a citation may not represent actual use 
of a cited document, and that citation counts that do not take into account citers’ motives, 
citing behavior, and citation functions may not reflect the impact or merit of the cited docu-
ments (Brooks 1985, 1986; Case and Higgins 2000; Chubin and Moitra 1975; Garfield 
1979; Liu 1993; Moravcsik and Murugesan 1975; Shadish et al. 1995; Vinkler 1987; White 
and Wang 1997). These studies have also been reviewed in various contexts and for dif-
ferent purposes (e.g., Borgman and Furner 2002; Bornmann and Daniel 2008; Tabatabaei 
2013).

In order to assign different weights to citations of different importance automatically, 
with the goal of improving citation analysis and information retrieval results, studies have 
explored how textual properties, including citation frequency and citation location in the 
citing papers, may be used to automatically differentiate citations of different importance 
to citing papers. Since it has been consistently found that in-text frequency of a cited refer-
ence indicates its importance, frequency-based approaches assign a weight of N (or a func-
tion of N such as N2) to a citation that appears N times in a citing paper (Bu et al. 2018; 
Zhu et al. 2015). Although some studies (e.g. Hanney et al. 2005) found no significant dif-
ference in terms of citation location for citation importance, many studies found that cita-
tions located in methodology, results, discussion, or conclusion sections may play a more 
significant or meaningful role than those located in introductory sections (Bertram 1972; 
Bonzi 1982; Cano 1989; Tang and Safer 2008; Voos and Dagaev 1976; Zhao et al. 2017). 
Location-based approaches would therefore assign more weight to citations in these sec-
tions. McCain and Turner (1989) experimented with weighing citations by a combination 
of their in-text frequency, location, and self-citation in an attempt to construct a “utility 
index” for citations. Considering both frequency and location in citation weighting can be 
more effective (Ding et al. 2013; Herlach 1978). For example, Herlach (1978) noted that a 
paper that has been cited in the Introduction or Literature Review, and subsequently men-
tioned in the Methodology or Discussion sections, will likely have made a more significant 
contribution to the citing article than one which has been mentioned only once in the entire 
article. Tang and Safer (2008) also emphasized other factors that may affect the impact of 
citation frequency on citation significance such as the “pond effect” (p. 262).

If the signal to be detected in citation analysis is the direct and substantial flow of 
knowledge from cited to citing papers, perfunctory citations can be considered a source 
of noise. This noise is quite strong as a high incidence of perfunctory citations has been 
repeatedly observed in previous studies. For example, Moravcsik and Murugesan (1975) 
noted that 40% references were perfunctory; Teufel et al. (2006) found that only a fifth of 
references are essential for the citing papers; Zhao et al. (2017) found that 65% of in-text 
citations were perfunctory or reviewed.

There are two approaches to dealing with noise: filter out the noise, or amplify the sig-
nal. The ultimately best approach is likely some combination of the two. All the frequency-
based citation-weighing schemes found in the literature belong to the signal amplification 
approach. Compared to this approach, the noise filtration approach, which was introduced 
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by Zhao and Strotmann (2016), attempts to make the fundamental qualitative distinction 
between references that represent real use by, core impact on, or organic connection with, 
the citing paper (which it aims to retain for analysis) and those that are merely mentioned 
in passing as related work or background information (which it aims to remove). By only 
counting core connections in knowledge networks, this approach might help research eval-
uation become more sensitive to the essential impact of research. It could also better cap-
ture “aboutness” of documents, the essence of subject indexing in knowledge representa-
tion and retrieval. Knowledge representation and retrieval systems that make use of citation 
links could therefore benefit from improved precision in computer-aided subject indexing 
and in their “more like this” features (Zhao and Strotmann 2015b, 2016). In addition, the 
signal amplification required to counter the strong noise created by nonessential citations 
(65–80%) tends to be so strong (N2 is the minimal power of N required) that it can cause 
serious distortions (Teufel et al. 2006; Zhao and Strotmann 2016). Filtering out most of this 
noise before applying the necessary signal amplification can avoid this technical problem.

The key, and difficult, question is how to identify and filter out perfunctory or nones-
sential citations. Zhao and Strotmann (2015b, 2016) proposed a simple method for this: 
re-citation analysis, which focuses on re-citations, i.e., references that appear more than 
once in the text of a citing paper, by filtering out uni-citations, i.e., references that appear 
only once in the text of a citing paper. The basic assumption of re-citation analysis is that 
papers are likely to be cited multiple times in a publication that relies heavily on them, 
while merely perfunctory citations should appear only once in a citing paper. Zhao et al. 
(2017) tested this assumption in the library and information science field and found that 
quite a large percentage (about 30%) of multi-citations play purely a nonessential role, 
while about 30% of uni-citations play an essential role in the citing paper. This means that 
30% multi-citations would be over-weighted (false-positives) by frequency-weighted cita-
tion counting and 30% uni-citations would be disregarded unfairly (false-negatives) by re-
citation analysis. It was found that removing citations by location could be more effective 
for filtering out nonessential citations than removing uni-citations, and that removing all 
citation occurrences in the Background and Literature Review sections, and all uni-cita-
tions in the Introduction section, appears to provide a good balance between filtration and 
error rates (Zhao et al. 2017).

The present study therefore examines what differences location-filtered citation count-
ing might make in citation analysis for research evaluation. Specifically, the present study 
addresses the following research questions.

(1)	 Does location-filtered citation counting make a significant difference in author rankings 
by citations compared to traditional citation counting?

(2)	 What are some of the major differences?
(3)	 Does location-filtered citation counting make essential impact stand out more?
(4)	 What types of bibliometrics-related studies have been conducted in the biomedical 

fields?

Methodology

Our dataset for this study comprises the full text of all articles on bibliometric studies, 
especially citation analysis studies, available as full-text in PubMed Central (PMC). We 
chose a research area that we are knowledgeable about so that we are in a good position to 
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make sense of the results. PMC was chosen for its quality indexing, full text availability, 
and because it primarily covers journals in the biomedical research fields.

We conducted a search in PMC in April 2019 using the search string below and had 
6088 hits.
“citation analysis” OR bibliometric
In order to focus on applications of these methodologies in the biomedical research 

fields, we removed articles published in the journal Scientometrics which publishes generic 
bibliometrics-focused studies. Considering how few articles in the search results were pub-
lished in the journal Scientometrics (a total of 68) and the fact that PMC primarily covers 
journals in the biomedical research fields, it is safe to say that only a small percentage of 
articles in the search results might not be targeted to scientists in biomedical fields. The 
dataset collected this way should therefore suffice for the purpose of this study, given the 
acceptable 20% error rate in data that most if not all bibliometric studies work with (Strot-
mann and Zhao 2015).

We downloaded the full XML records of all articles that have full-text available and that 
have at least one cited reference as our dataset. This dataset has 3681 citing articles, which 
contained a total of 176,065 reference list entries, and a total of 265,444 in-text citation 
occurrences for these entries.

For each full text in this dataset, we counted the in-text citations to the first author of 
each cited reference in the following ways. The total citation count for an author (oper-
ationalized here as surname plus initials of first author listed in the PMC XML file for 
a reference) is then calculated as the sum over all distinct reference list entries with this 
author in all full-text articles in the dataset. Essentially, we used the paper-based (instead of 
author-based) counting approach discussed in Zhao and Strotmann (2016).

1.	 W1—this is traditional citation counting, which adds 1 to an author’s citation count 
whenever a paper with this author listed as first author is cited, regardless of how many 
times this paper is cited in the text.

2.	 Wn—this method adds N to an author’s citation count when a paper with this author 
listed as first author is cited N times in a citing text.

3.	 EssW1—Remove introductory and background sections (i.e., introduction, literature 
review, related studies, background) and then count W1.

4.	 EssWn—Remove introductory and background sections (i.e., introduction, literature 
review, related studies, background) and then count Wn.

The structure of scientific articles reporting original research results has been, to a 
large degree, standardized over the years to include “introduction,” “methods,” “results,” 
“discussion,” and “conclusion” sections (Doumont 2010; Thelwall 2019b). This structure 
reflects the progression of most research projects, facilitates more effective and efficient 
use of research articles, and has been recommended by many style manuals and required 
by most scientific journals (Doumont 2010; McCain and Turner 1989).

Based on previous studies, we attempted to filter nonessential citation by removing intro-
ductory and background information including the introduction, literature review, related stud-
ies, and backgrounds sections. The Introduction section has been found to be somewhat differ-
ent from the other sections in that the percentage of nonessential citations was in the eighties 
there instead of nineties in the other sections. Ideally, only uni-citations in the introduction 
section and all citations in the other sections should be removed as this was found to provide 
a good balance between filtration and error rates (Zhao et al. 2017). We removed all citations 
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instead of just uni-citations from the Introduction section in this first attempt to test the differ-
ences that location-filtered citation counting makes in research evaluation, with the assump-
tion that doing so would allow us to study one effect at a time—namely, in the present paper, 
that of filtering citations by the section type they occur in.

Author names were ranked by each of these above-listed counts in the usual way, using the 
average rank to number tied authors, i.e., all names with the same citation count are assigned 
the average of their ranks. In total, we computed four different rankings of over 82 thousands 
of first-author names that are cited in our dataset.

To examine how the various author rankings are different from each other, we first calcu-
lated the Spearman correlations of author rankings by these four methods for the 500 most 
highly cited authors selected by average rank over the four counting methods (Al Jaber and 
Elayyan 2018). We then examined rank changes of individual authors and the topics of their 
highly cited papers for the top 100 authors. For this detailed examination of rank changes, we 
manually removed author names that are likely ambiguous including all Chinese names.

We did not perform automatic author name disambiguation in any of the four counting 
methods we compared, and we only counted the first author of each cited reference. Perform-
ing automatic disambiguation and counting all authors might well change specific ranks of 
individual authors, but we cannot think of any reason why that would be able to drastically 
change the rank difference of the same author between two rankings. In particular, the very 
large or very small rank differences that we relied on in our analysis would remain large, or 
small, respectively, in practically all cases were disambiguation and all author counts used to 
determine the same four rankings instead.

Results and discussions

Correlation

Table 1 presents the Spearman correlations of rankings of top 500 cited author names. All cor-
relations are significant at the 0.01 level (2-tailed).

It is interesting and somewhat surprising to see that the ranking by EssW1 has a fairly high 
correlation with the ranking by W1 (0.69), the traditional counting method, considering that a 
large percentage of citations were discarded when counting EssW1 (Bertin et al. 2016; Thel-
wall 2019a; Zhao et al. 2017).

The ranking by EssW1 has a similar correlation to the one by Wn with the traditional rank-
ing (0.69 vs. 0.70). Since direct frequency-weighting (Wn) has been found to be insufficient 
to predict important citations compared to squared frequency-weighting (Zhu et al. 2015), it 
appears that simply removing article sections that contain mostly nonessential citations with-
out applying a weighting scheme (EssW1) is probably just as insufficient.

However, the combination of the two, which filters out a large source of nonessential 
citations first and then weighs citations by their in-text frequency, makes a large difference 

Table 1   Spearman correlations 
between rankings of top 500 
authors

W1 EssW1 Wn

EssW1 0.69
Wn 0.70 0.52
EssWn 0.40 0.64 0.77



509Scientometrics (2020) 122:503–517	

1 3

in author ranking compared to traditional citation counting, as shown by the 0.4 correlation 
between W1 and EssWn. This indicator therefore deserves further investigation on whether 
it could help improve citation analysis results.

This result, i.e., filtering out likely nonessential in-text citations and then weighing 
the remaining ones by in-text frequency having a large difference from (i.e., low Spear-
man’s rank correlation to) traditional counting, is similar to the one in Zhao and Strotmann 
(2015b, 2016) that proposed and tested filtering uni-citations. However, the present paper’s 
method for identifying likely candidates for nonessential citations for filtering is likely to 
have a much higher accuracy rate than the one used in the earlier papers that filters out uni-
citations (Zhao et al. 2017).

More and more studies have realized that citation impact is multidimensional and 
requires different indicators to measure its different dimensions (Bu et al. 2018; Funk and 
Owen-Smith 2017; Wu et al. 2019). Traditional citation counting appears to favor broad 
and shallow impact as indicated by findings from previous studies that in-text frequency 
of a cited reference indicates its importance to the citing paper on the one hand and uni-
citations dominate and tend to be highly cited references on the other. EssWn appears to be 
able to emphasize deep and narrow impact, with its two ingredients of frequency-weighting 
and location-filtering leaning towards the deep aspect and the narrow (e.g., methodological 
contributions) aspect, respectively.

Author rank variability

Table 2 lists the top 100 author names selected by the average of their ranks assigned by 
all four counting methods, along with their ranks and the differences in ranks between tra-
ditional citation counting (W1) and weighted counting of citations (EssW1, EssWn, Wn). 
However, we will focus on comparing EssWn with W1, the most dissimilar, for this initial 
study, leaving the comparison of other methods to future studies. Author names in Table 2 
are ranked by W1.

The variability of author ranks by these different counting methods is clearly visible. A 
general pattern seen from Table 2 for EssWn compared to W1 is that (a) ranks for highly 
cited authors are relatively stable, (b) rank gains occur mostly in the bottom 40% of the list, 
and (c) rank drops occur mostly in between.

•	 Authors with stable ranks

The most highly cited authors with stable ranks include both bibliometricians (e.g., Gar-
field, Bornmann, Leydesdorff, Van Eck, Falagas) and biomedical researchers (e.g., Moher, 
Sweileh, Zyoud, Huh), as well as authors with signal works that influenced bibliometrics 
highly (i.e., Hirsch).

A common feature of these bibliometricians is that they introduced, tested, and pro-
moted methods, indicators, or tools for research evaluations and research network analy-
sis—Hirsch’s h-index, Van Eck’s VOSviewer—a visualization tool for studying co-author-
ship networks, word co-occurrence networks and citation networks, Leydesdorff’s work 
on the Triple Helix of university–industry–government relations, Glänzel’s work on co-
authorship analysis, Waltman’s work on the Leiden ranking methods including the crown 
indicator, and Falagas’ comparison of major citation databases. This feature is not all that 
surprising, considering that methodology sections are one of the sections that were specifi-
cally kept in calculating EssWn.
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Table 2   Ranks and rank differences of top 100 authors

AuthorName W1 EssW1 Wn EssWn W1-EssWn W1-EssW1 W1-Wn

Garfield,E 1 2 1 3 − 2 − 1 0
Bornmann,L 2 6 2 5.5 − 3.5 − 4 0
Moher,D 3 1 3 1 2 2 0
Sweileh,WM 4 4 6 5.5 − 1.5 0 − 2
Hirsch,JE 5 7 4 7 − 2 − 2 1
Zyoud,SH 6 3 5 2 4 3 1
Falagas,ME 7 5 7 4 3 2 0
Huh,S 8.5 9 15 9 − 0.5 − 0.5 − 6.5
Van Eck,NJ 11 8 12 8 3 3 − 1
Leydesdorff,L 12 15 13.5 23 − 11 − 3 − 1.5
Seglen,PO 13 13 13.5 24 − 11 0 − 0.5
Moed,HF 14 23.5 18 35 − 21 − 9.5 − 4
Waltman,L 15 14 17 17.5 − 2.5 1 − 2
Masic,I 16.5 60 8 85.5 − 69 − 43.5 8.5
Groneberg-Kloft,B 18 10 21 12.5 5.5 8 − 3
Egghe,L 19.5 25 23.5 33 − 13.5 − 5.5 − 4
Glänzel,W 19.5 19.5 23.5 25.5 − 6 0 − 4
Eysenbach,G 22 29.5 19 25.5 − 3.5 − 7.5 3
Smith,R 23.5 83 33 149.5 − 126 − 59.5 − 9.5
Larivière,V 23.5 27.5 20 29 − 5.5 − 4 3.5
López-Muñoz,F 25 36.5 29.5 60 − 35 − 11.5 − 4.5
Merton,RK 26.5 32.5 35 62 − 35.5 − 6 − 8.5
Boyack,KW 28 32.5 32 56 − 28 − 4.5 − 4
Van Noorden,R 29 96 47 130 − 101 − 67 − 18
Lewison,G 30.5 32.5 40.5 44 − 13.5 − 2 − 10
Cramer,H 32 76 29.5 94.5 − 62.5 − 44 2.5
Kulkarni,AV 33.5 19.5 51 27.5 6 14 − 17.5
Thelwall,M 36 66 40.5 99 − 63 − 30 − 4.5
Van Raan,AFJ 36 43.5 49.5 71 − 35 − 7.5 − 13.5
Greenhalgh,T 36 21 25 14 22 15 11
Hopewell,S 38 23.5 27 20 18 14.5 11
Altman,DG 39 27.5 36.5 37.5 1.5 11.5 2.5
Radicchi,F 40.5 60 46 94.5 − 54 − 19.5 − 5.5
Fanelli,D 43 76 39 99 − 56 − 33 4
Schulz,KF 44 26 48 35 9 18 − 4
Chalmers,I 45 83 65 139 − 94 − 38 − 20
Bollen,J 46.5 122 62.5 157.5 − 111 − 75.5 − 16
Yeung,AWK 49 38 87 94.5 − 45.5 11 − 38
Opthof,T 50.5 89 54.5 130 − 79.5 − 38.5 − 4
Haustein,S 50.5 76 44.5 85.5 − 35 − 25.5 6
Small,H 53.5 114 95 250.5 − 197 − 60.5 − 41.5
Buxton,M 53.5 56.5 22 22 31.5 − 3 31.5
Costas,R 56 53.5 57 73.5 − 17.5 2.5 − 1
Cohen,J 58.5 32.5 62.5 45 13.5 26 − 4
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Table 2   (continued)

AuthorName W1 EssW1 Wn EssWn W1-EssWn W1-EssW1 W1-Wn

Börner,K 61.5 114 94 250.5 − 189 − 52.5 − 32.5
Hicks,D 61.5 89 57 89.5 − 28 − 27.5 4.5
Adams,J 61.5 41 57 56 5.5 20.5 4.5
Uthman,OA 64.5 53.5 52 47.5 17 11 12.5
Barabási,AL 66 60 54.5 85.5 − 19.5 6 11.5
Dickersin,K 67.5 46.5 101.5 94.5 − 27 21 − 34
Abramo,G 71.5 96 106.5 179.5 − 108 − 24.5 − 35
Porter,AL 75.5 107 97.5 192.5 − 117 − 31.5 − 22
Björk,BC 75.5 66 87 130 − 54.5 9.5 − 11.5
Katz,JS 75.5 141.5 82.5 130 − 54.5 − 66 − 7
Callaham,M 78.5 36.5 87 52 26.5 42 − 8.5
Wuchty,S 80.5 101 109 179.5 − 99 − 20.5 − 28.5
Petersen,AM 80.5 114 65 81.5 − 1 − 33.5 15.5
Von Elm,E 87 52 106.5 94.5 − 7.5 35 − 19.5
Tadmouri,GO 87 56.5 109 85.5 1.5 30.5 − 22
Bhandari,M 87 56.5 97.5 70 17 30.5 − 10.5
Milat,AJ 87 83 49.5 43 44 4 37.5
Clauset,A 90 66 71.5 73.5 16.5 24 18.5
Watts,DJ 92 56.5 80 52 40 35.5 12
Grant,J 95 107 101.5 114 − 19 − 12 − 6.5
Wooding,S 95 101 82.5 68 27 − 6 12.5
Wagner,CS 98.5 76 112 107 − 8.5 22.5 − 13.5
Ramos,JM 98.5 66 77.5 60 38.5 32.5 21
Piwowar,HA 105.5 76 93 78 27.5 29.5 12.5
Fortunato,S 110 141.5 129 250.5 − 140.5 − 31.5 − 19
Gastner,MT 110 41 109 52 58 69 1
Cooke,SJ 117 319 68 419.5 − 302.5 − 202 49
Horton,R 117 96 136 139 − 22 21 − 19
Benamer,HT 123.5 96 91 56 67.5 27.5 32.5
Michie,S 129.5 89 119.5 73.5 56 40.5 10
Arksey,H 129.5 50 61 31 98.5 79.5 68.5
Feixas,G 135 83 80 114 21 52 55
Graham,ID 135 132 87 114 21 3 48
Lavis,JN 139.5 163 97.5 192.5 − 53 − 23.5 42
Campbell,MK 139.5 101 145.5 166.5 − 27 38.5 − 6
Graffigna,G 146 96 71.5 64.5 81.5 50 74.5
Lefaivre,KA 146 76 125.5 64.5 81.5 70 20.5
Kissin,I 153.5 122 156.5 192.5 − 39 31.5 − 3
Albert,R 153.5 107 174.5 192.5 − 39 46.5 − 21
Wasserman,S 153.5 107 165.5 149.5 4 46.5 − 12
Banzi,R 153.5 107 73.5 68 85.5 46.5 80
Lee,J 160.5 132 129 114 46.5 28.5 31.5
Simonton,DK 166.5 205 65 419.5 − 253 − 38.5 101.5
Wager,E 166.5 163 87 107 59.5 3.5 79.5
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The biomedical researchers with stable ranks (i.e., Sweileh, Zyoud, Huh) were cited for 
their actual bibliometric studies of biomedical fields as compared to those discussed below 
on the scholarly communication system in general and on problems in bibliometric indi-
cators for biomedical research evaluation in particular. Moher was cited for the PRISMA 
statement (Preferred reporting items for systematic reviews and meta-analyses), CON-
SORT guidelines (for reporting parallel group randomised trials), and other guidelines of 
this sort. Moher being consistently ranked high indicates that a large part of our dataset is 
systematic reviews and meta-analyses, and that bibliometric methods have been used in 
these types of studies.

•	 Authors who have been ranked higher by EssWn than by W1 counting

Authors in the bottom 40% of the table are dominantly biomedical researchers and ranked 
much higher by EssWn. The largest gains in rank are represented by Kuruvilla, Kilkenny, 
Rudan, Clarke, Rogers, and Bennett at the very bottom of the table whose ranks are more 
than 120 places higher by EssWn than by W1. These authors stand out much more after 
authors, primarily bibliometricians, whose work was primarily cited in the introductory 
and background sections were pushed down the list.

Many of these authors provided theories or methodologies for doing various kinds of 
health research, which aligns very well with the emphasis of EssWn on the methodology, 
discussions, and conclusions sections of citing papers. For example, Kuruvilla and Banzi 
proposed conceptual frameworks for describing or assessing the impact of health research; 
Clarke promoted standardization of reporting outcomes for clinical trials and systematic 
reviews; Kilkenny was mostly cited for his work on the ARRIVE guidelines for reporting 
animal research; Arksey and Levac worked towards methodological frameworks for scop-
ing studies. Their being ranked much higher by EssWn than by W1 indicates that system-
atic reviews and scoping studies were among the kinds of studies that have dominated bib-
liometrics-related studies in biomedical fields, just as was found from examining authors 
with stable ranks above.

Rogers was not a biomedicine researcher but was nevertheless pushed much higher (by 
124 places) by citations to his theory on the diffusion of innovations after introductory and 

Table 2   (continued)

AuthorName W1 EssW1 Wn EssWn W1-EssWn W1-EssW1 W1-Wn

Maziak,W 188.5 141.5 174.5 271 − 82.5 47 14
Levac,D 188.5 122 174.5 121 67.5 66.5 14
Kuruvilla,S 199.5 150.5 59.5 27.5 172 49 140
Ponce,FA 213.5 183 174.5 229.5 − 16 30.5 39
Bennett,S 213.5 122 148 89.5 124 91.5 65.5
Innes,KE 243 319 68 209.5 33.5 − 76 175
Donner,A 243 141.5 199 209.5 33.5 101.5 44
Grimshaw,JM 243 205 161.5 157.5 85.5 38 81.5
Rogers,EM 243 163 199 119 124 80 44
Rudan,I 243 163 141.5 102.5 140.5 80 101.5
Clarke,M 243 319 141.5 102.5 140.5 − 76 101.5
Kilkenny,C 278.5 141.5 223 121 157.5 137 55.5
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background sections were removed. Watts was also pushed higher (by 40 places) by cita-
tions to his work on small world networks. It appears that their theories were actually used, 
instead of just being mentioned as background information, e.g., to explore and make sense 
of knowledge translation patterns in the biomedicine fields.

As would be expected theoretically, EssWn counting does appear to give advantage 
to authors who have done theoretical or methodological work and to give more weight to 
studies primarily concerning biomedical issues.

•	 Authors whose ranks dropped by EssWn counting

A striking pattern here is that all authors whose work was not focused on biomedical 
research have been ranked lower after introductory and background sections were removed 
and supposedly medical related contents were kept. These authors included almost all bib-
liometricians and researchers in the biomedical fields or other fields who were interested in 
scholarly communication in general and problems in research evaluation and science com-
munication in biomedical fields in particular. Their drop in rank indicates that their works 
have been mostly cited as background information.

Among the biomedical researchers, the largest drops are represented by Smith, Van 
Noorden, Chalmers, Opthof, and Masic (although Van Noorden is a senior news editor for 
Nature). Masic and Van Noorden were highly cited for their ideas on problems in scholarly 
communication and publishing in biomedical fields, while Smith and Opthof appeared to 
have been mostly cited for their work published in medical journals in fields such as epide-
miology and cardiology, on problems with the journal impact factor.

Most bibliometricians had small to medium drops in rank. The largest drops are rep-
resented by Small, Börner, Porter, Bollen, Abramo, and Thelwall (by 197, 189, 117, 111, 
108 and 63 places respectively). Small and Börner are known for their work on science 
mapping using co-citation analysis and other methods. As discussed above, bibliometrics-
related studies in the biomedical fields appear to be mostly systematic reviews, scoping 
studies, and meta-analysis type of studies. The large drops in Small and Borner’s ranks 
from W1 to EssWn indicates that science mapping in general and co-citation analysis in 
particular have not been used much but were mostly mentioned as background information 
in these studies, which is unfortunate because co-citation networks and other citation-based 
network analysis methods (e.g., bibliographic coupling analysis) can be very informative of 
intellectual structures of research fields (e.g., White and McCain 1998; Zhao and Strotmann 
2008a, b, 2011, 2014). Thelwall is a highly cited webometricians and Bollen has been cited 
mostly for his work on alternative impact measures (called Altmetrics) compared to cita-
tion impact metrics. Their work was not actually used in the studies of biomedical fields 
but was mostly mentioned as background information, indicating that bibliometrics-related 
studies in biomedical fields were mostly evaluative (as opposed to relational) studies based 
on citation measures (as opposed to altmetrics) of journal articles (as opposed to websites) 
even though the authors were aware of limitations imposed by this focus.

All three types of rank changes described above show that authors whose cited arti-
cles had a biomedicine focus rank higher after introductory and background sections were 
removed, whereas those with an emphasis on bibliometrics or scholarly communication 
rank lower. Considering that bibliometric studies in the biomedicine fields are mostly con-
cerned with biomedicine, this general pattern makes good sense and indicates that EssWn 
weighs citations appropriately, i.e., assigning greater weight to essential citations than to 
perfunctory ones, and that citation analysis based on this indicator may indeed be able to 
focus on more profound influences and organic relationships.
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Conclusions

It has been found that in-text frequency of a cited reference indicates its importance but 
a significant percentage of multi-citations are nonessential citations, and could be over-
weighted by frequency-weighted citation counting. It is therefore important to filter out 
nonessential in-text citations before assigning weight in order to improve the accuracy and 
effectiveness of frequency-weighted citation analysis.

Previous studies proposed and tested filtering nonessential citations by their in-text fre-
quency, assuming that uni-citations are mostly nonessential (Zhao and Strotmann 2015b, 
2016), but found that its error rate might be too high (Zhao et al. 2017). The present study 
explores an alternative filtering method to see what a difference it might make in ranking 
authors by citations. Informed by findings from previous studies that citations located in 
methodology, results, discussion, or conclusion sections may play a more significant or 
meaningful role than those located in introductory and background sections, we removed 
introductory and background sections as a way to filter out nonessential citations, which 
was found to likely have a lower error rate and a higher filtration rate compared to remov-
ing uni-citations (Zhao et al. 2017). We analyzed the correlations between author rankings 
by traditional citation counting and those by in-text frequency-weighted citation counting 
before and after the filtration, and examined rank changes of individual authors between the 
traditional citation counting and location filtered counting weighted by in-text frequency.

We found that removing introductory and background sections alone does not make 
much of a difference in author rankings, but it makes a large difference when combined 
with frequency-weighted counting. This combination appears to make essential citations 
stand out, as shown by its generally ranking biomedicine-focused authors higher and bib-
liometrics-focused ones lower. Citation impact is multidimensional and requires different 
indicators to measure its different dimensions (Bu et al. 2018; Funk and Owen-Smith 2017; 
Wu et al. 2019; Zhao and Strotmann 2016). Traditional citation counting appears to (over-) 
emphasize broad but shallow impact whereas location-filtering citation counting weighted 
by in-text frequency appears to be able to focus on deep and narrow impact.

The present study also finds that weighing and filtering appear to have different effects 
on citation counting as indicated by a medium correlation between rankings by each sep-
arately. This difference warrants future detailed studies to identify the separate factors 
involved. Theoretically, they appear to each lean towards a different dimension of the deep 
and narrow impact that their combination appears to measure.

The observation that authors who represent guidelines for doing systematic review, 
reporting meta-analysis results, or conducting scoping studies are ranked much higher 
by EssWn counting indicates that many articles retrieved from PMC on bibliometrics in 
general and on citation analysis in particular belong to these types of studies. While bib-
liometric methods and tools have clearly been used in these studies, this use, however, 
didn’t appear to have included citation-based knowledge network analysis methods such 
as co-citation analysis or bibliographic coupling analysis. Such methods have been shown 
to effectively reveal intellectual structures of research fields, and would be expected to be 
very useful for systematic reviews and scoping studies. It should be an interesting future 
study to find out why they have not been applied as much in bibliometric studies of bio-
medical fields.
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