
Vol.:(0123456789)

Scientometrics (2019) 121:897–915
https://doi.org/10.1007/s11192-019-03214-9

1 3

Inter‑ranking reputational effects: an analysis 
of the Academic Ranking of World Universities (ARWU) 
and the Times Higher Education World University Rankings 
(THE) reputational relationship

Vicente Safón1 

Received: 13 February 2019 / Published online: 30 August 2019 
© Akadémiai Kiadó, Budapest, Hungary 2019

Abstract
Global university rankings have become a critical factor in the higher education sec-
tor, engendering increasing interest and exerting a notable influence over a wide variety 
of stakeholders. They are presented to different audiences as tools that evaluate and rank 
universities according to quality. However, some authors are of the opinion that rankings 
express reputational factors to a large extent. This article presents a model of the intra- 
and inter-ranking relationships from the perspective of reputation along with an empirical 
study on two of the most influential rankings: the Academic Ranking of World Universities 
and the Times Higher Education World University Rankings. Data from these two rankings 
between 2010 and 2018, and the application of ordinal regressions, provide evidence that 
both rankings are mutually influential, generating intra and reciprocal reputational effects 
over time.
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Introduction

In a little under 15 years, global university rankings have become a critical factor in the 
higher education sector, engendering increasing interest and exerting a notable influence 
over a wide variety of stakeholders (Hazelkorn 2016; Van Raan 2005). They are presented 
to different audiences as tools that evaluate and rank universities according to quality. 
However, despite the diversity of methods used to create them, some authors are of the 
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opinion that rankings express reputational factors to a large extent, particularly for institu-
tions at the top of the lists (Bastedo and Bowman 2009; Locke et al. 2008; Safón 2013; 
Shehatta and Mahmood 2016; Shin 2011; Stake 2006; Stella and Woodhouse 2006).

A university’s reputation, i.e. the overall and final addition to the perceptions of all 
stakeholders over time (Fombrun 1996), is the origin, and also the consequence, of aca-
demic institution rankings. The dominant perspective of academic reputations (Safón 
2012), grounded in signaling theory (Spence 1973), is based on the belief that reputation 
is an outcome of the achievements of an academic institution (Keith 2001), which act as 
signals of organizational reputation (Rindova et al. 2005). It is assumed that research pub-
lished by institutions represents the foundation of their prestige (Armstrong and Sperry 
1994; Cole and Cole 1967; Smyth 1999). This prestige was reflected in the first ranking 
that appeared in 1925 in the US. This ranking and those that have followed have acted as 
signals of reputation, creating or modifying the perceptions of individuals (Rindova et al. 
2005; Safón 2007, 2009; Sweitzer and Volkwein 2009); perceptions that have subsequently 
been incorporated into rankings that use reputational surveys, generating a powerful time-
based interaction between rankings and perceptions (Bastedo and Bowman 2009; Bowman 
and Bastedo 2011; Safón 2009; Stake 2006).

Various global rankings do not use opinions as part of their methodology, and hence are 
unable to activate the ‘ranking-perceptions-ranking’ mechanism. However, the elements 
that make them up, normally research performance indicators, are also subtly affected by 
reputation signals derived from rankings, and are thus influenced by them.

Previous literature has extensively analyzed global rankings and the relations between 
them (e.g. Aguillo et al. 2010; Çakır et al. 2015; Moed 2017; Olcay and Bulu 2017; Rauh-
vargers 2011; Shehatta and Mahmood 2016; Waltman et al. 2012). Until now, no study has 
analyzed the reciprocal influence between rankings of different types in terms of the crea-
tion of reputational signals; nor have they produced a model of the process. Reputational 
signals are essential to understanding the impact of influential rankings, their limitations 
and ways they can potentially be improved, and also for universities themselves, as reputa-
tion is one of their critical assets.

This study presents a model of the inter-ranking relationships from the perspective of 
reputation along with an empirical study on two of the most influential rankings: the Aca-
demic Ranking of World Universities (ARWU) and the Times Higher Education World 
University Rankings (THE). Data from these two rankings between 2010 and 2018, and the 
application of ordinal regressions, provide evidence that both rankings are mutually influ-
ential, generating reciprocal reputational effects over time.

Reputational signals and reputational biases in global rankings

Several authors posit that rankings are unable to act as effective tools for assessing the 
quality of academic institutions, stating that what they really do is measure reputation con-
solidated by universities over time (Shin 2011; Stella and Woodhouse 2006). Toutkoushian 
and Webber (2011) and Shin (2011) believe the problem stems from the peer assessments 
used in many rankings, which do not give any indication of whether what is being meas-
ured is actually productivity or reputation. Some global rankings, including those of the 
USNWR, THE and QS rankings are constructed using these types of data (surveys), and 
thus suffer from reputational bias.
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On the other hand, the literature on this topic has revealed that rankings affect the 
assessments of institutional reputation made by faculty and institutional leaders via an 
anchoring effect (Bastedo and Bowman 2009, 2011). With the passage of time, rankings 
that are totally or partially based on academic, recruiter or student opinions become uncon-
nected with the changes in quality through the action of an echo effect (Leiter 2006; Stake 
2006), which basically reflects changes in the prestige of institutions (Bowman and Bast-
edo 2011).

According to anchoring theory, ‘‘people use the starting value to inform their judg-
ments, and then they adjust (insufficiently) this value when making their final judgment, 
even when the starting value is entirely random’’ (Bowman and Bastedo 2011, p. 433). 
The first university rankings may have established anchoring for certain universities, whose 
effects have lasted over time and are still relevant today. Brooks (2005) comments that the 
majority of US universities in the top 25 in 1925 (year of the first ranking) have remained 
in that tier for most subsequent rankings. This ranking, and the subsequent ones, especially 
the 1983 US News “America’s Best Colleges” ranking, created anchoring effects that modi-
fied the perceptions of the people whose opinions were used in successive rankings. Today, 
every time a new opinion-based ranking is generated, the anchoring effects present in the 
previous rankings have a potential degree of influence. This effect has been demonstrated 
in the THE-QS ranking by Bowman and Bastedo (2011).

This effect has also been observed in business schools with a longer history. These 
institutions have had the chance to enjoy a sizeable advantage, with regard to first mover 
advantages and reputation, based on their inclusion in the first selection of b-schools that 
appeared in business week (BW) in 1986. As stated by Morgeson and Nahrgang (2008), 
this list was made up of b-schools that enjoyed the highest reputation at that moment in 
time, most likely explained by the age of the institution. Those 20 b-schools formed the 
origins of the first BW ranking that appeared 2  years later, and have almost invariably 
appeared in subsequent bi-annual BW rankings.

The echo effect or echo-chamber effect (Leiter 2006; Stake 2006) is an effect that 
explains how rankings, due to their capacity to synthesize and simplify, and their powerful 
communication channels via the media (Dyck and Zingales 2002), influence the opinions 
that are subsequently used to generate new rankings. This effect appears when alternative 
viewpoints, opinions and arguments are significantly absent from any community, particu-
larly a university community (Kohm and Wardle 2011). It is then that the assessment of the 
reputation of institutions can be confused with an echo effect, where initial reactions can be 
reinforced and unendingly spread by the media (Rondeau 2017).

Anchoring effects have played a crucial role in forming perceptions based on the first 
rankings, but also influence current perceptions, as each new ranking anchors the percep-
tions of observers for each university. When this is seen as a dynamic process and echo 
effects are added, a “reputation-ranking-reputation” circle appears.

This circle would have a more solid foundation for rankings based on opinions, such as 
the THE ranking, rather than for those based on research performance objective data. How-
ever, as reputation influences research performance through a variety of biases, it would 
also influence the rankings not based on opinions, such as the ARWU.

The Matthew effect and the halo effect justify reputational bias that rankings based 
on research performance might undergo. The halo effect is a cognitive bias in which the 
assessment of one characteristic impacts the judgment of others. According to this bias, 
the raters (faculty, students, recruiters…) attribute their positive perceptions of a high-
reputation university to its schools, departments, faculty, outputs… Authors affiliated to 
highly reputed universities might enjoy a halo effect (Dey et al. 1997; Fowles et al. 2016; 
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Medoff 2006). This effect would increase their chances of publishing in the best journals 
and of obtaining more citations due to editor, referee and citation biases. This effect acts as 
a research performance potentiator, as a moderating variable, but lacks value in itself with-
out a quantitatively and qualitatively acceptable scientific output.

The risk of a paper’s rejection derives from multiples biases (Lee et al. 2013). Two of 
the most significant are the prestige and affiliation biases, which affect editors and refer-
ees, because where authors’ identities are known, their institutional affiliations may influ-
ence judgements (Clark and Wright 2007). According to Miller (2006, p. 425), current 
affiliations “provide clues, albeit imperfect ones, as to the competency of a manuscript’s 
author(s), and these clues can be used as a means to avoid the burden of deeply evaluating 
research or as unconscious or conscious shortcuts around any uncertainty about the value 
of a submission. […] In fields with blind review, […] status based on institutional affilia-
tions are less troublesome, at least at the reviewer level (they can still be operative at the 
editor level)”. In the same line, Judge et al. (2007, p. 495) state that “even at journals that 
use blind peer review, author status and affiliation may influence editors, who may ‘front-
load’ articles by prominent scholars as a way of legitimizing the journals”.

Some evidence exists on these biases. Peters and Ceci (1982) studied the editor and ref-
eree biases by resubmitting published articles written by high-status authors from promi-
nent institutions under fictitious author names and affiliations. They found that resubmitted 
papers were rejected higher than the journal’s rejection rate on the basis that the stud-
ies contained serious methodological defects. McGillivray and De Ranieri (2018) found 
that corresponding authors from less prestigious institutions are more likely to choose 
double-blind review, in order to avoid affiliation bias. They also found that manuscripts 
from authors from less prestigious institutions are accepted with a lower rate than those 
from more prestigious institutions. Ross et al. (2006) provide evidence of bias in the open 
review of abstracts, proposing that the system favors authors from prestigious academic 
institutions. Garfunkel et al. (1994) also verified that the likelihood of recommendation for 
acceptance and of selection for publication of brief reports appeared to correlate with the 
prestige of the institution, although they obtained inconclusive results for more extensive 
manuscripts. Baghestanian and Popov (2014) found a positive relationship between affili-
ation and the probability of publishing in a top economic journal. Judge et al. (2007) find 
a correlation between affiliation and citation on a set of articles published in the top 21 
management journals. Lou and He (2015) find that affiliation and uncitedness are nega-
tively correlated. And Oswald (2008) tested pro-Harvard bias and Yotopoulos (1961) pro-
Harvard and pro-Chicago bias.

In relation to paper evaluation systems, Blank (1991) observes a referee bias towards 
highly reputed universities under single-blind refereeing (vs double-blind) from an experi-
ment conducted at The American Economic Review. Double-blind peer review has been 
proposed as a means to avoid referee bias (Ross et al. 2006), however, this type of review 
model has sometimes been shown to fail to hide authors’ identity (McGillivray and De 
Ranieri 2018). For example, Falagas et al. (2006) found that the half of the cases, authors 
were in fact recognizable.

Another bias comes from citations, an element considered in global rankings such as 
ARWU and THE.1 Medoff (2006) found that papers authored by researchers from elite 
institutions obtained higher citation rates, even after controlling for author and journal 

1  See Van Raan (2005) for a discussion on the major problems in the application of publication and citation 
data in the context of evaluation.
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quality and characteristics of the article. More recently, Meyer et al. (2018) investigate the 
number of citations received by papers published in six well-known management science 
journals and find that the status of the first author’s institution was a strong predictor.

On the other hand, the editor and referee biases amplify citation bias by the bias that 
top journals introduce into the citation process. Larivière and Gingras (2010) shows that 
the journal in which papers are published have a strong influence on their citation rates, as 
duplicate papers published in top journals obtain twice as many citations as their identical 
counterparts published in journals with lower impact factors.

Figure  1 summarizes reputational effects among different types of rankings (with or 
without a reputational survey) and between rankings from different years. It is important to 
note that universities are the unit of analysis of the model, although the model shows repu-
tational biases that occur at the individual level and their effects are subsequently aggre-
gated in the rankings.

A key aspect of the model shown in Fig.  1 is speed of feedback (dotted line). Rank-
ings influence the reputation of university institutions from the moment they are published 
(Argenti 2000; Kane 1993; Safón 2007; Wedlin 2007), since they are widely disseminated 
through various media channels—who are paying increasing attention to higher education 
rankings (González-Riaño et al. 2014)—and via the institutions themselves through their 
websites and press releases2 (ARWU 2018; Luca and Smith 2015). Consequently, a lagged 
effect of between one and 2 years can be expected, as the most recent information is the 
one that is uppermost in the minds of rankers (Keller et al. 2008). The studies by Bowman 
and Bastedo (2011) and Stake (2006) support the idea of a rapid return of between one and 
2 years for reputational surveys to complete the circuit and feed back into rankings. The 
circuit derived from the publication and citation process also feeds back quickly, particu-
larly since manuscript management systems and online publication have notably acceler-
ated the evaluation and publication stages for papers, and hence citations appear shortly 
after. Studies such as those by Wang et  al. (2015) patently show that these stages have 
become markedly shorter, showing citations from papers that were published only a few 
months before. In any case, older studies, such as that of Moed et al. (1985), show that the 
maximum level of citations occurs in the third year of publication.

The institutional version of the Matthew effect allows for the introduction of an impor-
tant element in the model: the attraction of doctoral students, top researchers and funds. 
According to this effect, made popular by Merton (1968), the most prestigious universities 
receive recognition and disproportionate awards, to the notable detriment of the less highly 
reputed institutions. This effect foresees that top research universities will concentrate ‘‘the 
lion’s share of federal support and super-star researchers (e.g., Nobel laureates)’’ (Bentley 
and Blackburn 1990, p. 329), which allows them to obtain higher levels of productivity. 
This effect has been demonstrated by Dey et al. (1997).

Figures 2 and 3 show the variables used by the ARWU and the THE rankings that are 
most directly involved in shaping reputational bias. 60% of ARWU and 69% of THE are 
affected by this bias. The publication of ARWU and THE rankings, in August and Sep-
tember respectively, generate immediate effects on the opinions incorporated in the THE 
ranking the following year (this ranking also takes into account opinions from the previous 

2  This statement refers to the communication of the results of rankings, which complement other types 
of communication that also influence perceptions, e.g. speeches given by vice-chancellors or rectors (Rod-
riguez-Pomeday and Casani 2016) or the degree of news coverage of the university (Arpan et  al. 2003), 
among others.
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year). The influence of rankings in the production and citation of articles through editor, 
referee and citation biases takes more time, although the initial signs could be observed in 
the production and citation of articles just 2 years later.

The evolution over time of a university’s ranking also depends upon a compensatory 
effect that tends to arise in rankings in accordance with changes in the preceding years, thus 
neutralizing any improvements or declines in one particular year with subsequent opposite 
effects. These effects inherently skew the effectiveness of the circuit described in Fig. 1.

Rankings are periodical products, and normally appear yearly. Changes from 1 year to 
the next express, according to their promoters, relative changes in the performance of a 
university in one or several of their three missions: research, teaching and knowledge trans-
fer. However, despite the existence of a strong correlation between the lists produced by the 
same ranking over time (Aguillo et al. 2010; Fowles et al. 2016; Shehatta and Mahmood 
2016), commonly interpreted as evidence of internal coherence, annual variations in uni-
versity positions are, in fact, rather erratic.

Several studies have concluded that rankings contain a good deal of noise in their annual 
variations, particularly in rankings based on reputational surveys (Sorz et  al. 2015), and 
that their changes tend to be reversible over time. Dichev (2001) posits that between 70 and 
80% of the variation in USNWR changes is due to transitory and reversible noise. Gnolek 
et al. (2014) determine that up to four positions in the USNWR annual rank changes should 
be considered noise. Dichev (2001) shows that USNWR rankings have a strong tendency 

Fig. 2   Indicators from the 2018 ARWU ranking that potentially channel reputational biases

Fig. 3   Indicators from the 2018 THE ranking that potentially channel reputational biases
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to revert in the next two rankings. These results show that, for US universities, about 30% 
of a given change in the rankings reverses in the very next ranking, and another 23% unrav-
els in the ranking 2 years on. Bookstein et al. (2010) also show evidence of the tremendous 
amount of noise present in the annual variations in the THE-QS ranking, derived, though 
not exclusively, from surprising yearly changes in normally stable variables, such as staff-
student ratio.3 Saisana et al. (2011) obtain similar findings when analyzing the ARWU and 
THE rankings from 2008 and conclude that, from a statistical perspective, a sizeable num-
ber of universities occupy unstable positions in the rankings (43 universities in the ARWU 
top 100 and 61 universities in the THE top 100). Sorz et al. (2015) analyze the THE and 
ARWU rankings from 2010 to 2014 and find inconsistent fluctuations in the rank and score 
for universities below position 50. Pinar et al. (2019) find that ARWU and THE rankings 
are very sensitive to weight variations, especially for middle- and low-ranked universities.

These results support the idea of a longitudinal equilibrium in the rankings (Fowles 
et al. 2016), and challenge the hypothesis that rankings capture variations in university per-
formance over time.

Methods

Sample

At present, there are over 20 global rankings (Hazelkorn 2017). This study focuses on the 
two most important global rankings in terms of readership and influence (Kauppi 2018; 
Piro and Sivertsen 2016; Sorz et al. 2015) i.e. the ARWU and THE rankings. The former 
does not use reputation surveys, while the latter does.

ARWU is the longest world ranking available. Between 2003 and 2016, it listed 500 
universities. In 2017, it increased the list to 800 and in 2018 to as many as 1000. Its meth-
odology relies on six research-focused indicators: number of alumni or faculty winning 
Nobel Prizes or Fields Medals, number of highly cited researchers, number of articles pub-
lished in Nature or Science, number of articles in the Science Citation and Social Sciences 
Citation indices, and per capita performance of the institution. This ranking is largely size-
dependent, although it partially corrects this effect with the dimension per capita perfor-
mance of the institution. It focuses only on research and is mainly bibliometric, although 
the bibliometric dimension is not complete, as it does not contemplate citation analysis 
of all the papers of a university. Only in the indicator highly cited scientists are citations 
involved, and this indicator is a measure of past performance. The indicators based on 
Nobel Prizes and Fields Medals reflect past rather than current performance and disadvan-
tage recently established universities (Waltman et al. 2012). A detailed explanation of the 
methodology can be found at www.shang​haira​nking​.com/ARWU-Metho​dolog​y-2018.html.

The ARWU was closely followed by the THE–QS World University Rankings, which 
annually published a joint ranking from 2004 to 2009. In 2010, the THE broke away from 
QS and launched its own independent ranking using a new methodology. In 2010, it listed 
200 universities; between 2011 and 2014, 400 universities; in 2015, the number rose to 
800; in 2016, it reached 978, in 2017, the number was 1260 and in 2018, it listed a total of 

3  This data is provided by universities themselves and is easily manipulated (Waltman et al. 2012), which 
explains the high fluctuation from year to year. Rankings based entirely on bibliometric data do not suffer 
from this type of problem.

http://www.shanghairanking.com/ARWU-Methodology-2018.html
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1258 universities. The ranking focuses on research and teaching dimensions, and in both 
university tasks expert opinion is involved in the calculation of ranking scores. Reputa-
tional surveys make up 33% of the total ranking. The ranking is generated using the fol-
lowing variables: citations impact, income per academic, reputational survey (teaching), 
Ph.D. awards per academic, Ph.D. awards to bachelor’s awards, undergraduates admitted 
per academic, papers academic and research staff, research income (scaled), reputation sur-
vey (research), ratio of international to domestic students, ratio of international to domestic 
staff, proportion of internationally co-authored research papers, and research income from 
industry (per academic staff). Due to the normalization process of the variables, the rank-
ing is largely size-independent. A detailed explanation of the method can be found at www.
times​highe​reduc​ation​.co.uk.

With a view to avoiding the effects of the methodological change in the THE in 2010 
and the changes in the size of the listings, this study analyzes the THE and ARWU rank-
ings between 2010 and 2018, using the first 500 universities in each ranking. As later 
explained, this research works on the basis of a maximum lag of 3 years. The ranking with 
the shortest span is THE, which accounts for a total of 9 years. By working with annual 
variations, 1 year is lost, and by introducing variables with a lag of up to 3 years, 3 years 
cannot be included in the sample. Therefore, the total potential sample is of 5 years for 500 
universities representing 2500 observations. However, as these two rankings do not rank 
exactly the same set of universities for their different methodologies and inclusion criteria,4 
the sample is reduced to 2210 observations.5

Variables

If the empirical evidence is compatible with the reputation bias, an association between the 
variations of rankings from different years can be expected. The year-to-year changes in the 
ARWU and THE rankings6 are the dependent variables (DV). They were captured by com-
paring a university’s ranking in year t with that of year t − 1 (t = 2014–2018). This data was 
transformed into categorical variables that indicate declining (= − 1), improving (= + 1), or 
maintaining the same position (= 0) from the previous year.

With a view to capturing reciprocal influences between the two rankings, variations in 
the other ranking with a lag of 1, 2 and 3 years are used as independent variables (IV). The 
IVs take into account changes in the years 2011 (change in comparison with 2010) to 2017 
(change from 2016), and are measured in the same way as DVs. As shown by Figs. 2 and 
3, these lags allow us to capture the effect of the variation of a university in a ranking on 

4  According to the THE methodology “Universities can be excluded from the World University Rankings if 
they do not teach undergraduates, or if their research output amounted to fewer than 1,000 relevant publica-
tions between 2013 and 2017 (with a minimum of 150 a year). Universities can also be excluded if 80 per 
cent or more of their research output is exclusively in one of our 11 subject areas” (timeshighereducation.
com). The complete inclusion criteria appear in the document Methodology for overall and subject rank-
ings for the Times Higher Education World University Rankings 2019 (September 2018), published in https​
://www.times​highe​reduc​ation​.com/sites​/defau​lt/files​/the_2019_world​_unive​rsity​_ranki​ngs_metho​dolog​
y_pwc.pdf
5  The THE ranking was preferred over QS due to its wider audience, but also because of the greater overlap 
with ARWU. Shehatta and Mahmood (2016) observe that ARWU and QS 2015 results are the lowest over-
lapping in terms of universities among the six global rankings studied.
6  Overall rankings are taken. These rankings are those that are disseminated by the media and have reputa-
tional effects.

http://www.timeshighereducation.co.uk
http://www.timeshighereducation.co.uk
https://www.timeshighereducation.com/sites/default/files/the_2019_world_university_rankings_methodology_pwc.pdf
https://www.timeshighereducation.com/sites/default/files/the_2019_world_university_rankings_methodology_pwc.pdf
https://www.timeshighereducation.com/sites/default/files/the_2019_world_university_rankings_methodology_pwc.pdf


906	 Scientometrics (2019) 121:897–915

1 3

the perceptions reflected in reputational surveys, article publication, and to some extent 
article citation. Two more arguments justify the choice of three lags. Firstly, bearing in 
mind that the THE ranking is only 9 years long, applying a greater number of lags results 
in too much of the sample being lost. Secondly, previous studies do not observe a relation 
between ranking changes in t and ranking changes in t − 4 (Dichev 2001).

As mentioned in Sect. 2, several studies have observed greater stability towards the top 
part of the rankings (especially among the top 50), and conversely, a higher likelihood of 
change (and noise) in the middle and lower parts. Reputational effect is also more notable 
amongst the top universities. In order to control for this effect, the analysis was applied to 
the full sample and to the subsample made up of the top 50 in each ranking for t − 1.

In order to control for the compensatory and reputational effects derived from the same 
ranking (intra-ranking effects), variations were introduced in the same ranking in the three 
previous years. These two effects have an opposite influence on DV, and thus conclusions 
can only be drawn in comparative terms.

Finally, to control for effects previous to the 3  years considered here or reputational 
effects from rankings other than the THE and ARWU, or of any other kind that might affect 
the study, the variations from other rankings in that same year were also introduced.

Analysis

Due to the nature of the DVs, ordinal regressions were chosen and 2 models were applied 
to each ranking. The first uses the full sample and the second the subsample made up of the 
top 50. For each model, two regressions are applied: the first introduces the control vari-
ables and the second adds the IVs. According to the distribution of the DV in each sample, 
the most appropriate link function was applied, these being the logit, probit and cauchit 
functions.

Results

Table 1 shows the descriptive statistics and the correlations. Most of the correlations are 
significant, whilst there is no indication of multicollinearity. The first-order autocorrela-
tions are negative and significant, which indicates that the compensatory effect is present in 

Table 1   Descriptive statistics (full sample)

Significant Pearson’s correlations (bilateral) in bold. N = 2210. Ch. = change; t = 2014, 2015, 2016, 2017 
and 2018

Variable Mean SD 1 2 3 4 5 6 7

1. THE (t) Ch. − .06 .82
2. THE (t − 1) Ch. − .04 .82 − .11
3. THE (t − 2) Ch. − .04 .82 − .04 − .12
4. THE (t − 3) Ch. .03 .82 − .01 − .06 − .13
5. ARWU (t) Ch. .00 .65 .09 .06 .08 − .01
6. ARWU (t − 1) Ch. .00 .63 .01 .08 .05 .07 − .13
7. ARWU (t − 2) Ch. .02 .60 .05 .01 .09 .04 .08 − .09
8. ARWU (t − 3) Ch. .00 .56 .03 .07 .02 .07 .08 .09 − .06
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the full sample studied in both rankings, and that it is also more intense than the intra-rank-
ing reputational effect. The reputational effect can be observed, however, in the inter-rank-
ing correlations. In the case of THE, the significant correlations can be seen in the two-year 
lag in the ARWU ranking (rTHE(t), ARWU(t − 2) = .05, p < .05, and rTHE(t − 1), ARWU(t − 3) = .07, 
p < .05). With regard to ARWU, the correlations are significant and positive with one or 
two lags, except in the case of rARWU(t − 2), THE(t − 3), which is not significant at the .05 level 
(p = .07).

Table 2 shows the regressions carried out. Panel A contains regressions where the DV 
is change in the current (t) THE ranking. Panel B shows regressions that analyze change in 
the current ARWU ranking.

The regression in Panel A carried out with the full sample (Model 1) is significant 
(p < .001). The predictive capacity, measured using the pseudo R2, is low. However, this 
result is in line with those of other related research. For example, Dichev (2001) reports 
adjusted R2 between .04 and .12 for regression results for the relation between current and 
lagged changes for the US Top 25 rankings of national universities. In our case, the sample 
includes all universities, where even more noise can be expected.

Previous THE changes have a decreasing influence on current THE changes. This effect 
means that changes in 1 year tend to peter out in subsequent and become less intense. Vari-
ation in the previous year has the greatest impact, while changes 3 years prior to the rank-
ing is not significant. There is no evidence to suggest that changes in the previous THE 
rankings changes influence intra-ranking reputational effects, as no positive, significant 
parameters are apparent. The effect may well exist, but if it does, the effect would be can-
celled out by the negative compensatory effect.

Previous ARWU ranking changes are the IVs. Model 1b analyzes them for the full sam-
ple. The model is significant, but the effect size of the IVs on DV is very low. The coef-
ficients for the previous ARWU changes in t − 1 (β = .08, p < .05), t − 2 (β = .11, p < .01) 
and in t − 3 (β = .07, p < .10) were positive and significant (Model 1b), and a log-likelihood 
ratio test (Aldrich and Nelson 1984) shows that entering all IV together results in a signifi-
cant increase in fit with Model 1a. The greatest effect can be observed in the variable with 
two lags.

Model 2 focuses attention solely on the top 50 universities. The results are similar to 
those from Model 1, though with reduced significance due to the small sample size. Model 
2b verifies that the compensatory effects continue to be present for t − 1 (β = − .21, p < .05) 
and for the inter-ranking effect in t − 2 (β = .15, p < .10). As in Model 1, the effect size of 
the control and dependent variables are very low.

Panel B in Table 2 studies the current ARWU changes as a DV. Model 3 analyzes the 
full sample. The regressions are significant (p < .001) and the predictive capacity of the 
control model and of the full model, measured with the pseudo R2, is low, though slightly 
greater than that observed in Models 1 and 2. Model 3b improves the fit indicators of the 
control model and is higher on the log-likelihood ratio test.

Changes from the previous year are compensated the following year, which supports the 
theory of the compensatory effects. However, previous ARWU changes that occurred two 
or 3 years prior have a positive effect on current ARWU changes, which lends weight to the 
reputational intra-ranking effect.

In Panel 2, the IVs are the lagged variations from the THE ranking. The variations that 
occur one or 2 years before significantly influence the ARWU ranking (Model 3b), but not 
those that occurred 3 years before (β = .10, p < .001, β = .11, p < .001, and β = .02, p > .05, 
respectively). These results strengthen the idea of an inter-ranking reputational effect, 
although effect size is small.
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Model 4 studies the subsample made up of the top 50 universities. The regressions are 
significant, as is the log-likelihood ratio test. The results do not support the theory of the 
reversibility of the rankings, as no significant negative effects can be observed in the previ-
ous ARWU changes (Model 4a). However, there is evidence of significant, positive inter 
and intra ranking effects on ARWU and THE changes 2 years before (β = .26, p < .01, and 
β = .32, p < .01, respectively).

Our results identify a positive association between the current ARWU and THE changes 
in all the models except for Model 4. Evidently, there is no causal relation between the 
two variables, but the fact that they are related means that, regardless of the other varia-
bles analyzed, both rankings are capturing common elements that are not considered in the 
regressions. One possibility is that research performance prior to the last 3 years is being 
captured by those variables.

Additional test

Taking a maximum delay of 3 years has allowed for a sample of 2210 observations but has 
limited capturing the effects derived from the citations, especially in the case of ARWU 
(see Fig. 2), since the first citations they consider are at least 3 years old. The tests shown 
in Table 2 were repeated for the full sample taking a delay of 5 years (now N = 1326), with 
only positive results for ‘THE (t − 4) Change’ over ‘ARWU (t) Change’ (p = .029), although 
with less effect size than ‘THE (t − 2) Change’.

Discussion and conclusion

This study examines the existence of intra- and inter-ranking reputational effects in two 
very different global rankings: ARWU and THE rankings. The main findings can be sum-
marized as follows.

The reversibility of the rankings over time and the stability of the listings towards the 
top have suggested the theory of a longitudinal equilibrium (Fowles et  al. 2016). The 
results of this study support that theory. In line with previous research (Dichev 1999 and 
2001), our results show that annual changes in the two rankings analyzed compensate rank-
ing changes from earlier years, where the compensatory effect is greater in the following 
year.

The strongest compensatory effect can be observed in the THE ranking, a result that 
is also coherent with previous literature, such as the study by Sorz et al. (2015), who find 
that, due to their methodology, the ARWU ranking has much less noise compared to the 
THE ranking.

In this study, the compensatory effects are reduced among the top universities. No sig-
nificant effect can be seen for ARWU (Model 4b) and for THE, it can only be observed for 
the one-year lagged variable (Model 2b). This result is coherent with the literature that has 
reported greater levels of noise in the middle and lower parts of the rankings (e.g. Pinar 
et al. 2019; Sorz et al. 2015).

This study theoretically justifies that rankings suffer from reputational bias derived from 
the anchoring, echo, halo and Matthew effects. These effects explain why rankings are 
affected by the reputation of universities, due partly to the “reputation-ranking-reputation” 
circle shown in Fig. 1. Our results are compatible with this theory, not only in rankings 
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that include reputational surveys, such as the THE ranking, but also for those that do not 
include reputational surveys, such as ARWU.

The speed of feedback of the ‘reputation-ranking-reputation’ model is measured here 
by introducing lagged variables. Reputational biases seem to exist, which have a relatively 
immediate effect of between one and 2 years, but also appear with less intensity in the third 
and fourth years. Such results are coherent with the echo-chamber effect theory offered by 
Stake (2006).

Our results have provided positive evidence of intra- and inter-ranking effects, but we 
should not forget that the effect size is markedly low. This means that there is sufficient, 
albeit precarious, support, whilst it cannot be ruled out that the results may have causes 
other than those proposed here. New research should continue to investigate the issues 
highlighted in this paper, adding new tests and rankings to the analysis. Of particular inter-
est is the study of rankings based exclusively on bibliometric data, such as the Leiden rank-
ing (Waltman et al. 2012). It is also necessary to enlarge the number of control variables, 
thereby proposing more demanding models. The current results show positive levels of 
significance, but very low effect sizes. Broader tests will have to challenge the levels of 
significance reached.

Conclusions

This study proposes an intra- and inter-ranking relationship model based on varying repu-
tational biases that affect global rankings, regardless of whether they include peer assess-
ments or not. The model contributes to the literature on university reputation and global 
rankings and integrates a variety of previous studies on the topic.

The model is tested using two highly influential rankings, with very different method-
ologies: the ARWU and THE rankings. The former only considers objective indicators of 
research performance, while the latter is more complex and includes reputation surveys 
with a weighting of 33% out of the total ranking score. Up until now, no study has analyzed 
both rankings from the perspective of their reputational interrelations.

This research obtains empirical evidence of a longitudinal equilibrium, and also of the 
theory that reputational effects have an effect on all universities, not only on the top-rank-
ing institutions.

An interesting question arises for scientometrics derived from these results: is it possi-
ble to construct a ranking based on bibliometric data free from reputational bias? Or rather, 
free from old reputation. To the extent that the publication of papers and the generation of 
citations is affected by reputational biases, is it possible to generate bibliometric data free 
from old reputation? Additionally, while there are rankings based on opinions, and oth-
ers exclusively based on recent bibliometric data, such as the Leiden Ranking (Waltman 
et al. 2012), can the level of reputation bias for different rankings be obtained? It is to be 
expected that rankings that are less dependent on old reputation have less reputational bias 
than rankings based on opinions, such as the THE or QS rankings.

Our study also has implications at the university level. Administrators should be aware 
of reputational effect when attempting to improve their positions in the rankings or defend-
ing those already achieved, as part of the changes that occur in rankings are systematic, not 
random. Several studies explain how certain corporate strategies, such as mergers (Bol-
banabad et al. 2017; Docampo et al. 2015; Harman and Harman 2008), or certain strate-
gies related to how to organize research (Pang 2018) or how to manage it (Safón 2013), or 
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even some dubious ethical practices such as highly cited researchers’ secondary affiliations 
(see the case of King Abdulaziz University in Bhattacharjee 2011; Messerly 2014), may 
improve positions in the global rankings. Our model explains how gains in the rankings 
throw out signals to the market that are subsequently amplified and feedback, creating a 
sustaining force for universities that achieve significant improvements in the global rank-
ings. Declines in rankings also have consequences, either because universities lose some 
of their reputational stock, or because competitors that are “growing” overtake those that 
have lost their ‘appeal’. It should be remembered that there is not a place for everyone at 
the top of the rankings (top 10, top 50, top 100). This is clearly evident in the case of US 
universities, who have previously enjoyed reputational effects. Between 2010 and 2018, 12 
US universities disappeared from the top 100 of the THE ranking and 8 from the top 100 
of the ARWU ranking. Their places have been taken up by other universities, several of 
which are Chinese. It is possible that such universities are benefitting from the reputational 
circle. The proposed model advises institutions not to lose sight of reputational strategies 
when they come to establish their objectives, and these are essential both to defensive and 
offensive strategies.

Finally, the dynamic vision of reputation and its reciprocal influence on rankings should 
not forget the large amount of noise that ARWU and THE rankings incorporate into their 
annual changes. Any effort to benefit from virtuous reputational circles demands a sizeable 
sustained effort to overcome such noise.
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