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Catching Gazelles with a Lasso: Big data techniques
for the prediction of high-growth firms

Alex Coad & Stjepan Srhoj

Abstract We investigate whether our limited ability to
predict high-growth firms (HGF) is because previous
research has used a restricted set of explanatory vari-
ables, and in particular because there is a need for
explanatory variables with high variation within firms
over time. To this end, we apply Bbig data^ techniques
(i.e., LASSO; Least Absolute Shrinkage and Selection
Operator) to predict HGFs in comprehensive datasets on
Croatian and Slovenian firms. Firms with low invento-
ries, higher previous employment growth, and higher
short-term liabilities are more likely to become HGFs.
Pseudo-R2 statistics of around 10% indicate that HGF
prediction remains a challenging exercise.
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1 Introduction

There is considerable interest among entrepreneurs, in-
vestors, and policymakers in predicting tomorrow’s high-
growth firms (Henrekson and Johansson 2010; Mason
and Brown 2013; McKenzie 2017; Grover Goswami
et al. 2019). Since the seminal contribution of David
Birch (1979), much excitement has surrounded high-
growth firms because of their remarkable ability to create
jobs, their potential to create wealth, and their substantial
contributions to creative destruction and productivity
growth. An improved ability to predict high-growth firms
(HGFs) is crucial for investors who seek to allocate funds
to the right firms, for policymakers seeking to craft effec-
tive framework conditions to support job creation, and for
entrepreneurs with ambitions to grow.

Previous research has suggested thatHGFs are a hetero-
geneous group (Delmar et al. 2003; Daunfeldt et al. 2014)
andaredifficult topredict,althoughthereareasmallnumber
of empirical regularities, for example that HGFs are often
younger, smaller, and less common in high-tech sectors
(HenreksonandJohansson2010).AreHGFshardtopredict
because firm growth is fundamentally random, or because
previous investigations had only a small number of (the
wrong type of) explanatory variables? This we seek to
investigate.Weareuniquelypositionedtoexaminethelatter
explanation,becausewehavelargedatasets fromtwocoun-
tries with an extensive range of explanatory variables.
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Moreover, these explanatory variables have rich informa-
tion on variation within firms over time.

Amid the proliferation of research into firm growth,
new opportunities for HGF prediction have recently
been made possible by Bbig data^ approaches to predict
firm outcomes (George et al. 2014; van Witteloostuijn
and Kolkman 2019), involving sophisticated economet-
ric techniques (Belloni et al. 2014).

We contribute to the sparse literature on HGF prediction
in a number of ways. First, our review of the literature
emphasizes the richness of our data, in particular with
regard to having a large number of time-varying variables,
which improves our prediction accuracy and identifies the
most relevant variables. Second, we alleviate concerns over
the possible over-theorizing of potentially spurious results
by analyzing two nationally representative datasets, from
Croatia and Slovenia. Third, we apply big data econometric
techniques to select which variables from among the hun-
dreds of candidates are the best predictors of HGFs. Previ-
ous published work has applied LASSO (Least Absolute
Shrinkage and SelectionOperator) to bankruptcy prediction
(e.g., Tian et al. 2015), and a few working papers have
applied LASSO to predicting firm growth and performance
(Miyakawa et al. 2017; McKenzie and Sansone 2017).1

Van Witteloostuijn and Kolkman (2019) apply a big data
technique (random forest analysis, not LASSO) to investi-
gate the determinants of a firm’s growth rate of assets
(whereas our dependent variable is a dummy for HGF
status).We are among the first to apply LASSO to the tasks
of predicting firm growth and HGF status.

Our LASSO procedure identifies a number of signifi-
cant predictors of HGF performance, and the model fit is
modest (pseudo-R2 statistics of around 10%). Empirical
results suggest that firms with lower inventory, higher
previous employment growth, higher short-term liabilities,
and higher growth in terms of exports and assets are more
likely to become HGFs. Internal finance seems to be more
relevant than external finance for predicting rapid growth.

Section 2 discusses the related literature, emphasizes the
need for predictor variables with a high within-firm varia-
tion, and discusses our post hoc approach to theory

development. Section 3 presents the databases, and
Section 4 presents our LASSO estimator and algorithm.
Section 5 presents our results on Croatian and Slovenian
data. Section 6 discusses our findings. Section 7 concludes.

2 Background

2.1 Related literature

A Bfirst wave^ of early applied economics research into
firm growth sought to uncover the factors associated with
firm growth, generally using databases on the largest
firms that were listed on public stock exchanges. These
studies investigated the role of predictor variables such as
firm size (according to Gibrat’s law of proportionate
growth: Ijiri and Simon 1964), growth rate autocorrela-
tion (Ijiri and Simon 1967; Singh andWhittington 1975),
the phenomenon of growth through acquisition (Kumar
1985), and discussed themes such as the contribution of
firm growth to industrial concentration (Singh and
Whittington 1975; Kumar 1985). Other work investigat-
ed the effects on growth of variables such as firm age
(Evans 1987) and R&D investments (Hall 1987).

A Bsecond wave^ of research into firm growth, in the
last few decades, resulted in a large amount of published
research on the determinants of firm growth, using
richer datasets (often administrative datasets collected
by national statistical offices) with a more comprehen-
sive coverage of small and young firms, a wider set of
explanatory variables, and more emphasis on longitudi-
nal as opposed to cross-sectional datasets (Davidsson
and Wiklund 2000). These studies also benefitted from
advanced econometric techniques and more powerful
computers. Some exemplary studies include Geroski
et al. (1997) on the role of profitability, Harhoff et al.
(1998) on the role of legal form, and Audretsch et al.
(1999) on the growth of new ventures.

Despite this multiplication of research into firm
growth, however, progress was slow, and there was
disappointment with our ability to predict which firms
will grow (Achtenhagen et al. 2010; Davidsson et al.
2010; McKelvie and Wiklund 2010). Geroski (2000: p.
169)2 summarized in this way:

1 The working papers by Miyakawa et al. (2017) and McKenzie and
Sansone (2017), who apply LASSO to firm performance data.
Miyakawa et al. (2017) seek to predict high growth performance in a
sample of Japanese firms, although they use a non-standard definition
of high-growth firms. McKenzie and Sansone (2017) investigate top
10% growth among business plan competition winners and non-
winners in Nigeria. These working papers came to our attention at an
advanced stage of this research.

2 See also the exchange between Derbyshire and Garnsey (2014) and
Coad et al. (2015) on the randomness of growth. We are grateful to a
reviewer for this suggestion.
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BThe most elementary ‘fact’ about corporate
growth thrown up by econometric work on both
large and small firms is that firm size follows a
random walk^

This state of affairs suggests a change of approach.
One shift in research focus has been to move away from
seeking the determinants of the growth rate of the aver-
age firm, towards an emerging strand of literature that
uses a binary distinction to reflect whether a firm is
included or not in an elite club of Bhigh-growth firms^
(Henrekson and Johansson 2010). Another change of
research direction has been to expand the list of explan-
atory variables of firm growth, including finer-grained
variables relating to founder characteristics, industry
and geographical aspects, productivity, profitability, in-
novation, and the growth of rivals (Coad 2009), and also
including imaginative variables such as whether the
firm’s name is concise and whether the firm’s name is
eponymous (Guzman and Stern 2016), and the entre-
preneur’s score on a Raven test of abstract reasoning
(McKenzie and Sansone 2017).

We therefore contribute to the emergence of a Bthird
wave^ of empirical research into firm growth, using big
data and computationally intensive techniques, and
measuring growth using a binary indicator that distin-
guishes high-growth firms, using the well-known
Eurostat-OECD definition (Eurostat-OECD 2007). Pre-
vious attempts at HGF prediction (i.e., focusing specif-
ically on cases where the dependent variable is binary
and indicates whether a firm is an HGF) are in the
literature review table below. Table 1 below shows that
many studies seeking to predict HGFs use time-
invariant variables, which is hard to justify given that
HGF status is transitory and unlikely to be repeated.

2.2 The need for explanatory variables with high
within-firm variation

A fundamental challenge for research into firm growth
concerns the need to include explanatory variables that
vary within firms over time:

BIf we truly wish to explain corporate growth rates
in terms of observables, we need to find variables,
which have statistical congruent properties with
growth; i.e. that vary much more over time for

particular firms than they vary across firms at any
given time.^
(Geroski and Gugler 2004, p. 618)

This is because firm growth is, by its very nature, an
erratic and time-varying process (Penrose 1959). Firms
can be conceived as configurations of lumpy and inter-
dependent resources, such that some resources (e.g.,
managerial skills and attention, production capacity,
distribution channels) are not being fully utilized at
any particular moment in time, leading to slack (Nason
and Wiklund 2018). This slack spurs firms on to take
advantage of growth opportunities, e.g., through diver-
sification, to more efficiently utilize existing resources
(Coad and Planck 2012). However, learning effects
(whereby the use of existing resources such as human
resources becomes more efficient over time) and the
further addition of other indivisible resources brought
on by growth, means that the degree of slack resources
in the firm is constantly shifting and jumping, and that
new opportunities for growth are constantly appearing.

Empirical research has shown that the variation in
annual growth rates within firms over time is greater than
the variation in growth rates between firms (Geroski and
Gugler 2004; see also Coad and Rao 2011). Relatedly, a
stylized fact of the HGF literature is that there is little
persistence in rapid growth, which has shifted the discus-
sion to refer to Bhigh growth episodes^ rather than Bhigh
growth firms^ (Grover Goswami et al. 2019).

Storey (2011) argues that the erratic and volatile
nature of firm growth is hard to reconcile with the focus
of entrepreneurship scholars on relatively time-invariant
variables such as education of the business owner, op-
portunity recognition capabilities, networking skills,
and human capital.

Indeed, the Busual suspects^ in terms of explanatory
variables in growth rate regressions are variables that are
invariant over time: whether they be founder-level char-
acteristics (gender, education, pre-entry experience) or
firm-level characteristics (e.g., legal form, industry sec-
tor) or other variables (region dummies). Some variables
do vary over time, but in ways that are deterministic (e.g.,
age of the company), or are the same for large groups of
firms (e.g., industry concentration, regional startup den-
sity), or have low within-firm variation over time (e.g.,
R&D expenditure, firm size, capital intensity, number of
subsidiary plants) and hence also have a limited capacity
to address Geroski’s requirement to include time-varying
firm-specific explanatory variables.

Catching Gazelles with a Lasso: Big data techniques for the prediction of high-growth firms 543
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This paper therefore seeks to investigate the role of
time-varying variables in predicting high growth. In-
deed, previous work has mentioned that the varying
amounts of slack resources over time, and the opportu-
nities offered by idiosyncratic configurations of discrete
productive resources, can affect a firm’s growth rates
(Coad and Planck 2012). Brown and Mawson (2013)
develop the concept of Bgrowth trigger points^ to de-
scribe how some firms may be well-positioned for a
period of rapid growth as a function of time-varying
variables such as new capital investments, new bank
funding, or boosts to sales coming from obtaining a
new contract or customer. However, previous work has
not been able to show how periods of slack resources
can precede a growth spurt, because previous work (see,
e.g., the HGF prediction literature reviewed in Table 1)
has not had access to the detailed time-varying firm-
specific variables that are found in our data. Our LASSO
approach, in combination with our detailed datasets, is
well-suited to investigate the role of time-varying firm-
specific variables, because a large number of firm-
specific variables can be included in the same LASSO
model to obtain a parsimonious final model which high-
lights the most important variables for HGF prediction.

2.3 Epistemological approach

Our context of applying big data techniques to
large datasets implies that we are engaging in
exploratory data-driven empirical research, as a
fact-finding exercise that can hopefully contribute
to subsequent theory building (Helfat 2007). It
would be premature to formulate elaborate hypoth-
eses, given the exploratory nature of our analysis
(Hambrick 2007; Helfat 2007; Locke 2007).3 In-
stead of formulating a list of hypotheses, we in-
vestigate the following broad research question:
Which variables are associated with becoming a
high-growth firm? In particular, following the rec-
ommendations of Geroski and others, we are in-
terested in the explanatory role of time-varying
variables with a high within-variance (i.e., vari-

3 Relatedly, Bernerth et al. (2018) recommend that the control vari-
ables be mentioned specifically in the formulation of the hypotheses.
Of course, we cannot do this in our context, because we have several
hundred explanatory variables, and we apply data-driven procedures to
decide which of these explanatory variables to keep. Nevertheless, in
step 7 of Algorithm 1, we add in a minimalist set of control variables
that are included for theoretical reasons, i.e., sector dummies, year
dummies, a dummy for the Zagreb capital region, and firm age.T
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ables for which there is a large variation over time
for any individual firm).

The management field’s insistence on formulating
and testing hypotheses (Hambrick 2007; Helfat 2007)
may lead to a situation whereby the hypotheses are
formulated after the results are known (the practice of
HARKing—or Hypothesizing After the Results are
Known (Kerr 1998)). This kind of post hoc theorizing
can be detrimental to scientific progress, if elaborate
theoretical explanations are formulated retrospectively
to explain results that may be essentially spurious
(Denton 1985; Kerr 1998). HARKing and post hoc
theorizing can lead to the misinterpreting and over-
theorizing of statistically significant results that are sim-
ply due to random sampling error.

In this article, we draw on the literature of firm growth,
and more specifically high-growth firms, to provide an
initial orientation to our big data analysis. In particular, we
draw on the interest and curiosity of Geroski and others
regarding the potential predictive role of variables with a
high within-variance. However, we make no claims to
omnisciently predict what our results will look like.

LASSO is a useful statistical tool for variable selection
when databases contain large numbers of explanatory
variables (Belloni et al. 2012). The selection of relevant
variables occurs using statistical rather than theoretical
reasons. Our LASSO algorithm will not be left alone to
run entirely free though, devoid of theoretical guidance,
but it is operated in a Bsemi-supervised^ way, with cer-
tain methodological choices being made by the authors
during the calculations (e.g., manually fine-tuning the
penalization parameter λ in order to obtain a reasonable
number of variables in the LASSO output, and dropping
LASSO-selected variables that are very highly collinear,
and including a minimal set of control variables for
theoretical reasons (see footnote 3)). Furthermore, we
will obtain independent results using alternative depen-
dent variables (HGFs in terms of either sales growth or
employment growth (Delmar 1997, Shepherd and
Wiklund 2009)). To avoid overfitting the data, we ran-
domly split our data into train and test samples, for both
the Croatian and Slovenian datasets. After finding the
important variables in the train sample, we use these
variables on the test sample to confirm their importance.

We then engage in post hoc interpretation and discus-
sion of our results. At all costs, we avoid Bsharking^
(secretly HARKing; Hollenbeck and Wright 2017); rath-
er, we transparently recognize the post hoc nature of our

discussion. Nevertheless, there are advantages to post hoc
analysis of scientific data (Hollenbeck and Wright 2017;
Vancouver 2018), that are useful in our context of explor-
atory analysis of big data (Hollenbeck and Wright 2017;
Vancouver 2018), because our discussions can benefit
from being guided by newly discovered phenomena.

We then return to some exploratory data analysis
after discussing the initial results, as recommended by
Hollenbeck and Wright (2017). In particular, we apply
the LASSO-selected variables from the Croatian data to
the Slovenian dataset, as a further check against any
overfitting and sampling bias that could be specific to
any one country’s dataset. Hence, although we engage
in post hoc interpretation of exploratory data-driven
empirical analysis, nevertheless our methodology is ro-
bust against the perils of post hoc interpretation and
possible Bdata mining.^

3 Data

3.1 Croatian data

The main database in this paper stems from the census
data of the Financial Agency (FINA) of the Republic of
Croatia. All limited liability firms are obliged by law to
report their balance sheets as well as their profit and loss
statements to FINA. The advantage of having a census
dataset is coverage of firms from all industries and of all
sizes, while at the same time missing values do not pose
a serious issue. Previous work on this same dataset
includes Peric and Vitezic (2016) as well as Vitezic
et al. (2018). The dataset spans 2003–2016, the year
2003 corresponds to the year of financial reporting
changes at FINA (hence reducing the comparability of
data from previous years), while 2016 is the last reported
year. We deflate all the monetary variables by the
Eurostat’s NACE 2-digit output deflators.4

For the dependent variables, we apply the Eurostat-
OECD definition of HGF (Eurostat-OECD 2007) to
create a dummy variable that takes 1 for firms that have

4 At the Eurostat web site, under the National accounts aggregates by
industry (up to NACEA*64), we obtain current prices, million units of
national currency and previous year prices, million units of national
currency. To obtain the share of current in previous year prices, the two
are divided and were set at constant prices in 2010. When two-digit
NACE deflators were not possible to obtain, the one-digit deflators
were used (e.g., mining and quarrying, the NACE one-digit deflators
were used for the four separate NACE 2-digit sectors).
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at least 10 employees in the initial period, and a geo-
metric average of at least 20% growth per year, over a 3-
year period, i.e.:

Et¼0≥10 ð1Þ

Stþ3

St

� �1
3

−1≥20% ð2Þ

Where E is the number of employees, and S is firm size
(measured in terms of either sales or employees). The
dependent variable is the Eurostat-OECD HGF dummy,
calculated for growth of either sales or employment.5

The starting number of observations is 1,189,275
(138,766 unique firms) in the period 2003–2016 from
which 1.34% are HGFs (by either Eurostat-OECD em-
ployment or turnover growth indicator). We construct
lagged variables (similar to van Witteloostuijn and
Kolkman 2019) for the period t-2 and then drop observa-
tions in years 2003 and 2004, as these havemissing values
in their lagged variables. We also exclude observations in
years 2014, 2015, and 2016 as there is no 3-year period
and insufficient information to construct an HGF indica-
tor. We needed to clean the variable age which occasion-
ally had incorrectly specified values, thus we excluded
observations with negative age and age over 100 years.
This leads to 734,773 observations (120,389 unique
firms), with 1.53% HGFs. This is lower than the well-
known Bvital 6%^ figure obtained for the UK (NESTA
2009), although it is about twice as large as the propor-
tions found in neighboring Slovenia (Vitezić et al. 2018).

We further exclude firms with fewer than 3 em-
ployees,6 annual turnover lower than one average month-
ly wage in the Republic of Croatia, and firms from the
public sector, agriculture and construction. This leads to
212,769 observations (45,465 unique firms) and 4%
HGFs. We here split the dataset into two, as micro firms
cannot become HGFs by the Eurostat-OECD (2007)

definition (because technically they need to have 10 or
more employees in the initial period). For model 1, we
drop firms with fewer than 10 employees which leads to
79,109 observation and 10.75%HGFs.7 For the model 2,
we keep firms with 3 or more employees, but modify the
HGF definition.Within this dataset, for firms with 10 and
more employees in period t, the Eurostat-OECD (2007)
is applied (turnover or employment criteria), while for
firm with 3–9 employees in period t, we apply a defini-
tion of employment growth of 7.8 employees over the
next 3-year period (t to t + 3) in order to be classified as
HGFs.8 The dataset for model 2 consists of 212,769
observations (45,465 unique firms) and 5.22% HGFs.

In regard to the independent variables, the dataset is
composed of 172 variables, of which 109 come from the
balance sheets and 45 from profit and loss statements,
these are enriched with variables on demographic infor-
mation, including firm age, year of financial report,
capital region dummy, economic activity by technolog-
ical intensity and knowledge intensity, as well as num-
ber of employees, exporting value, and importing value.
We construct dummies for micro, small, medium, and
large firms (following the classification of the European
Commission). Our independent variables are set in pe-
riod t. In addition, we add log changes in independent
variables between the period t-2 and t. This way, we
insert log changes of all continuous financial indepen-
dent variables, to end up with the final number of
independent variables being 325. While it is good to
have a large number of candidate variables for HGF
prediction, nevertheless we have too many variables to
include them all in the same regression. LASSO there-
fore is an ideal tool to select the most relevant variables
from among the 325.Many of our independent variables
are right-skewed, which motivates the log-
transformation of variables to reduce the influence of
outliers.9 Online Appendix 1 gives information on the

5 Previous research has shown that employment growth and sales
growth are the two most common indicators of firm growth, and we
include them both because they are alternative and complementary
indicators that capture different aspects of the firm growth process
(Delmar 1997; Shepherd and Wiklund 2009).
6 Including firms with 1 or 2 employees was not possible, because the
LASSO computations could not converge to a solution. However, this
does not seem to be a problem because, despite the large number of
firms with one or two employees, nevertheless these firms make a
small aggregate contribution to the national economy, and moreover
these micro firms are relatively unlikely to become HGFs (Neumark
et al. 2011). Note also that the Eurostat-OECD HGF definition ex-
cludes all firms with fewer than 10 employees.

7 Note that the share of HGFs jumps up from 1.53 to 10.75% when we
exclude firms with fewer than 10 employees. This could explain why
some countries have higher HGF shares than others—it could be
because the databases being used have different coverage of micro
firms (e.g., Coad and Scott 2018).
8 The number 7.8 comes from theminimum possible growth increment
to become an HGF according to the OECD definition. A firm with 10
employees in the first year, with average annual growth of 20% over
3 years, will need to grow by 10 × [1.203 − 1] = 7.28 employees.
9 By applying the natural log transformation on all variables, we are in
line with the recommendations of Makridakis et al. (2018, p. 21) to
automate the preprocessing of data before the application of data-
intensive forecasting methods, to avoid the role of potentially ad hoc
decisions being made by the researcher.
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level of detail from balance sheets and profit and loss
statements. Online Appendix 2 gives a description of
variables in the Croatian dataset, while summary statis-
tics are given in Online Appendix 3.

3.2 Slovenian data

In addition to the dataset of firms in the Republic of
Croatia, we also use a very similar database of firms in
the Republic of Slovenia. This dataset stems from the
Agency of the Republic of Slovenia for Public Legal
Records and Related Services (AJPES). Firms of all
sizes and types registered in Slovenia are obliged to
deliver their annual financial statements to AJPES. This
dataset was used in several research papers (e.g., De
Loecker 2007; Srhoj et al. 2018). The database provides
text files with balance sheets, profit and loss statements
and additional financial information, encompassing 193
different financial variables. The initial dataset consists
of 455,925 observations (85,172 unique firms) in the
period 2007–2014, out of which 0.47% are HGFs. The
small initial percentage of HGFs shows Eurostat-OECD
(2007) definition is overly restrictive for smaller coun-
tries10 (for case of Slovenia: Srhoj et al. 2018) which is
why the modified HGF definition (model 2) is used for
the Slovenian dataset. We repeat the variable creation
and data cleaning procedure as for the dataset of firms in
the Republic of Croatia. The final sample consists of
35,758 observations (14,096 unique firms), 2.83%
HGFs, and 403 independent variables. The description
of variables and their summary statistics is available in
Online Appendices 5 and 6.

4 Methods

In a time of big data and increased computational power,
an important question is which variables should be
selected in statistical models. Least Absolute Shrinkage
and Selection Operator (LASSO), first introduced by
Tibshirani (1996), is a powerful method that performs
regularization and variable selection (see Tibshirani
2011). The assumption behind LASSO is the approxi-
mate sparsity condition, that is, the relatively small
subset among predictors used is different from zero
(Belloni et al. 2014). It applies a penalization process

to the independent variables, decreasing some variables
to zero, thus leaving only those most important variables
for explaining the dependent variable. It can be said that
LASSO is the state-of-art method for variable selection,
as it outperforms the standard stepwise logistic regres-
sions (e.g., Tong et al. 2016) and also outperforms
adaptive LASSO and elastic net (e.g., Fan et al. 2015).
There are also different views, some suggest using elas-
tic net instead of LASSO when the number of indepen-
dent variables is larger than the sample size, and when
variables are correlated (Zou and Hastie 2005). In our
setting, the sample size is many times larger than the
number of independent variables, and although some
variables are correlated, the firm-level literature finds
elastic net not to outperform LASSO in variable selec-
tion (Sermpinis et al. 2018), which is why LASSO is
often used for variable selection in bankruptcy predic-
tion studies (e.g., Tian et al. 2015) and lately is used in
prediction of firm growth (e.g., McKenzie and Sansone
2017; Miyakawa et al. 2017).

The LASSO estimator can be written as a solution to
the following optimization problem:

βlasso ∈argminQ̂̂l
β∈ℝP

βð Þ þ λ
n

ϒ̂̂ lβ
��� ���

1
; ð3Þ

Where ϒ̂ l ¼ diag γ̂l1; :::; γ̂lp
� �

is a diagonal matrix

specifying penalty loadings.11 The key idea behind the
penalty loading is to introduce self-normalization of the
FOC of the LASSO problem using data-dependent pen-
alty loadings, therefore applying self-normalized mod-
erate deviation theory (see Belloni et al. 2012). Loadings
enable obtaining sharp convergence results for the LAS-
SO estimator. In addition to the diagonal matrix of
penalty loadings, a penalty level λn has to be selected in
order to dominate the noise to all ke regression problems
simultaneously.

P
λ
n
≥c max

1≤ l ≤ ke
Slk k∞

� �
→1 ð4Þ

where λ ¼ c2
ffiffiffi
n

p
Φ−1 1−γ= 2kepð Þð Þ, with

γ→0; log 1
λ

� 	
≤ log p∨nð Þ, that implements (4). The pa-

rameter p denotes covariates and n is number of obser-
vations. We use the recommended (Belloni et al. 2012)

10 Croatia has twice larger population (4.15 million) in comparison to
Slovenia (2.07 million).

11 These data-driven penalty loadings for LASSO are different from
the canonical penalty loadings proposed in Tibshirani (1996).
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confidence level of γ = 0.1/ log(p ∨ n), and constant c =
1.1. These are used in the R package hdm (High-Di-
mensional Metrics) for penalty parameter calculation in
the function lambdaCalculation (Chernozhukov et al.
2016). The penalty level obtained this way is used as a
starting penalty level. The higher the penalty, the lower
is the number of variables selected. Given the explor-
atory nature of our investigation, we decrease the level
of penalty gradually until the number of selected finan-
cial variables is 6–8.12

We focus on the logistic LASSO regression13

(Belloni et al. 2016; p. 8) where y can take either values

of 1 or 0. The regularization works by adding the pen-
alty to the log-likelihood function:

∑
n

i¼1
−Y i;t β0 þ β0X i;t

� 	� 	þ log 1þ exp β0 þ β0X i;t
� 	� 	

−λ ∑
p

k¼1
jβk j

ð5Þ

The logit LASSO selects only those variables with
highest predictive power of HGF status. The logistic
LASSO is implemented using the function rlassologit
(in R package hdm).

We consider two models. Model 1 includes observa-
tions with at least 10 employees, where two dichotomous
dependent variables are constructed for turnover and
employment-based indicators, in line with the Eurostat
and OECD (2007) definition. The secondmodel includes
observations with at least 3 employees in period t and a
modified HGF definition is used where a firm needs to
have an increase of at least 7.8 employees in the forth-
coming 3-year period to be classified as an HGF.

12 The decision on the number of financial variables per LASSO
procedure is left to the researchers. When lambdaCalculation gave
penalty that selected only few variables, we gradually decrease the
penalty. Details on the penalty level are given in the Online Appendix
8.
13 Logit LASSO has the same intuition as in the linear LASSO case
because logit regression can be reduced to the linear case by employing
reweighted regression.

Table 3 Categorization of financial variables by importance

Category Variables

Generally influential
(selected and validated in at least five out of six models)

Growth in employees (positive)

Inventories (negative)

Short-term liabilities (positive)

Sensitive to growth indicator
(selected and validated in all three models
of particular growth indicator)

Exports (positive for turnover indicator)

Sales (positive for employment indicator)

Profits (positive for employment indicator)

Reserves (negative for employment indicator)

Growth in exports (positive for employment indicator)

Growth in assets (positive for employment indicator)

Sensitive to growth indicator and country context
(selected and validated in both models in Croatia,
but not confirmed in Slovenia or selected with a
combination of three models)

Fixed assets (positive for turnover in Croatia)

Subsidies and grants (positive for turnover in Croatia and
positive for employment in Slovenia)

Intangible assets (positive for employment in Croatia)

Other expenses (positive for turnover in Croatia)

Growth in inventories (positive for employment in Croatia)

Sensitive to model selection (selected and validated
with model 2 of both countries, but not with model 1)

Log long-term liabilities (positive for turnover indicator)

Generally non-influential (selected and validated in
only one out of six models)

Cash in bank (positive for employment indicator in Croatia model 1)

Amortization (negative for employment indicator in Slovenia model 2)

Growth in profits (positive for employment indicator in Croatia model 2)

Growth in other long-term operating liabilities (negative for employment
indicator in Slovenia model 2)

Growth in intangible assets (positive for turnover indicator in Croatia model 2)

Cost of services (positive for turnover indicator in Slovenia model 2)

Long-term liabilities towards group firms
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As a sensitivity check, we repeat the Algorithm ten
times to check whether the variable selection is sensitive
to the random split into train and test samples. This sensi-
tivity check shows stability in variable selection.14 Finally,
we use variables selected on the training sample of the
Croatian dataset and apply them to the Slovenian dataset.

5 Analysis

We begin by presenting the results for Croatia, before
investigating their external validity with our Slovenian
data. Table 2 summarizes the LASSO-selected variables
across models, and Table 3 summarizes the variables
according to their importance.

5.1 Main results for Croatia

Our main results for Croatia are in Tables 4, 5, 6, and 7
in Appendix 1. These results are estimated for two
subsamples: model 1 is estimated for firms with 10+
employees, while model 2 is estimated for firms with 3+
employees (as explained in Section 3). Model 2 there-
fore has far more observations (e.g., 212,769 in Table 6
compared to 79,109 in Table 4, for employment HGFs).

Overall, the predictive power of our LASSO meth-
odology is relatively high with respect to the previous
literature surveyed in Table 1.15 TheMcFadden pseudo-
R2 varies from 0.085 to 0.136 in the 6 results tables.
Irrespective of whether our estimated coefficients corre-
spond to associations or causal effects, the predictive
power of our model is mildly encouraging.

Our most stable results for Croatia, that are observed
irrespective of sample (model 1 or model 2), and irre-
spective of growth indicator (employment HGFs or sales
HGFs) are that previous growth of employees, and short-
term liabilities, are positively associated with subsequent
HGF status, while raw materials, supplies, and invento-
ries are negatively associated with HGF status.16

The LASSO selection of some variables is sensitive
to growth indicator (employment HGFs or sales HGFs).

For the employment HGF indicator, a number of vari-
ables corresponding to firm size are significant predic-
tors of HGF status; these variables are sales, profits, and
assets. Sales and profits are positively associated with
HGF status, and Bcash in bank & cash in hand^ is
significant in model 1. Intangible assets are also posi-
tively associatedwith HGF status. Therefore, holding all
other influences constant (including some crude size
dummies for micro, small, medium-sized and large
firms), firms with higher sales, profits, and fixed assets
are more likely to be employment HGFs.

For employment HGFs, the coefficient for reserves is
negative, perhaps because HGFs have many productive
opportunities, and they face the urgent challenges of prepar-
ing for rapidgrowth, and they reinvest their profits in capital
assets and corporate infrastructure. Some variables that cor-
respond togrowth (prior to theHGFepisode)areselectedby
the LASSO model: such as growth in exports, growth of
assets, and growth of profits. Each of these three growth
variables is positively associatedwith HGF status.17

Regarding the sales HGF indicator, exports and fixed
assets are positive predictors of HGF status. Intangible
assets are also positively related to HGF status.18

xTheroleof someof thevariablesvaries frommodel1 to
model2, thereforebeingsensitive to the inclusion(ornot)of
microfirmswith threeormoreemployees.Thelogarithmof
long-term liabilities is positive for the turnover indicator in
model 2, i.e., whenmicro firms are included. This could be
because the availability of long-term liabilities is especially
valuable for micro firms as a source of financial resources.
Relatedly, the variable Bliabilities towards group firms^ is
also positive formodel 2—this is an interesting (and surely
endogenous) finding, whereby micro firms that perceive
attractive growth opportunitiesmay benefit from the finan-
cial supportof their enterprisegroup.Finally,cash inbank is
positive for employmentHGFs inmodel 1,which provides
further support of the role of financial performance for
subsequent HGF status.

5.2 Analysis of Slovenian data

One of the dangers of post hoc theorizing after explor-
atory data analysis is that sampling error could be

14 These results are available from the authors upon request.
15 Nevertheless, note that the studies in Table 1 display heterogeneity
regarding their HGF indicators (Birch index, top 10% of firms, etc.) as
well as size of firms in the samples, which limits the comparability of
the pseudo-R2 statistics across studies.
16 It is possible that the usage and significance of inventories differs
between manufacturing and services sectors. We therefore repeated the
analysis on subsamples of manufacturing and services sectors, and the
results for inventories remained.

17 Note that growth of profits is only selected by LASSO in model 2,
for Croatian employment HGFs.
18 The level of intangible assets is positive in the subsample of all firms
with 3 or more employees (i.e., model 2), while growth of intangible
assets is positive in the subsample of all firms with 10 or more
employees (i.e., model 1).
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mistakenly construed as evidence of economically
meaningful effects (Denton 1985; Kerr 1998;
Hollenbeck and Wright 2017). A high model fit on
one country’s dataset is not necessarily a good predictor
of forecasting accuracy with a different country’s sam-
ple (Makridakis et al. 2018). Therefore, we continue our
analysis of the determinants of HGFs using a new
dataset (census data on Slovenian firms, described in
Section 3.2).

Our main results for Slovenia are in Tables 8 and 9 in
Appendix 2. Overall, there is substantial overlap with
the Croatian results, in terms of the variables selected by
LASSO. In particular, the variables that overlap most
prominently are growth of employees, inventories, and
short-term liabilities. Log of long-term liabilities is also
positive for the turnover HGF indicator.

In the Slovenian data, some of the LASSO-
selected variables overlap with the Croatian results
for one growth indicator, but not for the other. In
such cases, therefore, the differences between em-
ployment HGFs and sales HGFs are larger than the
differences between Slovenian firms and Croatian
firms. Regarding employment HGFs, it is sales,
profits, reserves, growth in exports, and growth in
assets that are selected by LASSO for Slovenia as
well as for Croatia. With regard to sales HGFs, it is
growth of exports that matters for HGF status in
both Slovenia and Croatia.

In some cases, there are variables associated with
HGF status in Slovenia that were not relevant for Cro-
atia. For example, subsidies and grants are positively
associated with employment HGFs in Slovenia, but not
for Croatia. (In fact, in Croatia, Bsubsidies, donations
and compensations^ are positively associated with sales
HGFs). Cost of services is also positively associated
with sales HGF status in Slovenia.

In a few cases, the results for Slovenia contrast with
those for Croatia. For instance, being located in the
capital region is positively related to HGF status in
Croatia, but the relation is negative in Slovenia. Regard-
ing sector of activity, high-tech KIS firms are ceteris
paribus more likely to be HGFs in Croatia (for both sales
and employment HGF indicators), but high-tech KIS
firms are less likely to be HGFs in Slovenia (for the
employment HGF indicator).19

Finally, some of the variables selected by LASSO for
Croatia were not selected for Slovenia. These variables
include fixed assets and Bother expenses^ (for sales
HGFs) and intangible assets (for employment HGFs).

5.3 Applying the Croatian LASSO-selected variables
to Slovenia

As a further robustness check, the LASSO-selected vari-
ables from the Croatian data were taken and applied to the
Slovenian data (see Online Appendix 9). Many of the
Croatian LASSO-selected variables are significant in the
Slovenian data, and theMcFadden R2 statistics are reason-
ably high, which suggests that there is substantial overlap
in the predictors of HGFs in Croatia and in Slovenia.

6 Discussion

6.1 General comments

Overall, there is considerable overlap in terms of the
LASSO-selected variables in the two countries. This
suggests that the LASSO-selected variables are not sim-
ply being chosen due to random sampling error, but that
there is a more systematic relationship between these
variables and HGF status. In some cases, the predictor
variables are more sensitive to the choice of growth
indicator (employment growth or sales growth) than
they are to the choice of country, indicating that the
differences between growth indicators overshadow the
differences between country contexts (at least for the
cases of Croatia and Slovenia). Another interesting ob-
servation is that there are more variables selected as
being associated with subsequent employment growth
than there are for being associated with subsequent
turnover growth. Nevertheless, this should be
interpreted together with the observation that the Mc-
Fadden R2 statistics are roughly similar for model 1, for
the two growth indicators, and in the case of model 2,
the McFadden R2 for the sales growth logit regressions
is actually slightly higher than the McFadden R2 for the
employment growth regressions (0.136 vs 0.103 for the
full samples). This latter observation on the basis of R2

statistics suggests that it is very slightly easier to predict
the HGF status of micro firms in terms of sales than in
terms of their employment growth.

Our theoretical discussion in Section 2.2 proposed
that there is an important role of firm-specific time-

19 One possible explanation for the varying results could be that the
regression specifications for Slovenia do not include an age variable,
because this variable is not present in the Slovenian data.
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varying variables as predictors of HGF status. Online
Appendices 4 and 7 show the proportions of within and
between variables for the LASSO-selected variables in
Croatian and Slovenian data, respectively. As expected,
the LASSO-selected variables that predict HGF status
are not time-invariant, but have a relatively high share of
within-firm variation over time. This suggests that HGF
prediction with the usual set of time-invariant explana-
tory variables (mentioned in Section 2.2) will not go far
in understanding the determinants of rapid growth.

Our analysis has put forward a large number of pre-
dictor variables, as could be expected from our big data
approach. However, our post hoc inductive theorizing on
the basis of our exploratory data analyses will take the
form of focusing on several variables that are strongly
and robustly associated with HGF status. Three promi-
nent variables are inventories, growth in employees, and
short-term liabilities (discussed in the subsections below).
We also discuss the role of internal finance and external
finance, even though these variables are not always se-
lected by LASSO as important predictors of HGF status,
but because of previous theoretical interest in this matter.

It is also worth mentioning some variables that were
not selected by our LASSO procedure. Several variables
often put forward as key drivers of rapid growth are
found not to be important in our analysis, such as BR&D
expenditures,^ Bconcession rights, patents, commodity
and service brands, software and other rights,^ and
Bgoodwill.^ These seem not to be important in the
Croatian nor Slovenian datasets. Interesting also is that
variables relating to the use of external finance (such as
bank loans) do not appear prominently as predictors of
HGF status (this will be discussed further below).

6.2 Specific variables

6.2.1 Inventories

An original and yet intriguing finding concerns the rela-
tionship between inventories (also referred to as Braw
materials and supplies^) and HGFs. The relationship
between inventories and rapid growth episodes has re-
ceived little attention in the previous literature (e.g.,
Table 1), although the importance of lean inventories—
from the perspective of management practices relating to
BLean Management^—has often been lauded by man-
agement consultants, international organizations such as
the OECD, and government support schemes for SMEs.

Lean management suggests that firms should try to keep
inventories low to boost efficiency and minimize waste.

In addition to the standard advantages of lean manage-
ment, there are some advantages that are particularly
relevant for HGFs. It is well known that HGFs are under
great pressure to balance costs and revenues (Churchill
and Mullins 2001). Costs of production and costs of
growth often are paid long before the corresponding rev-
enues can be recovered. Indeed, it can take a long time for
firms to send invoices and receive payments from clients,
even before taking late payments into account. As a result,
many HGFs have difficulties balancing costs and reve-
nues, and these difficulties may increase their chances of
exit (Churchill and Mullins 2001; Davidsson et al. 2009).
HGFs that can keep inventories lowwill enjoy lower costs
of production, hence improving their cash cycle.

One reason why firms may seek to have large inven-
tories is because they want to have a certain amount of
slack to face up to future demand growth. However, our
results suggest that this kind of slack is best kept in the
form of cash. Cash is a fungible resource, it is versatile
(Nason and Wiklund 2018), and it can be redeployed
across different uses. In contrast, inventory is not a
fungible resource, and is difficult to redeploy into dif-
ferent uses. Our results suggest that HGFs are ideally
lean (in terms of inventory), although they may be
Bplump^ in terms of cash holdings.20 Despite having
low levels of inventory, HGFs can boost their readiness
for growth by investing in capital assets and employees.

Furthermore, firms often overestimate the efficiency
gains of large batch production, and underestimate the
gains from flexibility from small batch production under
Bsingle-piece flow^ (Ries 2011).21 Having a small batch
production process gives flexibility in production,
lowers the costs of producing and storing inventory,
and increases the ability to detect production errors
and to redesign products to better address consumer

20 Table 2 shows that Bcash in bank^ is positive and significant in
model 1 (i.e., for firms with 10+ employees) for Croatia.
21 Ries (2011, p. 184) gives the example of folding newsletters, sealing
them into envelopes, and attaching a stamp. The standard approach
might be to begin by folding all newsletters, then afterward putting
them all into envelopes. However, this approach has drawbacks relat-
ing to time taken to sort, stack, and move around large piles of half-
complete envelopes. Also it is possible that the letters do not fit in the
envelopes, a problem which would only be discovered late into the
production process. Instead, Bsingle-piece flow^ (see also Bcontinuous
flowmanufacturing^), which corresponds to completing each envelope
one at a time, is a surprisingly efficient production method, and the
superiority of Bsingle-piece flow^ has been confirmed by studies (Ries,
2011, p. 184).
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needs. Scale economies may come to HGFs from
investing in capital infrastructure and employees, rather
than from producing a large inventory.

Although our evidence on the importance of low
inventories for HGFs is not causal, but based on associ-
ations, nevertheless it signals a relatively neglected area
that would benefit from further research.

6.2.2 Growth in employees

Our results have shown, in a clear and robust way, that
the employment growth rate from t-2 to t is positively
associated with HGF status (a dummy variable) for the
period t:t + 3. We interpret this in terms of firms prepar-
ing for periods of high growth (via investing in em-
ployees) to have the necessary human resources to carry
out their growth projects. Relatedly, growth of assets is
associated with subsequent HGF status (for the employ-
ment HGF indicator in both Croatia and Slovenia),
which we also interpret as evidence of the need for firms
to prepare for rapid growth by investing proactively.
Employment and physical assets are converted into sales
growth, with a lag. Penrose (1959) explains how a
critical part of the growth process involves taking the
time to train up new employees before executing a
firm’s growth plans. Firms should proactively invest in
employment growth before embarking on an ambitious
growth trajectory, because these employees will need to
build up their firm-specific skills and knowledge before
they can start to effectively implement the growth plans
(Coad and Guenther 2014).

Our results therefore suggest that employment
growth is positively associated with subsequent HGF
status. Previous research, however, has generally ob-
served that high-growth status in one period does not
improve the probability of high-growth status in the
following period, but rather that HGF status in subse-
quent periods is roughly statistically independent
(Holzl, 2014; Daunfeldt et al. 2014; Daunfeldt and
Halvarsson 2015). Nevertheless, caution is required be-
cause our results are not closely comparable. It is plau-
sible that the different results are due to differences in
the measurement of growth.22 Here, we find that growth
rate (t-2:t) is positively associated to HGF status (dum-
my variable for growth over t:t + 3). This is a different

specification from that used in other studies, because our
focus is on HGF prediction more generally, and not just
on the autocorrelation of growth.

6.2.3 Short-term liabilities

A robust finding from our analysis is that Bshort-term
liabilities^ is an important predictor of HGF status. Our
interpretation is that firms with access to short-term
liabilities havemore resources available than those with-
out. This availability of access to short-term liabilities
could furnish firms with a little more financial security
in order to carry out their ambitious growth projects.
This could help HGFs to grow without disrupting their
cash cycle—the balance of costs and revenues.

An alternative interpretation could be that future
HGFs are more desperate to seek financing, and that
they make more efforts to seek finance, even if they can
only obtain short-term finance rather than longer-term
financing. We remain unsure about the causal direction,
and recommend that future research could better identi-
fy the role of short-term liabilities as a contributing
factor for rapid growth.

If indeed the availability of short-term liabilities does
have a causal effect on the likelihood of rapid growth, the
implications could be that government could support
HGFs by facilitating access to short-term loan facilities.
This could be especially useful for HGFs, while take-up
among non-HGFs could be lower. A size disaggregation
analysis (not shown here, available from the authors)
shows that the coefficient on short-term liabilities is posi-
tive for micro firms (3–9 employees), and zero or negative
for larger firms (10–19 employees, and 20+ employees,
respectively). To the extent that micro firms are buffeted
about by volatile cash flow streams, that may even threaten
their survival, then short-term liabilities can provide micro
firms a lifeline during short-lived cash flow crises.

6.2.4 Internal finance and external finance

Previous research has shown interest in the relationship
between financial performance and firm growth
(Cowling 2004; Cho and Pucic 2005; Davidsson et al.
2009; Delmar et al. 2013; Coad et al. 2017). Cowling
(2004) observes that growth and profits move in
parallel. Davidsson et al. (2009) investigate whether
SMEs that grow become more profitable, or whether
SMEs that are profitable are more likely to grow. They
observe that profits precede growth, rather than vice

22 One possibility could be that the effects of previous growth rate on
subsequent HGF status are nonlinear across the distribution of previous
growth rates.
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versa. Coad et al. (2017) obtain causal estimates that
while sales growth leads to profits growth in the overall
sample, nevertheless in the subsample of high-growth
firms, it is the growth of profits that drives sales growth.
Possible explanations for this are that, on the one hand,
profits are reinvested into the growth projects of cash-
starved firms, and on the other hand that profits act as a
signal of credibility to stakeholders and providers of
external finance.

Our LASSO algorithm finds profits to be important
for predicting high-growth episodes, in the case of the
employment growth HGF indicator, although not for the
sales HGF indicator. This offers partial support for the
role of profits on subsequent chances of rapid growth.
Relatedly, a firm’s reserves are negatively related to
HGF status (again, for the employment HGF indicator
only), which suggests that while profits have a benefi-
cial role on growth probabilities, nevertheless it is im-
portant to reinvest these profits into growth projects
rather than storing the profits as reserves.

An interesting finding is that variables relating to the
use of external finance (such as longer-term bank loans)
do not appear prominently as predictors of HGF status,
while internal financial resources (i.e., variables relating
to cash and profits) are positively related to HGF status.
Whatever the reasons may be (imperfect capital markets
or firms’ low demand for borrowing), it seems that
Croatian HGFs tend to finance their growth using their
internal financial resources.

7 Conclusion

Previous research has had only a modest success in
predicting high-growth firms. Reasons for this could
be that previous research has applied a restrictive set of
explanatory variables, and in particular has not included
variables with the statistical properties that are congru-
ent with those of firm growth: i.e., there remains a
pressing need to include explanatory variables with a
high amount of variation within firms over time. To
address this, we explore whether big data techniques
(i.e., LASSO) applied to comprehensive datasets with
hundreds of explanatory variables (many of which have
high within-variance) can be useful for HGF prediction.
Pseudo-R2 statistics of around 10% suggest that the
prediction of HGFs remains a challenge. Machine learn-
ing is therefore no panacea for predicting HGFs, even
with variables that vary over time.

Similar results are found for Croatia and Slovenia,
suggesting that our post hoc discussion of the observed
results is not simply an exercise in over-theorizing about
spurious random sampling error, but rather that our
results are robust.

Our LASSO analysis suggests that HGFs are already
performing well, in terms of (growth of) exports, sales,
assets, and employment, in the period before the high-
growth episode (both in period t, but also growing from
t-2 to t), HGFs tend to rely on profits to finance their
growth, rather than external finance. HGFs are on aver-
age younger firms, and are less likely to be from high-
tech manufacturing sectors (in line with Henrekson and
Johansson 2010). An increase in inventories is associat-
ed with a lower probability of becoming a HGF. Finally,
HGFs have more intangible assets.

Firms that are well prepared for growth are firms with
high profits, high investment, and low reserves (presum-
ably due to high rates of reinvesting their profits), and
also low inventories (hence, operating according to
Blean^ principles to boost efficiency and to reduce
waste). Internal finance variables seem to be a stronger
predictor of HGF status than external finance variables.
Exports especially beneficial for micro firms seeking to
grow. Investment in fixed assets also helps improve
chances of rapid growth.

Analysis of the accuracy and sensitivity statistics
confirms an intuition made by Shane (2009, p141)—
that although it is rather easy to predict which firms will
certainly not become HGFs, nevertheless the error rates
are higher when it comes to predicting which firms are
HGFs.

Our LASSO procedure was operated in a semi-
supervised way, and was not fully automated. Indeed, the
raw output of our calculations is not knowledge, nor
information, but rather data. LASSO output is a raw ma-
terial that still requiresmuch effort for interpretation, and to
distinguish the theoretically interesting significant results
from the relatively unimportant significant results. AI and
machine learning are tools to augment human decision-
making, rather than autonomous robots that can replace
human decision-making (Brynjolfsson andMcAfee 2014).

Broadly speaking, we expect that big data techniques
(such as LASSO) will become more widely used in
entrepreneurship research in future. But will machines
ever be able to accurately predict HGFs?We expect that
improved methods will enhance our predictive power,
but that there will always remain a large amount of
chaos, surprises, and unpredictability.
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Appendix 1. LASSO results for the Croatian sample

Table 4 Logit model 1, employment indicator

Test sample Full sample

Coeff. Effect
(in %)

Std. Error t stat p value Coeff. Effect
(in %)

Std. Error t stat p value

Intangible assets 0.00149 0.14888 0.00024 6.09176 0.00000 0.00104 0.10361 0.00013 7.71436 0.00000

Buildings − 0.00061 − 0.06072 0.00020 − 3.01543 0.00257 − 0.00039 − 0.03855 0.00011 − 3.50989 0.00045

Raw materials and
supplies

− 0.00070 − 0.07005 0.00024 − 2.92562 0.00344 − 0.00061 − 0.06095 0.00013 − 4.66669 0.00000

Cash in bank and cash on
hand

0.00075 0.07478 0.00068 1.10124 0.27080 0.00047 0.04736 0.00037 1.29280 0.19609

Reserves from retained
earnings

− 0.00088 − 0.08801 0.00030 − 2.92904 0.00340 − 0.00111 − 0.11106 0.00017 − 6.63006 0.00000

Sales 0.00607 0.60736 0.00138 4.41662 0.00001 0.00493 0.49297 0.00076 6.46006 0.00000

Profit of the year 0.00169 0.16897 0.00032 5.21193 0.00000 0.00182 0.18165 0.00018 9.93443 0.00000

Growth in cash in bank
and cash on hand

0.00180 0.17998 0.00059 3.03873 0.00238 0.00104 0.10399 0.00034 3.09575 0.00196

Growth in assets 0.00378 0.37768 0.00131 2.88258 0.00395 0.00469 0.46919 0.00072 6.52159 0.00000

Growth in exports 0.00090 0.09028 0.00027 3.38644 0.00071 0.00072 0.07219 0.00015 4.87819 0.00000

Growth in number of
employees

0.00744 0.74388 0.00177 4.21216 0.00003 0.00837 0.83708 0.00093 8.98041 0.00000

Log age − 0.02196 − 2.19647 0.00213 − 10.28948 0.00000 − 0.01995 − 1.99513 0.00118 − 16.85758 0.00000

Small firm 0.06310 6.30969 0.01180 5.34751 0.00000 0.04740 4.74049 0.00587 8.07673 0.00000

Medium firm 0.04767 4.76653 0.01154 4.12871 0.00004 0.03487 3.48749 0.00572 6.09273 0.00000

Capital region 0.00380 0.38045 0.00276 1.37647 0.16869 0.00712 0.71211 0.00150 4.74476 0.00000

Mid-high-tech
manufacturing

0.01999 1.99926 0.01275 1.56835 0.11681 0.02022 2.02199 0.00708 2.85460 0.00431

Mid-low-tech
manufacturing

0.00781 0.78123 0.01349 0.57915 0.56250 0.01337 1.33747 0.00746 1.79224 0.07310

Low-tech manufacturing 0.01595 1.59482 0.01287 1.23881 0.21543 0.01451 1.45138 0.00718 2.02081 0.04330

High-tech KIS 0.02279 2.27883 0.01280 1.78014 0.07507 0.02750 2.74969 0.00708 3.88555 0.00010

Other KIS 0.02312 2.31190 0.01212 1.90685 0.05655 0.02330 2.32964 0.00675 3.45240 0.00056

Less KIS 0.01830 1.83030 0.01215 1.50648 0.13196 0.02050 2.05006 0.00676 3.03487 0.00241

Number of observations 23,733 79,109

McFadden R2 0.096 0.092

Dependent variable mean 0.043 0.043

Accuracy (in %) 76.48 75.88

Sensitivity (in %) 56.90 57.10

Specificity (in %) 77.34 76.73

Note: Year dummies included. LASSOwas trained on the train sample which included 70% of the full sample. Variables selected in the train
sample were used on the test sample which includes the other 30% of the full sample. Threshold of fitted probabilities to calculate accuracy,
sensitivity, and specificity rates is 0.05; the formulas are given in the Algorithm under the sectionMethod
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Table 5 Logit model 1, turnover indicator

Test sample Full sample

Coeff. Effect
(in %)

Std. Error t stat p value Coeff. Effect
(in %)

Std. Error t stat p value

Tools,
transportation
equipment, and
vehicle

0.00172 0.17224 0.00044 3.87705 0.00011 0.00176 0.17606 0.00025 7.10417 0.00000

Merchandise goods
(at inventory)

− 0.00124 − 0.12352 0.00037 − 3.29537 0.00098 − 0.00126 − 0.12573 0.00020 − 6.17034 0.00000

Subsidies,
donations, and
compensations

0.00110 0.11005 0.00049 2.26838 0.02332 0.00138 0.13817 0.00027 5.14246 0.00000

Short-term
liabilities

0.01181 1.18107 0.00174 6.79200 0.00000 0.01267 1.26742 0.00095 13.34335 0.00000

Sales − 0.03180 − 3.17991 0.00211 − 15.04354 0.00000 − 0.03117 − 3.11719 0.00116 − 26.78622 0.00000

Other expenses 0.00157 0.15711 0.00034 4.59314 0.00000 0.00170 0.17009 0.00019 8.99866 0.00000

Cost of goods sold − 0.00108 − 0.10823 0.00040 − 2.68654 0.00722 − 0.00069 − 0.06879 0.00022 − 3.11050 0.00187

Exports 0.00155 0.15538 0.00031 5.02606 0.00000 0.00142 0.14214 0.00017 8.38779 0.00000

Growth in
intangible assets

0.00057 0.05714 0.00043 1.33785 0.18096 0.00109 0.10928 0.00023 4.69149 0.00000

Growth in
inventories

0.00218 0.21752 0.00049 4.40939 0.00001 0.00144 0.14427 0.00027 5.31194 0.00000

Growth in assets 0.00721 0.72086 0.00202 3.56852 0.00036 0.00813 0.81302 0.00112 7.26589 0.00000

Growth in number
of employees

0.01657 1.65658 0.00238 6.96896 0.00000 0.01571 1.57134 0.00131 12.02439 0.00000

Log age − 0.02494 − 2.49403 0.00310 − 8.04718 0.00000 − 0.02205 − 2.20469 0.00172 − 12.84907 0.00000

Small firm 0.00251 0.25067 0.01348 0.18591 0.85252 0.01729 1.72909 0.00757 2.28407 0.02237

Medium firm 0.00501 0.50115 0.01316 0.38089 0.70329 0.01773 1.77322 0.00742 2.39097 0.01681

Capital region 0.01003 1.00334 0.00374 2.68126 0.00734 0.01143 1.14266 0.00206 5.55156 0.00000

Mid-high-tech
manufacturing

0.04368 4.36788 0.01645 2.65499 0.00794 0.04623 4.62310 0.00917 5.04213 0.00000

Mid-low-tech
manufacturing

− 0.00294 − 0.29399 0.01805 − 0.16292 0.87059 0.02079 2.07859 0.00984 2.11236 0.03466

Low-tech
manufacturing

0.03685 3.68520 0.01663 2.21570 0.02672 0.02430 2.43043 0.00938 2.59172 0.00955

High-tech KIS 0.06223 6.22323 0.01650 3.77150 0.00016 0.05780 5.77978 0.00922 6.26701 0.00000

Other KIS 0.04053 4.05253 0.01571 2.57930 0.00991 0.04253 4.25317 0.00878 4.84579 0.00000

Less KIS 0.04997 4.99730 0.01575 3.17279 0.00151 0.05275 5.27508 0.00880 5.99566 0.00000

Number of
observations

23,733 79,109

McFadden R2 0.090 0.093

Dependent variable
mean

0.090 0.090

Accuracy (in %) 72.41 72.86

Sensitivity (in %) 57.75 58.22

Specificity (in %) 73.86 74.30

Note: Year dummies included. LASSOwas trained on the train sample which included 70% of the full sample. Variables selected in the train
sample were used on the test sample which includes the other 30% of the full sample. Threshold of fitted probabilities to calculate accuracy,
sensitivity, and specificity rates is 0.10; the formulas are given in the Algorithm under the sectionMethod
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Table 6 Model 2, employment indicator

Test sample Full sample

Coeff. Effect
(in %)

Std. Error t stat p value Coeff. Effect
(in %)

Std. Error t stat p value

Intangible assets 0.00045 0.04540 0.00013 3.57504 0.00035 0.00066 0.06589 0.00007 9.31097 0.00000

Inventories − 0.00092 − 0.09224 0.00012 − 7.89514 0.00000 − 0.00078 − 0.07826 0.00007 − 11.76446 0.00000

Reserves from
retained earnings

− 0.00023 − 0.02271 0.00016 − 1.39225 0.16385 − 0.00050 − 0.04975 0.00009 − 5.30721 0.00000

Short-term
liabilities

0.00224 0.22403 0.00066 3.38576 0.00071 0.00290 0.28982 0.00037 7.78904 0.00000

Financial expenses 0.00044 0.04405 0.00017 2.54079 0.01106 0.00037 0.03737 0.00010 3.86446 0.00011

Sales 0.00071 0.07124 0.00019 3.67204 0.00024 0.00408 0.40826 0.00048 8.45447 0.00000

Profit of the year 0.00528 0.52768 0.00087 6.09370 0.00000 0.00097 0.09744 0.00011 8.94241 0.00000

Exports 0.00023 0.02307 0.00013 1.84491 0.06506 0.00017 0.01745 0.00007 2.47887 0.01318

Growth in assets 0.00379 0.37935 0.00061 6.24430 0.00000 0.00414 0.41426 0.00033 12.64907 0.00000

Growth in profit of
the year

0.00034 0.03380 0.00016 2.14366 0.03206 0.00031 0.03118 0.00009 3.52239 0.00043

Growth in exports 0.00021 0.02125 0.00015 1.40021 0.16145 0.00036 0.03581 0.00009 4.18249 0.00003

Growth in number
of employees

0.00805 0.80543 0.00089 9.03273 0.00000 0.00659 0.65884 0.00051 12.93915 0.00000

Log age − 0.01235 − 1.23481 0.00105 − 11.77337 0.00000 − 0.01418 − 1.41796 0.00059 − 24.18856 0.00000

Micro firm 0.04775 4.77462 0.00819 5.82789 0.00000 0.03672 3.67207 0.00400 9.18372 0.00000

Small firm 0.05797 5.79654 0.00790 7.34136 0.00000 0.04833 4.83292 0.00381 12.69091 0.00000

Medium firm 0.03776 3.77574 0.00793 4.75895 0.00000 0.03176 3.17584 0.00381 8.33435 0.00000

Capital region 0.00357 0.35712 0.00131 2.72120 0.00651 0.00315 0.31478 0.00074 4.28020 0.00002

Mid-high-tech
manufacturing

0.01846 1.84611 0.00754 2.44730 0.01440 0.01839 1.83864 0.00410 4.48609 0.00001

Mid-low-tech
manufacturing

0.00790 0.79049 0.00796 0.99368 0.32038 0.01282 1.28232 0.00427 3.00209 0.00268

Low-tech
manufacturing

0.01333 1.33322 0.00771 1.72899 0.08382 0.01576 1.57569 0.00416 3.78533 0.00015

High-tech KIS 0.01681 1.68147 0.00749 2.24627 0.02469 0.02076 2.07644 0.00405 5.13176 0.00000

Other KIS 0.01840 1.84019 0.00722 2.54988 0.01078 0.01732 1.73155 0.00391 4.43092 0.00001

Less KIS 0.01883 1.88262 0.00726 2.59454 0.00947 0.01951 1.95070 0.00392 4.97030 0.00000

Number of
observations

63,831 212,769

McFadden R2 0.108 0.101

Dependent variable
mean

0.028 0.028

Accuracy (in %) 86.14 86.55

Sensitivity (in %) 45.44 45.32

Specificity (in %) 87.35 87.75

Note: Year dummies included. LASSOwas trained on the train sample which included 70% of the full sample. Variables selected in the train
sample were used on the test sample which includes the other 30% of the full sample. Threshold of fitted probabilities to calculate accuracy,
sensitivity, and specificity rates is 0.05; the formulas are given in the Algorithm under the sectionMethod
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Table 7 Model 2, turnover indicator

Test sample Full sample

Coeff. Effect
(in %)

Std. Error t stat p value Coeff. Effect
(in %)

Std. Error t stat p value

Fixed assets 0.00063 0.06339 0.00041 1.54943 0.12128 0.00074 0.07432 0.00023 3.26366 0.00110

Intangible assets 0.00010 0.00980 0.00016 0.60859 0.54280 0.00036 0.03642 0.00009 4.11156 0.00004

Merchandise goods
(at inventory)

− 0.00138 − 0.13801 0.00013 − 10.53613 0.00000 − 0.00134 − 0.13359 0.00007 − 18.53208 0.00000

Subsidies,
donations, and
compensations

0.00032 0.03201 0.00021 1.54550 0.12223 0.00050 0.04983 0.00012 4.30303 0.00002

Long-term
liabilities

0.00050 0.04965 0.00014 3.60895 0.00031 0.00036 0.03584 0.00008 4.73369 0.00000

Liabilities towards
group companies

0.00096 0.09554 0.00032 2.99490 0.00275 0.00079 0.07897 0.00018 4.48096 0.00001

Short-term
liabilities

0.00292 0.29200 0.00071 4.11675 0.00004 0.00242 0.24239 0.00039 6.19291 0.00000

Other expenses 0.00059 0.05945 0.00015 3.87847 0.00011 0.00064 0.06434 0.00008 7.58041 0.00000

Exports 0.00033 0.03345 0.00014 2.41108 0.01591 0.00041 0.04053 0.00008 5.30572 0.00000

Growth in
inventories

0.00077 0.07672 0.00021 3.61104 0.00031 0.00062 0.06195 0.00012 5.21261 0.00000

Growth in assets 0.00504 0.50391 0.00082 6.16657 0.00000 0.00581 0.58104 0.00046 12.54537 0.00000

Growth in profit of
the year

0.00075 0.07497 0.00016 4.61618 0.00000 0.00056 0.05558 0.00009 6.26277 0.00000

Growth in number
of employees

0.00863 0.86322 0.00112 7.71617 0.00000 0.00908 0.90785 0.00063 14.49462 0.00000

Log age − 0.01532 − 1.53235 0.00136 − 11.26685 0.00000 − 0.01612 − 1.61203 0.00075 − 21.47673 0.00000

Micro firm 0.00049 0.04872 0.00819 0.05946 0.95258 − 0.01085 − 1.08452 0.00408 − 2.65504 0.00793

Small firm 0.06016 6.01642 0.00785 7.66872 0.00000 0.04985 4.98540 0.00387 12.88661 0.00000

Medium firm 0.03741 3.74068 0.00789 4.73963 0.00000 0.02938 2.93817 0.00389 7.54554 0.00000

Capital region 0.00454 0.45417 0.00166 2.73099 0.00632 0.00425 0.42470 0.00092 4.61970 0.00000

Mid-high-tech
manufacturing

0.02335 2.33512 0.00814 2.86954 0.00411 0.03101 3.10120 0.00453 6.84484 0.00000

Mid-low-tech
manufacturing

0.02105 2.10469 0.00849 2.47906 0.01318 0.01679 1.67897 0.00480 3.49474 0.00047

Low-tech
manufacturing

0.01847 1.84722 0.00827 2.23270 0.02557 0.02090 2.09038 0.00463 4.51930 0.00001

High-tech KIS 0.03238 3.23843 0.00803 4.03521 0.00005 0.03354 3.35362 0.00451 7.44213 0.00000

Other KIS 0.02244 2.24384 0.00773 2.90338 0.00369 0.02525 2.52544 0.00434 5.82239 0.00000

Less KIS 0.03019 3.01868 0.00776 3.89146 0.00010 0.03192 3.19197 0.00435 7.33155 0.00000

Number of
observations

63,831 212,769

McFadden R2 0.133 0.136

Dependent variable
mean

0.046 0.046

Accuracy (in %) 88.78 88.36

Sensitivity (in %) 38.14 41.03

Specificity (in %) 91.13 90.63

Note: Year dummies included. LASSOwas trained on the train sample which included 70% of the full sample. Variables selected in the train
sample were used on the test sample which includes the other 30% of the full sample. Threshold of fitted probabilities to calculate accuracy,
sensitivity, and specificity rates is 0.10; the formulas are given in the Algorithm under the sectionMethod
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Appendix 2. LASSO results for the Slovenian sample

Table 8 Model 2, employment indicator, Slovenia

Test sample Full sample

Coeff. Effect
(in %)

Std. Error t stat p value Coeff. Effect
(in %)

Std. Error t stat p value

Inventories − 0.00057 − 0.05693 0.00015 − 3.89664 0.00010 − 0.00076 − 0.07637 0.00008 − 9.25379 0.00000

Capital reserves − 0.00029 − 0.02861 0.00015 − 1.97345 0.04847 − 0.00030 − 0.02955 0.00009 − 3.40629 0.00066

Short-term liabilities 0.00408 0.40815 0.00062 6.54174 0.00000 0.00395 0.39483 0.00035 11.41020 0.00000

Sales 0.00038 0.03838 0.00013 2.96443 0.00304 0.00043 0.04299 0.00007 5.86775 0.00000

Profit 0.00050 0.05015 0.00022 2.24697 0.02466 0.00023 0.02253 0.00010 2.16088 0.03071

Subsidies, donations,
and compensations

0.00046 0.04613 0.00016 2.86041 0.00424 0.00050 0.05040 0.00009 5.31583 0.00000

Amortization − 0.00108 − 0.10834 0.00031 − 3.52184 0.00043 − 0.00139 − 0.13909 0.00017 − 8.15877 0.00000

Growth in assets − 0.00019 − 0.01905 0.00037 − 0.51241 0.60837 0.00009 0.00861 0.00019 0.45922 0.64608

Growth in production
machinery and
equipment

0.00045 0.04453 0.00023 1.96875 0.04901 0.00037 0.03725 0.00012 3.21555 0.00130

Growth in other
long-term operating
liabilities

− 0.00034 − 0.03428 0.00016 − 2.11494 0.03446 0.00025 0.02496 0.00010 2.49052 0.01276

Growth in sales
outside EU

0.00043 0.04331 0.00019 2.30041 0.02145 0.00029 0.02905 0.00009 3.08364 0.00205

Growth in other
material costs

0.00026 0.02592 0.00032 0.82016 0.41215 0.00038 0.03817 0.00017 2.25856 0.02392

Growth in other
expenses

0.00031 0.03093 0.00019 1.63512 0.10205 0.00041 0.04138 0.00011 3.74508 0.00018

Growth in number of
employees

0.00379 0.37900 0.00118 3.21855 0.00129 0.00292 0.29248 0.00065 4.52516 0.00001

Micro firm 0.00088 0.08842 0.00524 0.16868 0.86605 0.00303 0.30303 0.00387 0.78356 0.43331

Small firm 0.00384 0.38354 0.00657 0.58394 0.55927 0.00919 0.91883 0.00690 1.33072 0.18329

Medium firm − 0.00370 − 0.37025 0.00321 − 1.15218 0.24927 − 0.00226 − 0.22555 0.00342 − 0.65898 0.50991

Mid-high-tech
manufacturing

− 0.00508 − 0.50826 0.00214 − 2.37229 0.01770 − 0.00341 − 0.34123 0.00195 − 1.74937 0.08024

High-tech KIS − 0.00697 − 0.69721 0.00161 − 4.33873 0.00001 − 0.00609 − 0.60903 0.00128 − 4.75014 0.00000

Other KIS − 0.00987 − 0.98671 0.00280 − 3.52625 0.00042 − 0.00897 − 0.89729 0.00176 − 5.09268 0.00000

Less KIS − 0.01231 − 1.23102 0.00521 − 2.36300 0.01815 − 0.00980 − 0.98040 0.00297 − 3.30481 0.00095

Mid-low-tech
manufacturing

− 0.00575 − 0.57495 0.00215 − 2.67452 0.00750 − 0.00326 − 0.32604 0.00198 − 1.64869 0.09922

Low-tech
manufacturing

− 0.00571 − 0.57123 0.00210 − 2.71792 0.00658 − 0.00583 − 0.58304 0.00142 − 4.11137 0.00004

Capital region − 0.00759 − 0.75930 0.00147 − 5.18101 0.00000 − 0.00361 − 0.36061 0.00139 − 2.60368 0.00923

Number of
observations

9930 33,101

McFadden R2 0.130 0.140

Dependent variable
mean

0.015 0.015

Accuracy (in %) 94.79 94.47

Sensitivity (in %) 24.82 32.94

Specificity (in %) 95.80 95.43

Note: Year dummies included. LASSOwas trained on the train sample which included 70% of the full sample. Variables selected in the train
sample were used on the test sample which includes the other 30% of the full sample. Threshold of fitted probabilities to calculate accuracy,
sensitivity, and specificity rates is 0.05; the formulas are given in the Algorithm under the sectionMethod
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Table 9 Model 2, turnover indicator, Slovenia

Test sample Full sample

Coeff. Effect
(in %)

Std. Error t stat p value Coeff. Effect
(in %)

Std. Error t stat p value

Merchandise goods (at
inventories)

− 0.00062 − 0.06231 0.00017 − 3.61574 0.00030 − 0.00074 − 0.07404 0.00010 − 7.35889 0.00000

Capital reserves − 0.00050 − 0.04959 0.00018 − 2.77171 0.00559 − 0.00053 − 0.05326 0.00010 − 5.18578 0.00000

Long-term accrued
costs and deferred
revenues

0.00067 0.06722 0.00023 2.93852 0.00331 0.00047 0.04740 0.00013 3.64140 0.00027

Exports 0.00096 0.09604 0.00019 5.15550 0.00000 0.00086 0.08641 0.00010 8.28455 0.00000

Subsidies, donations,
and compensations

0.00019 0.01901 0.00021 0.90055 0.36785 0.00034 0.03432 0.00012 2.87218 0.00408

Short-term liabilities 0.00327 0.32745 0.00095 3.44958 0.00056 0.00255 0.25462 0.00054 4.68473 0.00000

Costs of services − 0.00026 − 0.02640 0.00087 − 0.30308 0.76183 0.00157 0.15739 0.00049 3.24152 0.00119

Growth in fixed assets 0.00125 0.12467 0.00049 2.54162 0.01105 0.00034 0.03408 0.00028 1.20931 0.22655

Growth in number of
employees

0.00467 0.46658 0.00158 2.96029 0.00308 0.00553 0.55266 0.00087 6.36558 0.00000

Micro firm − 0.03131 − 3.13073 0.01671 − 1.87338 0.06105 − 0.01010 − 1.00996 0.00693 − 1.45820 0.14479

Small firm − 0.00040 − 0.03980 0.00651 − 0.06111 0.95127 0.01309 1.30921 0.00753 1.73956 0.08195

Medium firm − 0.00626 − 0.62642 0.00383 − 1.63555 0.10197 0.00090 0.09044 0.00527 0.17150 0.86383

Mid-high-tech
manufacturing

− 0.00356 − 0.35631 0.00499 − 0.71475 0.47478 − 0.00141 − 0.14073 0.00326 − 0.43235 0.66549

High-tech KIS − 0.00631 − 0.63142 0.00403 − 1.56873 0.11674 − 0.00612 − 0.61204 0.00234 − 2.62086 0.00877

Other KIS − 0.00742 − 0.74240 0.00484 − 1.53544 0.12471 − 0.00735 − 0.73528 0.00265 − 2.77333 0.00555

Less KIS − 0.00695 − 0.69482 0.00628 − 1.10577 0.26885 − 0.00930 − 0.93000 0.00342 − 2.71672 0.00660

Mid-low-tech
manufacturing

− 0.00378 − 0.37755 0.00488 − 0.77421 0.43882 − 0.00268 − 0.26781 0.00288 − 0.92882 0.35299

Low-tech
manufacturing

− 0.00731 − 0.73112 0.00365 − 2.00325 0.04518 − 0.00767 − 0.76736 0.00205 − 3.74146 0.00018

Capital region − 0.00510 − 0.50984 0.00286 − 1.78264 0.07468 − 0.00536 − 0.53565 0.00173 − 3.09942 0.00194

Number of
observations

9930 33,101

Dependent variable
mean

0.026 0.026

McFadden R2 0.155 0.157

Accuracy (in %) 87.67 86.95

Sensitivity (in %) 51.27 53.29

Specificity (in %) 88.56 87.84

Note: Year dummies included. LASSOwas trained on the train sample which included 70% of the full sample. Variables selected in the train
sample were used on the test sample which includes the other 30% of the full sample. Threshold of fitted probabilities to calculate accuracy,
sensitivity, and specificity rates is 0.05; the formulas are given in the Algorithm under the sectionMethod
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