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Abstract. Standard grammar formalisms are defined without reflection of the incremental,
serial and context-dependent nature of language processing; any incrementality must
therefore be reflected by independently defined parsing and/or generation techniques, and
context-dependence by separate pragmatic modules. This leads to a poor setup for mod-
elling dialogue, with its rich speaker-hearer interaction and high proportion of context-
dependent and apparently grammatically ill-formed utterances. Instead, this paper takes an
inherently incremental grammar formalism, Dynamic Syntax (DS) (Kempson et al., 2001),
proposes a context-based extension and defines corresponding context-dependent parsing
and generation models together with a resulting natural definition of context-dependent
well-formedness. These are shown to allow a straightforward model of otherwise problem-
atic dialogue phenomena such as shared utterances, ellipsis and alignment. We conclude
that language competence is a capacity for dialogue.
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1. Introduction

Study of dialogue in informal conversation has been proposed by (Pickering
and Garrod, 2004) as the major new challenge facing both linguistic
and psycholinguistic theory. Several phenomena common in dialogue pose
problems for theoretical and computational linguistics; amongst them
alignment, routinization, shared utterances and various elliptical construc-
tions. Alignment describes the general tendency of dialogue participants to
mirror each other’s patterns at many levels, including lexical choice and
syntactic structure, even when use of alternative patterns would not affect
the semantic content:1
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(1) A: The nun offering the cowboy a banana.
B: The robber offering the ballerina a book.

??The robber offering a book to the ballerina.

Routinization describes a phenomenon whereby interlocutors converge on
agreed interpretations for words or sequences remarkably quickly under
test conditions, often without explicit negotiation (Garrod and Anderson,
1987; Garrod and Doherty, 1994). Shared utterances are those in which
participants shift between the roles of parser and producer, each partici-
pant’s utterance being elliptical:2

(2) A: That tree has, uh, uh, ?
B: Tentworms.
A: Yeah.

(3) Daniel: Why don’t you stop mumbling and
Marc: Speak proper like?
Daniel: speak proper?

(4) Ruth: What did Alex
Hugh: design for herself ? A self-loading washing-machine.

These are especially problematic for approaches in which parsing and
generation are seen as separate disconnected processes, in particular if the
underlying grammar formalism yields as output the set of well-formed
strings.3 All fragments on this view have to be treated by both the pars-
ing and production devices as in some sense complete, with empty categories
postulated that, for the parser, get filled in by the context, and for the pro-
ducer, do not need to be generated. In the modelling of shared utterances,
the system that reflects the initial parser must parse an input which is not a
standard constituent, indeed may not be licensed as a well-formed string at
all, assigning the presented string a (partial) interpretation, completing that
representation despite lack of appropriate input. With a shift to generation
mode, the system has then to produce an output from which the previously
parsed words and their syntactic form are in some sense taken into account
but are not produced. The system reflecting the initial speaker must also be
able to integrate these two fragments, but in this case the switch is out of
some generation module mapping (representations of) content onto strings,
over onto some parsing module, which treats the previously generated string
as in some way parsed even though, up to this juncture, it has been char-
acterised by the generation module only. Such invocation of the necessary
empty-category devices, whether in the completion of incomplete fragments
by the parser, or as not needing to be said by the generator, is a standard
enough manoeuvre in accounts of ellipsis;4 yet it is highly problematic, not
least because it involves positing empty categories which not only are not
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independently required in the grammar formalism, but indeed must not be
freely available.5 The discussion of dialogue in such terms is however hypo-
thetical, as the inter-relation between production and parsing relative to a
movement-based grammar formalism remains almost entirely unaddressed.6

Things are not much better for constraint-based systems which impose
a weaker criterion of success on their grammar formalism of merely artic-
ulating a set of constraints to be met by strings of the language, allowing
sub-sentential strings to be characterised as well-formed within some larger
structure that is not (Pullum and Scholz, 2001). But with participant switch
being able to take place constituent-internally (as in (3), (4)), the advantage
is not so very great. It is in such systems that correlated parsing and gen-
eration systems have been defined (e.g. Neumann, 1998). But even though
parsing and production devices might be treated as related applications of
the same neutrally-defined system of constraints, they must nevertheless be
independently defined, with each having to be closed off before the other
is invoked, each then having to treat the output of the other as in some
sense parsed (or conversely produced), even though it is the other mecha-
nism that has just been being activated. And, though some parsing systems
are strictly incremental, generation systems are invariably head-driven (e.g.
Stone and Doran, 1997), making the generation of utterances such as the
first in example (4) especially problematic. Furthermore, in neither case is
there reason to expect parallelism effects across such inverse applications of
the use-neutral grammar device.

In this paper we respond to the Pickering and Garrod challenge. We
start with an inherently incremental parsing-based grammar formalism,
Dynamic Syntax (DS) (Kempson et al., 2001), and extend its accounts
of parsing and generation (Otsuka and Purver, 2003; Purver and Otsuka,
2003) to define them as context-dependent processes within a suitably
structured concept of context which naturally includes the fragments and
shared utterances seen so often in dialogue. Finally we show how this
context-dependent model can explain a range of alignment patterns as
resulting directly from minimisation of effort on the part of the speaker
(implemented as minimisation of lexical search in generation). As a coda,
we briefly air some of the broader philosophical consequences of this
dynamic perspective.

2. Background

DS is a parsing-directed grammar formalism in which a decorated tree
structure representing a semantic interpretation for a string is incrementally
projected following the left-right sequence of the words. Importantly, this
tree is not a model of syntactic structure, but is strictly semantic, being a
representation of the predicate-argument structure of the sentence:7
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John upset Mary. Ty(e)

Fo(John ′)

T y(e)

Fo(Mary ′)
T y(e→ (e→ t))

Fo(Upset ′)

����
����

Ty(e→ t)

Fo(Upset ′(Mary ′))

��������
���

Ty(t)

Fo(Upset ′(Mary ′)(John′))

Grammaticality is defined as parsability, that is, the successful incremental
construction of such tree-structure logical forms, using all the information
given by the words in sequence. There is no central use-neutral grammar of
the kind assumed by most approaches to parsing and/or generation.

The logical forms are lambda terms of the epsilon calculus (Meyer-Viol,
1995), so quantification is expressed through terms of type e whose
complexity is reflected in evaluation procedures that apply to proposi-
tional formulae once constructed, and not in the tree itself. The ana-
logue of quantifier-storage is the incremental build-up of sequences of
scope-dependency constraints between terms under construction: these
terms and their associated scope statements are subject to evaluation once
a propositional formula of type t has been derived at the topnode of some
tree structure. Scope dependency is thus reflected in the internal structure
of the terms as finally derived, each reflecting whatever scope dependencies
the collection of scope statements dictates.8

2.1. Parsing

The central tree-growth process of the model is defined in terms of
the procedures whereby such structures are built up; taking the form
both of general structure-building principles (computational actions) and
of specific actions induced by parsing particular lexical items (lexical
actions). The core of the formal language is the modal tree logic LOFT
(Blackburn and Meyer-Viol, 1994), which defines modal operators 〈↓〉, 〈↑〉,
which are interpreted as indicating daughter and mother relations, respec-
tively, with two subcases 〈↓0〉, and 〈↓1〉 distinguishing daughters decorated
with argument or functor formulae, and two additional operators 〈L〉, 〈L−1〉
to license paired linked trees (see section 5.1).9 The actions defined using this
language are transition functions between intermediate states, which mono-
tonically extend tree structures and node decorations. The concept of require-
ment is central to this process, ?X representing the imposition of a goal to
establish X, for any label X. Requirements may thus take the form ?Ty(t),
?Ty(e → t), ?〈↓1〉Ty(e → t), ?∃xFo(x), ?∃xT n(x), etc. All requirements that
are introduced have to be satisfied during the construction process (see figure
1 where parsing and generation sequences are set side by side).
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For example, the first action in parsing a sentence is a general compu-
tational action (termed Introduction) which develops the standard initial
Axiom state (here, as in all such partial tree-structures, there is a pointer,
♦, indicating the node under development):

?Ty(t), T n(0),♦
(i.e. a basic requirement to construct a propositional formula), to

?Ty(t), T n(0), ?〈↓0〉Ty(e), ?〈↓1〉Ty(e→ t),♦
thereby inducing the subgoals of constructing a type e argument (0) node
and a type e→ t predicate (1) node, by which a predicate-argument formula
can eventually be derived. Words are specified in the lexicon to have lex-
ical actions in similar style, each a sequence of tree-update actions in an
〈IF..T HEN..ELSE〉 format, employing the explicitly procedural predicates
make, go, put, defining an ordered (multi-)set of actions. A simple lexical
action for a proper name John is given as follows:

John

IF ?Ty(e)

THEN put(T y(e));
put(Fo(John′));
put([↓]⊥)

ELSE ABORT

This entry first checks that there is a requirement ?Ty(e) for the cor-
rect type at the active node, then adds decorations which specify a semantic
formula Fo(John′) of this type, and that this is now a terminal node
(shown by the modality [↓]⊥ “below this node nothing holds”). A subse-
quent general computational action (Thinning) then removes the now sat-
isfied type requirement. A more complex lexical action for a transitive verb
dislike takes the following form, first making a new predicate node of type
e→ (e→ t), and then an argument node with a requirement for type e (to
be filled by parsing the object):

dislike

IF ?Ty(e→ t)

THEN make(〈↓1〉);go(〈↓1〉);
put(Fo(λxλy.Dislike′(x)(y)));
put(T y(e→ (e→ t)));put([↓]⊥);
go(〈↑1〉);
make(〈↓0〉);go(〈↓0〉);put(?Ty(e))

ELSE ABORT

This format of lexical specification is general: all lexical items are defined
as providing such actions, the concept of lexical content being essen-
tially procedural. These obligatory lexical actions, together with optional
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computational actions, induce a sequence of partial trees in a monotonic
growth relation as each word is consumed in turn.

At every non-final step, input and output tree may be underspecified;
and each parameter for tree decoration (values of the predicates Fo, Ty,
T n) is a possible source of underspecification. An example of underspeci-
fication of content (i.e. Fo value) is provided by anaphora. In this system,
the lexical specification of a pronoun is defined to project a metavariable,
together with an accompanying requirement ?∃xFo(x):10

he

IF ?Ty(e)

THEN put(T y(e));
put(Fo(UMale′));
put(?∃x.Fo(x));
put(?〈↑0〉Ty(t))

ELSE ABORT

This requirement must be satisfied by substituting a fully specified Fo

value from context as part of the construction process (see section 3 for a
formal definition).11 The additional constraints in the lexical action shown
above include case constraints determining relative configurational position
in the resulting tree, here ?〈↑0〉Ty(t) (which is equivalent to requiring that
this node fill the subject position). However, other than an analogue of
the Binding Principles (Chomsky, 1981) determining the local environment
in which a value may not be provided, there is no constraint on the pro-
cess determining what does provide this value, and, as we shall see, there is
more than one way in which this might be achieved.

A more radical form of underspecification, following up the concept of
tree-growth dynamics, is provided by allowing tree node relations (T n val-
ues) to be only partially specified, with subsequent update fixing that initial
weak specification. Long-distance dependency effects are characterised in
these terms: a tree-node with decorations provided by that left-peripheral
expression being introduced in a partial tree as “unfixed”, the relation of
the newly introduced node to the node n from which it is introduced spec-
ified only as a constraint on some fixed extension (following D-Tree gram-
mar formalisms (Marcus, 1987)):12

〈↑∗〉T n(n), ?∃xT n(x)

As with other requirements, such underspecification of tree-relation must get
resolved within an individual tree constructed as part of the left-to-right con-
struction process by a general computational action Merge; this identifies an
existing node with requirement ?Ty(X) with a compatible dominated but as
yet unfixed node decorated with some formula α of that type Ty(X).

The closing stages of tree decoration, once tree node relations in a
tree are fixed and all terminal node decorations fully determined, involve
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a modal form of type deduction progressively compiling decorations on
mother nodes reflecting functional application of formulae on their daugh-
ter nodes. Once all requirements are satisfied and all partiality and under-
specification is resolved, trees are complete (i.e. a topnode formula of type
t is derived), parsing is successful, and the input string is said to be gram-
matical. Provisionally, we say that a string is well-formed just in case it can
be parsed using the computational rules of the system and lexical actions
of each word in turn to produce a propositional tree that contains no out-
standing requirements, a concept we return to in due course. The analogy
of the account of long-distance dependency to anaphora resolution is delib-
erate: in this characterisation of long-distance dependency, the concepts of
underspecification and update are extended from semantics/pragmatics to
syntax, and expressed in similar formal terms. The immediate advantage of
this perspective is the anticipation of feeding relations between anaphora
construal, quantifier construal, and structural processes (Cann et al., 2005).

To characterise complex adjunction structures, such as relative clauses,
pairs of trees are defined, with a transition from a node in one tree to
the top node as the first in an emergent linked tree, with requirements
imposed on how this new tree is to be developed, a computational action
which feeds into other transitions as defined. Thus, in relative clauses, a
linked tree is introduced requiring a copy of the formula at the node from
which the LINK transition is built, with this copy being provided at an
unfixed node by the relative pronoun, whose position in that structure
is subsequently resolved in the regular way. Many syntactic phenomena
can be explained in terms such as these (Kempson et al., 2001; Kempson
and Meyer-Viol, 2002; Marten, 2002; Kempson et al., 2003; Cann, 2005;
Cann et al., 2005). For the purposes of the current paper, the important
point is that the process is monotonic: the parser state at any point con-
tains all the partial trees which have been produced by the portion of the
string so far consumed and which remain candidates for completion.

2.2. Generation

With the base formalism set out in a parsing perspective, we can
define a generation system reflecting production that applies the very
same parsing mechanism, as we shall see, leading to tight coordination
between parsing and production.13 Our point of departure is (Otsuka and
Purver, 2003; Purver and Otsuka, 2003), which gives an initial method
of context-independent tactical generation in which an output string is
produced according to an input semantic tree, the goal tree. The genera-
tor incrementally produces a set of corresponding output strings and their
associated partial trees (again, on a left-to-right, word-by-word basis) by
following standard parsing routines and using the goal tree as a subsumption
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check. At each stage, partial strings and trees are tentatively extended using
some word/action pair from the lexicon; only those candidates which sub-
sume the goal tree are kept, and the process succeeds when a complete tree
identical to the goal tree is produced (see Figure 1). Generation and parsing
thus use the same tree representations and tree-building actions throughout.

In building n-tuples of trees corresponding to predicate-argument struc-
tures, the system is similar to LTAG formalisms (Joshi and Kulick, 1997).
However, unlike LTAG systems (e.g. (Stone and Doran, 1997)), both
parsing and generation are not head-driven, but word-by-word incremen-
tal. This has the advantage of allowing fully incremental models for all
languages, matching psycholinguistic observations (Ferreira, 1996) irrespec-
tive of the position in the clausal sequence of the verb.

Our current model (and implementation) takes these basic parsing and
generation models as starting points, but modifies them significantly. Our
main departure is the incorporation of a model of context as a basic part
of both parsing and generation, to which we turn next.14

Figure 1. Parsing/generating John likes Mary
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3. Modelling Context for Parsing and Generation

The basic definitions of parsing and generation as set out in (Kempson
et al., 2001; Otsuka and Purver, 2003; Purver and Otsuka, 2003) assume
some notion of context but give no formal model or implementation. In
this section we define such a model and extend the parsing and generation
definitions correspondingly, together with the definition of grammatical
well-formedness that they encapsulate.

Standard formal models of context (e.g. (Kamp and Reyle, 1993; Heim,
1982; Stalnaker, 1978)) concern semantic representations, and in our case
an obvious minimal requirement is that a model of context must include
the semantic tree representations that have been produced. As shown in
section 4, such a model is, when combined with the inherent interdepen-
dence of the DS parsing and generation models, powerful enough to give
a suitable analysis for shared utterances and for certain elliptical fragments.
However, computational models have often extended this notion of con-
text to include information about surface strings, particularly to enable
the suitable use in generation of e.g. information structure and subsequent
clarificational dialogue (van Deemter and Odijk, 1997; Stone, 2003). Fur-
thermore, some phenomena (in particular clarification requests which ask
about a speaker’s intended meaning or reference) have been taken to moti-
vate the inclusion of phonological and syntactic information (Ginzburg and
Sag, 2000; Ginzburg and Cooper, 2004). Given the dynamic perspective
adopted here, with natural language syntax interpreted as a process rather
than a system of representation, it is the transition from one partial tree
to another that is central; and the procedural concept of action transform-
ing one structure into another is fundamental. Accordingly, a natural move
is to extend the concept of context to incorporate a record, not just of
semantic structure, but also of the actions used to construct that structure
from some uttered string.

Immediate evidence in support of this move is the basis it promises to
provide for explaining ellipsis construal, while reflecting the pre-theoretic
observation that elliptical forms are interpreted directly from the context,
whether given strict or sloppy interpretations (in (6), ‘Tom worried about
John’s sister’ and ‘Tom worried about Tom’s sister’ respectively):

(6) John worried about his sister, and Tom did too.

On movement accounts of ellipsis, in which there is full replication
of syntactic structure at the ellipsis site, which fails to get realised (by
application of PF deletion: see (Fiengo and May, 1994; Merchant, 2001)
among others), this common-sense observation is not reflected in the analysis
at all. On orthodox semantic accounts, ellipsis construal is analysed as part of
the semantic evaluation process and in some sense context-dependent, albeit
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grammar-internally (Dalrymple et al., 1991; Shieber et al., 1996; and others
following). However, these accounts do not seem to match the pre-theoretic
intuition either, as ellipsis construal involves an operation that manipu-
lates the context. Possible predicates are constructed from the antecedent
clause by abstraction (restricted to the subject) over propositional contents:
the ellipsis site is interpreted by application of that predicate to the pre-
sented fragment. In the sloppy interpretation of example (6), a predicate
λx[Worry-about ′(x, Sister-of ′(x))] must be created; in the strict interpreta-
tion, a predicate λx[Worry-about ′(x, Sister-of ′(John′))].15 To replicate this
form of account in the DS framework by an equivalent structural pro-
cess would be problematic, though possible, conflicting with the otherwise
upwardly monotonic tree-growth process of construal.

However, once previous actions are included in the context, both inter-
pretations of the second conjunct can be analysed as straightforwardly
picked up from context (in some sense to be made precise below). Strict
readings can be analysed just as pronouns are in section 2: typed metav-
ariables are projected which must take their values from some tree node
in context. As parsing the first conjunct in (6) must have created a node
labelled with the semantic predicate ‘worry about John’s sister’, this can be
re-used directly in the second conjunct. Sloppy readings can be analysed
in terms of re-running actions used to derive a previously constructed tree:
parsing the substring worried about his sister in the first conjunct must have
involved a series of actions which (a) built a predicate node Worry-about ′;
(b) added an object argument below it which contained (among other
things) a metavariable projected from the pronoun his; and (c) resolved
the value of this metavariable to the contextual John′. Re-running this
sequence in the new context of the second conjunct, now including T om′,
allows the metavariable this time to be resolved differently, giving the
sloppy reading. This approach will therefore be able to reflect the strict vs.
sloppy ambiguity without any operation on the context, but simply using
whatever the context already provides.

3.1. Parsing in context

With this preliminary justification for incorporating actions within the
specification of context, we now define what constitutes a parser state. The
original (Kempson et al., 2001) model takes a parser state to be a set of
(partial) trees reflecting semantic content (in this sense semantic trees). We
now extend this so that a parser state P is a set of triples 〈T ,W,A〉, where
T is a (possibly partial) semantic tree, W the sequence of words and A

the sequence of lexical and computational actions that have been used in
building it. Context can now be defined in these terms. At any point in the
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parsing process, the context C for a particular partial tree T in the set P

can be taken to consist of:

(a) a set of triples P ′ = {. . . , 〈Ti,Wi,Ai〉, . . . } resulting from the previous
sentence(s); and

(b) the triple 〈T ,W,A〉 itself.

Discourse-initially, the set P ′ will be empty, and the context will there-
fore be identical to the standard initial parser state, the singleton set P0

containing only a single triple 〈T0,∅,∅〉 (where T0 is the basic Axiom =
{?Ty(t),♦}, and the word and action sequences are empty). As words are
consumed from the input string and the corresponding actions produce
multiple possible partial trees, together with their corresponding word and
action sequences, the parser state set will expand to contain multiple tri-
ples; note that the context C available to any tree will still be restricted to
its current triple (as P ′ is empty). Once parsing is complete, we use the
final set P1 to define the new starting state (and context) for the next sen-
tence as P1 ∪P0 (i.e. P1 with the addition of the triple containing the basic
axiom).16

Note that we take this definition to provide the minimal context avail-
able to any particular tree. There is no doubt that context can be extended
beyond this by a participant’s general cognitive processing – further prop-
ositional structures might be introduced by inference or by representing
aspects of the visual or attentional situation. As this extension of con-
text is not linguistically controlled, we do not attempt to model it here –
but we assume that it will always be available to provide representations
of, and information about, for example, the current speaker and hearer
(for resolution of personal pronouns) and other salient entities (for deixis).
Given that the tree representations are inhabited by concepts and not by
words, we take such information to be expressible in the same tree-based
format.

Note also that the simple protocol defined here will monotonically
extend the contextual set of triples, keeping all constructs for an arbi-
trarily long time, all equally salient. A fuller model would take account
not only of salience and recency issues, but also of the psycholinguistic
observation that higher-level ‘syntactic’ information (in our case, actions)
might be expected to decay relatively fast, with propositional information
(trees) remaining accessible for longer (Fletcher, 1994). In particular, we
assume that partial trees representing unsuccessful parse strategies will be
discarded fast in the presence of alternative successful complete trees, and
that in general the only partial trees in context will come from immedi-
ately preceding utterances. However, as decisions on when particular alter-
natives should be accepted or discarded must depend on grammar-external
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processes such as indirect answerhood, inference and consistency checking,
we do not attempt to model it here: see e.g. (Ginzburg, forthcoming).

3.2. Re-use of terms (substitution)

Given a definition of the context C available to any tree T , we can now
define the rule of Substitution that we took earlier to provide a fully
specified semantic formula for the underspecified metavariable induced by
a pronoun:17

Substitution

IF Ty(X), ?∃x.Fo(x),

〈T ,W,A〉∈C,

{Ty(X),Fo(Y )}∈T

THEN IF ↑0↑1
∗↓0 Ty(X),Fo(Y )

THEN ABORT
ELSE put(Fo(Y ))

ELSE ABORT

As set out here, X and Y are placeholders which range over types and
formula values respectively. So, this action checks for an antecedent of the
correct type in context (and ensures that it does not appear in a rela-
tive position in the tree which would violate the locality restrictions on
non-reflexive pronouns – the ↑0↑1

∗↓0 test), and uses it to provide a fixed
Fo(Y ) value – which satisfies the requirement ?∃x.Fo(x) originally induced
by parsing the pronoun (see section 2.1 above). Formally, this satisfaction
allows the requirement to be removed by the standard process of Thin-
ning, a rule that deletes requirements in the presence of a satisfying dec-
oration. Thus it is only in a suitable context that all requirements can be
satisfied – and therefore in which a string including a pronoun can lead to
a complete tree and be said to be grammatically well-formed.

Exactly the same analysis can be applied to strict readings of VP ellip-
sis. The lexical entries for elliptical auxiliaries are defined in similar terms
to those for pronouns: a metavariable is projected, together with a require-
ment for a fully specified formula. The only difference here is the type e→
t :18

do

IF ?Ty(e→ t)

THEN put(T y(e→ t));
put(Fo(U));
put(?∃x.Fo(x));

ELSE ABORT

Again, Substitution can apply (as it is type-general) as long as the
context contains a tree with a suitable fixed Fo value of the correct type
(e.g. Fo(Upset ′(Mary ′))), to yield a well-formed complete tree.19



GRAMMARS AS PARSERS: MEETING THE DIALOGUE CHALLENGE 301

(7) Sue upset Mary. John did too.

Context John did too

Fo(Sue′)

Fo(Mary ′) Fo(Upset ′)

���
���

Ty(e→ t),

Fo(Upset ′(Mary ′))

������
�
�

Fo(Upset ′(Mary ′)(Sue′))

Fo(John′) Fo(U),

T y(e→ t)

?∃x.Fo(x),♦

����
			

?Ty(t)

Substitution

Fo(John′) T y(e→ t)

Fo(Upset ′(Mary ′))

�����





?Ty(t)

Given this account, the utterance of a pronoun (or ellipsis) where a
preceding sentence contains two possible antecedents will be ambiguous –
Substitution can be applied in two different ways to derive two different
logical forms. We take this to be correct. The resulting ambiguity presum-
ably has to be resolved at some point by evaluation of inferential potential
(minimally passing a consistency check). In this, the account reflects rele-
vance considerations (Sperber and Wilson, 1995).

3.3. Generation in context

With these definitions to hand, we can proceed to the definition of a gen-
erator state. A generator state G is a pair (Tg,X) of a goal tree Tg and a
set X of pairs (S,P ), where S is a candidate partial string and P is the
associated parser state (a set of 〈T ,W,A〉 triples). Discourse-initially, the
set X will contain only one pair, of an empty candidate string and the stan-
dard initial parser state, (∅, P0). As generation progresses, multiple pairs
are produced as candidiate partial strings S are considered, each with their
own associated parser state P . In generation, the context C for any par-
tial tree T in a state P is defined exactly as for parsing: the set of triples
P ′ = {. . . , 〈Ti,Wi,Ai〉, . . . }; and the current triple 〈T ,W,A〉. Once genera-
tion is complete, the state P1 paired with the chosen string S1 is taken to
form the new context for the next sentence P1 ∪P0 (just as with parsing),
hand-in-hand with the new initial generator state X1 = (∅, P1 ∪P0).

Note here the close relationship between the parsing and generation
processes. They share the same basic component of their state (a parser
state P , a set of tree/word-sequence/action-sequence triples – the generator
state merely adds to this (partial) candidate strings and a goal tree), and
they share the same representation of context. In addition, as both pro-
cesses are strictly incremental, there is no requirement that their initial
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states be empty or contain only complete trees – they can in theory start
from any parser or generator state. Switching between the two processes,
even in mid-sentence, therefore becomes straightforward, as we will show
below in our analysis of shared utterances (section 4.2).

Note also that as the processes necessarily use the same parsing actions,
they must make parallel use of context. Thus the generation of He smiled
in John came in. He smiled is licensed not simply because the metavariable
provided by He allows its partial tree to (trivially) subsume the goal tree,
but because, following the parsing dynamics, a value for this metavariable
can be identified from context. The parse of the antecedent string provides
such a value Fo(John′) by Substitution which (less trivially) allows sub-
sumption. In less suitable contexts, the requirement for such a value for the
pronoun could not be satisfied and generation could not be complete.

This constraint of using context for generation as well as for pars-
ing matches the general methodology of reflecting the ongoing dynamics
of natural-language processing, and indeed it matches recent psycholin-
guistic results. Parsing has been known for some time to be incremental
(Crocker et al., 2000; Phillips, 2003), and there is now increasing evidence
of the incremental nature of natural language production (Ferreira, 1996;
Aoshima et al., 2004).

4. Re-use of Structure

With context defined in terms that match that of a parser state, we now
expect that context-dependent phenomena may pick up on any aspect of
such states, not merely, that is, on formula values but also on structure in
more general terms. The framework indeed commits us to expecting that
structure provides a context for subsequent updates, given the concept of
linked trees already defined. In this section we show how this structural re-
use allows us a straightforward analysis of bare answers and shared utter-
ances.

4.1. Bare answers

The first such case is the phenomenon of fragment answers to questions.
As pointed out in the previous section, the parsing and generation pro-
cesses are both fully incremental, and can start from any state (not just
the basic axiom state P0). The initial state (and context) for either pro-
cess is formed by combining the basic axiom state P0 with the final state
from the previous utterance P1. Just as one process can re-use actions saved
in context by another, it is therefore straightforward for one to re-use the
(possibly partial) trees produced by another as points from which its pars-
ing actions can proceed. This provides a basis for characterising the bare
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answers common in question-answer pairs. The question tree in context
provides the initial structure, and the answer fragment merely serves to pro-
vide the closing stages of building up a propositional formula.

The parsing or production of the question provides an open structure.
Following (Kempson et al., 2001),20 we analyse wh-expressions as provid-
ing a particular form of metavariable. In consequence, in a question such
as (8), parsing A’s wh-question yields a type-complete but open formula as
shown in (8′).

(8) A: Who upset Mary?
B: John.

(8′)

Fo(WH)

Fo(Mary ′) Fo(Upset ′)

���
			

Ty(e→ t),

Fo(Upset ′(Mary ′))

�������
�
�

Ty(t),Fo(Upset ′(Mary ′)(WH))

In using the structure provided by that context, we presume that
wh-questions provide the license to move the pointer down the tree to the
terminal WH-decorated node.21 From there, a standard move in DS is to
introduce an unfixed node by a process of Late*Adjunction which, from
a node decorated with a metavariable of type X introduces an unfixed node
requiring a decoration of that type.22

(8′′)

〈↑∗〉T n(n), ?∃x.T n(x),

T y(e),Fo(John′),♦

T n(n), T y(e),

Fo(WH)

Fo(Mary ′) Fo(Upset ′)

���
			

Ty(e→ t),

Fo(Upset ′(Mary ′))

�������


Ty(t),

Fo(Upset ′(Mary ′)(WH))

With such a sequence of actions, the tree will accordingly be finally com-
piled to give the desired Fo(Upset ′(Mary ′)(John′)) at the root node:

(8′′′)

Ty(e)

Fo(WH),Fo(John′)

Fo(Mary ′) Fo(Upset ′)

���
			

Ty(e→ t),

Fo(Upset ′(Mary ′))

�������
�����

Ty(t),Fo(Upset ′(Mary ′)(John′)),Fo(Upset ′(Mary ′)(WH)),♦

This procedure is entirely commensurate with the general monotonicity
principle: the term John′ stands in a licensed growth relation from
the original metavariable WH, as does Fo(Upset ′(Mary ′)(John′) from
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Fo(Upset ′(Mary ′)(WH)), so nothing precludes such pairs of formulae
from decorating the same node.

Although space precludes a full exposition of quantification, this anal-
ysis is buttressed by the explanation it provides for so-called functional
questions:

(9) A: Who did every student ignore?
B: Their supervisor.

Standardly these are said to involve a distinct type of wh-question enforcing
a particular kind of answer (Higginbotham and May, 1981; Groenendijk
and Stokhof, 1984; Ginzburg and Sag, 2000), but on this analysis no such
distinction is required. The answer updates the structure provided by the
question, updating the WH-term with an epsilon term; this can take nar-
row scope with respect to the subject during scope evaluation of the overall
structure in the regular way, once the propositional formula is completed.

4.2. Shared utterances

As stated, it is perfectly possible for the initial state and context for either
parser or generator to contain only partial trees. In other words, parsing
and generation can use a radically incomplete previous utterance as con-
text, with both processes thereby building up the same structure. The mod-
elling of continuations in shared utterances so characteristic of dialogue is
therefore straightforward. There are two aspects to such shared utterances:
the modelling of continuations, and the phenomenon of transition between
speaker and hearer roles. First, the modelling of the incomplete tree pro-
vided by the non-well-formed first part can be used directly as input to
the parsing/generation of the continuation. In the case that this eventually
leads to a complete tree with no outstanding requirements, the continua-
tion can be considered well-formed. Of course, this will only happen in a
very restricted set of contexts where the partial tree provides the correct
type requirements and tree properties.

(10) Ruth: What did Alex . . .

Hugh: Design? A kaleidoscope.

Secondly, there is the shift of roles. Here the tight coordination of pars-
ing and generation in context comes into its own. As parsing and genera-
tion share the same lexical entries, the same context and the same seman-
tic tree representations, the switch of speaker/hearer roles also becomes
straightforward.23 The phenomenon of shared utterances therefore falls
into place as an entirely expected consequence of our context-dependent
parsing and generation definitions.24
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Figure 2. Transition from hearer to speaker: What did Alex . . . / . . . design?

We take first the transition from Hearer to Speaker. Normally, the gen-
eration process begins with the initial generator state as defined above:
(Tg, {(∅, P0)}), where Tg is the goal tree, ∅ the empty candidate string, P0

the standard initial “empty” parser state {〈T0,∅,∅〉}. As long as a suitable
goal tree Tg is available to guide generation, the only change required to
generate a continuation from a heard partial string is to replace P0 with the
parser state (a set of triples 〈T ,W,A〉) as produced from that partial string:
we call this the transition state Pt . The initial hearer A therefore parses as
usual until transition, then given a suitable goal tree Tg, forms a transition
generator state Gt =(Tg, {(∅, Pt )}), from which generation can begin directly
– see Figure 2 as a display of this process for example (10).25 Note that
the context does not change between processes modulo information about
identity of current speaker and addressee.

For generation to begin from this transition state, the new goal tree Tg

must be subsumed by at least one of the partial trees in Pt (i.e. those built
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so far by the parser). Constructing Tg prior to the generation task will
often be a complex process involving inference and/or abduction over con-
text and world/domain knowledge – Poesio and Rieser (2003) give some
idea as to how this inference might be possible – for now, we make the
simplifying assumption that a suitable tree can be made available.

We turn now to the transition from Speaker to Hearer. At the point
of transition, the initial speaker B’s generator state G′

t contains the pair
(St , P

′
t ), where St is the partial string output so far, and P ′

t is the corre-
sponding parser state (the transition state for B).26 In order for B to inter-
pret A’s continuation, B need only use P ′

t as the initial parser state which
is extended as the string produced by A is consumed.

As there will usually be multiple possible partial trees at the transition
point, A may continue in a way that does not correspond to B’s initial
intentions – i.e. in a way that does not match B’s initial goal tree. For B

to be able to understand such continuations, the generation process must
preserve all possible partial parse trees (just as the parsing process does),
whether they subsume the goal tree or not, as long as at least one tree
in the current state does subsume the goal tree. A generator state must
therefore rule out only pairs (S,P ) for which P contains no trees which
subsume the goal tree, rather than thinning the set P directly via the sub-
sumption check as proposed by (Otsuka and Purver, 2003).

There are a number of transition effects. Just as with alignment, the
change in reference of the indexicals I and you across the speaker/hearer
transition in (11) emerges straightforwardly from the nature of their lexical
actions, with their use at any point involving reference to the speaker or
addressee at the time of use:

(11) A: I think you should read . . .

B: Your latest chapter. OK, I will.

We also expect that there is no constraint on when in the utter-
ance the transition point can occur, as might be the case in head-driven
approaches where transition prior to the sentential head would be problem-
atic. So the occurrence of (4) (repeated here), with in addition the anaphor
requiring identification with some locally available term is straightforward,
despite the lack of recoverable head from the initial fragment, and lack of
antecedent in the completing fragment:

(4) Ruth: What did Alex
Hugh: design for herself ? A self-loading washing-machine.

In addition, as quantifier scope-dependency constraints form part of the
contextual tree under construction and are not evaluated until a complete
type t formula has been derived, dependencies between the portions either
side of transition are unaffected, even when some quantifying expression



GRAMMARS AS PARSERS: MEETING THE DIALOGUE CHALLENGE 307

is taken to be dependent on a quantifying term introduced after the role
switch:

(12) A: We must make sure a nurse . . .

B: Sees every patient. Absolutely.

This latter case turns on the (Kempson et al., 2001) account of quanti-
fication, in which indefinites are exceptional in projecting a metavariable in
their scope-dependency statement allowing choice of term on which to be
construed as dependent on some term subsequently constructed.27

5. Re-use of Actions

Given our inclusion of a record of actions in the specification of con-
text, structural re-use is not the only strategy now available to our context-
dependent parsing and generation processes. Our preliminary justification
for incorporating this record was the accounts of VP ellipsis and sloppy
pronoun construal that it allows, and in this section we set these out.

5.1. VP ellipsis

In order to formalise this approach, we need two things. The first is an
equivalent to the Substitution rule that allows us to provide fully speci-
fied values for metavariables by re-use of actions, rather than by re-use of
semantic formulae. This we term Regeneration:

Regeneration

IF Ty(X), ?∃x.Fo(x),

〈T ,W,A〉∈C,

〈ai, . . . , ai+n〉�A,

ai =〈IFφ1 ,THENφ2 ,ELSE ABORT〉,
?Ty(X)∈φ1,

THEN do(〈ai, . . . , ai+n〉)
ELSE ABORT

Simply stated, the rule of Regeneration enables the parser (and gener-
ator) to take a sequence of actions from context and re-use them, provided
that they were triggered by the same type-requirement as is imposed on the
node currently under development.28 Any such re-use of actions from con-
text will be successful if and only if the result of applying these actions
in the new context is suitable, i.e. yields an output in which all require-
ments are now satisfied, or which the actions of any immediately subse-
quent lexical expression can take as input to eventually lead to a complete
tree.29 This rule merely allows any sequence of actions to be re-used, given
an appropriate type matching, without constraint on the end-point of the
sequence.30
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The second addition is a variant of Substitution which, analogously,
recovers actions rather than a formula value. Recall that, once having
checked the appropriate pre-conditions for there to be some Fo(Y ) in a
tree in context, the actions defined by Substitution were simply to dec-
orate the current node with the value of Y so found, in (6) this being
put(Fo(John′)). Re-using this action in a new context will make no differ-
ence to the result – the formula Fo(John′) will be added. The problem
posed by sloppy cases is that this is not what we want: we need pro-
nouns to be resolved differently when their actions are re-run as part
of an elliptical reconstruction process. We therefore define an alterna-
tive Local-Substitution rule, one that reflects the saving of actions by
checking the modal tree relation between the current node and a putative
antecedent:

Local-Substitution

IF Ty(X), ?∃x.Fo(x),

〈Y 〉Ty(X),Fo(α)

THEN IF ↑0↑1
∗↓0 Ty(X),Fo(α)

THEN ABORT
ELSE put(Fo(α))

ELSE ABORT

In this definition, X is a placeholder for a type as before, but Y is now
a placeholder which ranges over the possible tree modalities {↑,↓, . . . }: its
value will be the modality describing the relative tree relation between the
current node and the antecedent. As such modal relations can only hold
between nodes in the same overall tree, this restricts this rule to antecedents
along a tree-definable path. When the action is saved in context, X and Y

must become fixed with the appropriate values (as with the semantic for-
mula placeholder in Substitution before). However, we now take α to be
a rule-language metavariable which persists in context, rather than becom-
ing fixed with the value it takes on first application (we will indicate this
by use of Greek letters from now on). Re-application of this rule in a new
context will therefore force the same type and relative tree address of the
antecedent, but not the same semantic formula label.

With these formulations, we can provide a sloppy analysis of (6),
repeated here:

(6) John worried about his sister, and Tom did too.

In the first sentence, given that his and its antecedent John are in the
same tree, the parser can use the Local-Substitution rule to provide a
value, instantiating the value for the modality 〈Y 〉, as a path from the
determiner-internal pronoun to the subject node; in this case, 〈↑0↑0↑1↓0〉.
The relevant actions used are therefore as follows (slightly abbreviated):31
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ai (worry about)

IF ?Ty(e→ t)

THEN make(〈↓1〉);go(〈↓1〉);put(T y(e→ (e→ t)));
put(Fo(Worry-about ′));go(〈↑1〉);
make(〈↓0〉);go(〈↓0〉);put(?Ty(e))

ELSE ABORT

ai+1 (his)

IF ?Ty(e)

THEN make(〈↓1〉);go(〈↓1〉);
put(λP.ε,P );go(〈↑1〉);
make(〈↓0〉〈↓0〉);go(〈↓0〉〈↓0〉);put(Fo(U));
put(?∃x.Fo(x));put(T y(e));go(〈↑0〉);
make(↓1↓0);go(↓1↓0);freshput(x);
go(〈↑0〉);make(〈↓1〉);go(〈↓1〉);

ELSE ABORT
. . . . . .

ai+j (Loc-Subst)

IF Ty(X = e), ?∃x.Fo(x),

〈↑0↑0↑1↓0〉(T y(e),Fo(α))

(succeeds with α =John′)
THEN IF ↑0↑1

∗↓0 Ty(e),Fo(α)

THEN ABORT
ELSE put(Fo(α))

ELSE ABORT

The action ai for worry about introduces a predicate node Worry-about ′,
also introducing its argument node with a requirement for an object
Ty(e) term; the actions for his build an epsilon-term subtree, including a
metavariable U which is required to be given a fixed formula; the Local-
Substitution computational action resolved that metavariable. In this first
application, the only available and consistent Ty(e) antecedent node in the
current partial tree is that for the subject, which is at 〈↑0↑0↑1↓0〉 from the
current node; the formula John′ is therefore copied from there. The actions
for mother (not shown) then provide the required predicate to complete the
epsilon term.

The second (elliptical) sentence is initially parsed as before, with the lex-
ical actions of did projecting a metavariable. Now, Regeneration allows
us to retrieve the actions shown above. Clearly, when these actions are re-
applied in the new context of the elliptical utterance, an identical structure
will be built modulo the fact that the Local-Substitution action will now
pick up the local antecedent T om′ in the current partial tree, as this now
decorates the node related to the current node by the modality 〈↑0↑0↑1↓0〉.
We thus obtain the sloppy reading.32
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Positing two substitution processes is, interestingly, not equivalent to a
specification of lexical ambiguity in the pronominal or elliptical expressions
themselves. Metavariables projected by pronouns are simply place-holders
to be provided a value. However, just as in parsing, there is more than one
strategy for providing such a value; tracing paths through nodes in a tree
is one strategy provided the tree itself remains available in context.33,34

With VP ellipsis being a well-documented phenomenon, there is a
regular array of data against which to check the proposed account.
First there are the mixed readings; and here it is the locality restric-
tion on Local-Substitution which ensures the correct results. In readings
where the antecedent sentence contains a pronoun that is initially resolved
without any reference to a tree relation between metavariable and ante-
cedent, Local-Substitution will be inapplicable, and Substitution must
be used. This will cause the fixed resolved value to be saved in the action
in context, with any subsequent elliptical sentence re-running these actions
therefore correctly picking up the same fixed value:

(13) A: John is a waste of space.
B: But Tom let him share his ice-cream all the same.
A: Susan did too.

Here, we have a mixed reading available: the role played by his may be
resolved sloppily (A may be saying that Susan let John share Susan’s
ice-cream) – but the value for him cannot change (A cannot be saying
that Susan let Tom share anything). This is ensured by the fact that
B’s utterance must use Substitution to resolve him (as the antecedent is
tree-external) but can use Local-Substitution to resolve his, a sequence of
actions which A’s second utterance replicates.

As the Regeneration rule can apply to any type, an incidental bonus
of this analysis is that we expect that pronouns could be resolved by re-
using contextual actions. This gives us a handle on the pronouns originally
identified as “sloppy” (Karttunen, 1976), where the value assigned to the
pronoun must retain the fact that what its interpretation is based on con-
tains a pronoun itself:

(14) John keeps the money he gets safely locked away, but Bill keeps it in
a cupboard.

No special stipulation is needed to anticipate this effect: using Regen-
eration to provide the value for the metavariable associated with it means
re-running the actions originally used to parse the antecedent expression
– these include introducing a new metavariable for he and resolving it via
Local-Substitution, and repeating this will provide the desired values, this
time resolving he to the new subject Bill.
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There are, then, those cases which raise complications for the abstrac-
tion account (Dalrymple et al., 1991), because what appears to be doing
the binding is a term contained within the subject, not the subject
itself:

(15) A: A policeman who arrested Bill read him his rights.
B: The policeman who arrested Tom did too.

Here, our action re-use account provides the necessary reading without
modification. The actions associated with A’s use of read him his rights
in example (15) include the projection of metavariables associated with
him and his, and their resolution along the path of nodes to that deco-
rated by the term associated with Bill. Resolving the metavariable projected
by the auxiliary did in B’s elliptical utterance via Regeneration allows
these resolutions by Local-Substitution to take a different, newly avail-
able antecedent T om′, providing the sloppy interpretation. The fact that
this antecedent is provided by an expression inside a relative clause modi-
fying the subject makes no difference, as the tree relation recorded in appli-
cation of Local-Substitution is recoverable.

A further bonus for our analysis is that it provides a straightforward
solution to the puzzle presented by antecedent-contained ellipsis:

(16) Bill interviewed everyone that John did.

This construction is problematic for many accounts, as the elliptical frag-
ment is apparently contained within the expression from which its inter-
pretation has to be built up, threatening circularity (Fiengo and May,
1994). It falls naturally into place, though, on an action re-use account. In
DS, recall, adjunct structures for relative clause construal are constructed
as paired linked structures. Such structures may be constructed in tan-
dem, often with anaphoric-style links between them (Kempson et al., 2001;
Kempson and Myer-Viol, 2002) with evaluation rules then determining
that these independent structures, once completed, are compiled together to
yield conjunctive propositional formulae in tree format. What the parsing
of everyone that John did in example (16) provides is firstly a partial τ -term
under construction got by parsing everyone,35 with its fresh variable x; and
secondly a linked tree structure with a copy of that variable x at an unfixed
node. This independent linked tree will itself contain a subject node deco-
rated by Fo(John′), and then a predicate node decorated by a Ty(e → t)

metavariable projected by the elliptical did as usual.
In a case such as this, some constituents are already provided for the

building up of a value for the predicate metavariable, so we can provide
a complete fixed Ty(e → t) value by re-using only a single action from
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(16′)

the first half of the parse process, viz. that associated with the single word
interviewed; this constructs a new pair of a Ty(e→ (e→ t)) predicate node
and a ?Ty(e) argument node, with which the already present unfixed node
decorated with x can be Merged. This leads to successful completion of
the linked structure, thereby building up a composite restrictor for the τ -
term already introduced. The final result is, as required:

S <x Fo(Interview′(τ, x, (P erson′(x)∧ Interview′(x)(John′)))(Bill′))

In fact, this analysis also applies to yield parallelism effects in scoping
(Hirschbühler, 1982; Shieber et al., 1996). In (17), the subject can receive
wide or narrow scope in A’s utterance, but must be given the same scope
in B’s:

(17) A: A nurse interviewed every patient.
B: An orderly did too.

Although space precludes a full exposition here, as noted above, scope
construal in DS relies on the evaluation of scope statements with initially
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underspecified arguments which, like pronouns, are encoded as metava-
riables and must be resolved via general computational actions. Using
Regeneration to resolve the elliptical did in B’s utterance will then re-
use the actions used in interpreting A’s utterance, and the new subject will
receive the same scope as was assigned previously.

5.2. Fragment ellipsis

This action re-use strategy applies equally to elliptical constructions other
than VP ellipsis. With fragment construal, the term constructed appears to
require insertion into arbitrary points of the replicated structure, as in (18),
which allows interpretations with the fragment construed as either subject
or object of interview:36

(18) A: John interviewed Mary in hospital.
B: Bill too.

To achieve this effect, we again appeal to the concept of re-using actions
from context. First, the fragment Bill is parsed, decorating an unfixed node
of type e (as with short answers, see above). A metavariable, this time of
type t , is then projected by the lexical actions of too, whenever a complete
propositional formula has not already been constructed:

too

IF Ty(t),

THEN 1
ELSE IF ?Ty(t),

THEN put(T y(t));
put(Fo(U));
put(?∃x.Fo(x));
Regeneration;
IF T n(0), T y(t) THEN 1 ELSE ABORT

ELSE ABORT

In contrast to other similar anaphoric specifications, note that too enforces
the completion of a propositional end result at the top node. This excludes
the partial use of actions licensing strings after too has been parsed:37

(19) *I persuaded Harry to visit Mary in hospital; and Bill too Sue.

This metavariable now licenses the use of Regeneration to re-run
actions to construct a complete Ty(t) formula. However, in order to allow
the unfixed node to be merged into the appropriate position, we require an
alternative version, allowing a compatible section of the contextual action
sequence to be replaced by the standard Merge operation:38
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Regeneration’

IF Ty(X), ?∃x.Fo(x), 〈U,D〉(T y(Y ), ?T n(Z))

〈T ,W,A〉∈C,

〈ai, . . . , aj , . . . ak, . . . , am〉�A,

ai =〈IFφ1 ,THENφ2 ,ELSE ABORT〉,
?Ty(X)∈φ1,

aj =〈IF θ1 ,THEN θ2 ,ELSE ABORT〉,
?Ty(Y )∈ θ1,

THEN do(〈ai, . . . , aj−1〉),
Merge,

do(〈ak, . . . , am〉),
ELSE ABORT

Here, we are re-running a sequence of actions associated with the con-
struction of some propositional tree in the context up to a certain point.
That point is reached when there is some action aj triggered by a require-
ment ?Ty(X) for a decoration of the type Ty(X) of the unfixed node.
Instead of undertaking the action aj , the unfixed node is merged at that
point and then some consistent remaining subsequence of the actions
ak, . . . , am is run. Ultimately a propositional structure of Ty(t) must be
completed to remove the ?Ty(t) requirement; it will be identical to the
original except for the decoration on the Ty(X) node.

In (18), there are two possible points at which the sequence can be
broken and the unfixed node merged in: either when the pointer is at the
subject node or when it is at the object node. In the former case, it is the
sequence of actions associated with parsing John that is replaced by the
Merge action; in the latter, those associated with parsing Mary.

At this juncture, there is an advantage in having presumed that the
fact that VP ellipsis involves apparent binding of the subject position is
a consequence of parsing the words in the fragment, and not a con-
sequence of individuation of any particular argument node in the trac-
ing of a path by Local-Substitution. For now, by Regeneration and
Local-Substitution, we can correctly anticipate the availability of sloppy
readings from non-subject positions:

(20) I gave John comments on his paper, and Mary too.

In all these cases of ellipsis and anaphora construal, the trigger for contex-
tual re-use is provided either by the projection of a metavariable by lexical
action (whether by a pronoun, or an auxiliary) or by trigger for re-use of
actions by a lexical item such as too); and the resolved value is provided
simply by using whatever is already available in the context. While we have
phrased most of our explanations in parsing terms, note that generation of
these constructions is licensed in exactly the same way: projection of the
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metavariables leads to an update of the tree under construction which sub-
sumes the intended goal tree, and the associated requirement forces some
contextual enrichment to be used to fully specify the value. Literally, noth-
ing more needs to be said. This result, as before, is a direct consequence of
having defined generation in terms of the incremental actions used in parsing.

6. Alignment as Action Re-use – Minimizing Lexical Search

The previous three sections have shown how given a context that incorpo-
rates both actions and structure, we can extend our notion of grammati-
cal well-formedness to include the anaphoric and elliptical phenomena so
common in dialogue. This section briefly explores a corollary of this model:
that besides this it provides a basis for explaining psycholinguistically-
observed dialogue alignment preferences.

This assumption that context incorporates actions that can be re-used
appears to have the major bonus of allowing a speaker to minimize
what constitutes on our account the major task of production: the search
through the lexicon for the appropriate lexical items in order. The genera-
tion process outlined in section 2.2, being word-by-word incremental, must
search through the lexicon for potential lexical items at each step, checking
for their suitability in extending the current partial tree structure so that it
subsumes the goal tree.

We can see how reuse of context allows this task to be drastically
reduced. At an ellipsis site, if there are actions in context that induce an
appropriate parse tree, words won’t have to be searched for, checked and
produced: the goal can be achieved directly using context. As long as we
can make an (intuitively reasonable) assumption that pronouns and ellip-
tical auxiliaries are stored in a way that ensures their easy retrieval, their
use therefore allows search to be bypassed.39 This will lead to an obvious
saving in cognitive processing costs, a well-known desideratum in cognitive
accounts of processing (Sperber and Wilson, 1995, among others); and this
perhaps gives us some insight into why pronouns and ellipsis are so com-
mon in dialogue.

Just as ellipsis and pronoun construal will provide a saving in processing,
so too can the re-use of actions in context by constraining the generation
process to search for words and their associated actions in the contextual
parser state before looking in the lexicon. If suitable words and actions
are found, the path of least effort will be to repeat words and structures
already used.40 And this, of course, is the alignment phenomenon itemized
by Pickering and Garrod (2004) as part of the challenge which dialogue
modelling poses.

Clearly, re-use of words and their associated actions in generation will
surface as lexical alignment. More precisely, if there is some action a ∈ A
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from some 〈T ,W,A〉 ∈ C suitable for extending the current tree, a can be
re-used, generating the word w which occupies the corresponding position
in W . The result is repetition of w rather than choosing an alternative but
as yet unused word from the lexicon. Note that as the parsing and genera-
tion processes work from the same context and use the same action defini-
tions, previously parsed actions will directly cause repetition in generation
without any transfer of representations being required.

Note also that as with Regeneration before, re-use of the actions is
importantly distinct from re-use of the trees they construct, and the terms
that decorate them. Re-using the actions associated with an indefinite will
introduce a new variable (as the action requires), rather than re-introducing
the same term; and re-using pronoun actions will decorate a node with a
new metavariable, rather than merely copying the previous resolved value.
Re-use of indexicals such as I and you is therefore unproblematic, as their
actions will require values to be assigned according to the current speaker
and addressee, rather than copying values from previous uses.

Apparent alignment of syntactic structure also follows in virtue of the
procedural action-based specification of lexical content. (Branigan et al.,
2000) showed that syntactic structure tends to be preserved, with seman-
tically equivalent double-object forms give the cowboy a book or full PP
forms give a book to the cowboy being chosen depending on previous use.
Most frameworks would have to reflect this via activation of syntactic
rules, or perhaps preferences defined over parallelisms with syntactic trees
in context, both of which seem problematic. In DS, though, this type of
alternation is reflected not as a difference in the output of parsing (the
semantic tree structure) but as a difference in the lexical actions used dur-
ing parsing to build up this output: a word such as give has two possible
lexical actions give′ and give′′ corresponding to the two alternative forms
(see Figure 3 below).

A previous use will cause either give′ or give′′ to be present in A; re-use
of this action will cause the same form to be repeated.41 Similarly, (Cleand
and Pickering, 2003) observed the repetition between participants of adjec-
tive structures as attributive or in a predicative relative-clause (a green book
vs. a book which is green. These can be distinguished in DS by analyses that
differ in the construction of a linked tree structure before the head noun
(by lexical actions associated with attributive adjectives) or after the head
(by actions associated with a relative pronoun); and re-use of these actions
will cause repetition of form. So again two distinct tree-building strategies,
despite producing the same logical form, nevertheless lead us to expect par-
allelism following the sequence of actions already in context.

The same approach can be applied for the parser, with contextual re-use of
actions bypassing the need to test all possible actions associated in the lexicon
with a particular word. A similar definition holds: for a word w presented
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Figure 3. Output of alternative lexical actions for give.

as input, if w ∈ W where 〈T ,W,A〉 ∈ C then the corresponding action a in
A can be used without consulting the lexicon. Words will therefore tend to
be interpreted as having the same sense or reference as before, modelling the
semantic alignment described by (Garrod and Anderson, 1987).

These characterisations can also be extended to sequences of words –
a sub-sequence (a1;a2; . . . ;an)∈A can be re-used by a generator, produc-
ing the corresponding word sequence (w1;w2; . . . ;wn) ∈ W ; and similarly
the sub-sequence of words (w1;w2; . . . ;wn) ∈ W will cause the parser to
use the corresponding action sequence (a1;a2; . . . ;an)∈A. This will result
in sequences or phrases being repeatedly associated by both parser and
generator with the same sense or reference, leading to what Pickering and
Garrod (2004) call routinization (construction and re-use of word sequences
with consistent meanings).

It is notable that these various patterns of alignment, said by Pickering
and Garrod (2004) to involve alignment across different levels, hence but-
tressing the existence of such distinct levels in the grammar (Jackendoff,
2002), are all expressible here as re-use of actions and sequences of actions.
This result is achieved since context, content and lexical actions are all
defined in terms of the same tree configurations. It is also notable that
this analysis requires no higher-level hypotheses about the interlocutor. The
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parallelism across speakers seen in alignment might seem to many to neces-
sitate high-level decisions to copy what has been done before (perhaps as a
way of ensuring success in the communication), necessitating a considerable
gap in complexity between what the grammar associates with some uttered
string and the structures that speaker and hearer have to be taken to be
manipulating.42 However, in action re-use we have available a simpler and
lower-level explanation: that an interlocutor will use whatever (s)he has in
her own context to minimise the task at hand. The cross-feeding between
parsing and production processes is ensured simply by defining them in
terms of the same structures and structure-building actions.

7. A Grammar Formalism for Dialogue?

In this paper we have set out a grammar formalism which enables a par-
ticularly tight coupling of parsing and generation processes, both involv-
ing the same intrinsically dynamic structure-building formalism, and both
building up on structures in context of the same formal type. This has
made possible a model of dialogue that constitutes a direct response to the
challenge set out by Pickering and Garrod (2004), capturing, as it does,
shared utterances, ellipsis and alignment phenomena. A prototype system
has been implemented in Prolog which reflects the model given here, dem-
onstrating all the above phenomena in simple dialogue sequences.

One of the striking properties of this model is that the accounts
of parsing and generation have not involved any articulation of higher-
level propositional attitudes between speaker and hearer. Bringing out the
broader significance of the role of higher-level reasoning about the other
person’s mental states in discourse is not our primary focus here, but
the very fact that alignment, prevalent in dialogue, is naturally explained
on the assumption that what is being checked as the context is merely
the actions leading to the predicate-argument arrays representing context
expressed by the utterance, strongly suggests that the processes involved
in dialogue exchange do not of necessity involve higher-order hypotheses
about the other person’s mental states (contra both the proto-Gricean and
relevance-theoretic accounts (Levinson, 2000; Sperber and Wilson, 1995,
etc.)). Equally, the ease with which split utterance phenomena are reflected
in this model turn on there being no such essential higher-order hypothe-
ses. The consequences of this are far-reaching, since almost all accounts of
language-understanding presume that such higher-level reflections are the
bed-rock on which all communication is based (Sperber and Wilson, 1995;
Levinson, 2000; Clark, 1996), though for isolated exceptions, see (Millikan,
2004; Breheny, 2005).

For grammar-formalism design also, the results are important. In so
far as principles that determine such alignment effects also determine
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distributional patterns of individual languages and more broadly language
in general, this suggests that formal models of language should be artic-
ulating a much more direct relationship between natural language expres-
sions and the dynamics of their real-time use in context. One might ask
now what significance there is to having defined a grammar formalism that
provides a basis for dialogue-modelling. First, these principles provide no
basis for any concept of sentence-meaning sans context, for the entire con-
struction process has been made context-relative. What the grammar for-
malism provides is a set of processes which, in their implementation in any
sequence of tree-growth updates, allow intercalation with processes such
as substitution which are constrained by general cognitive principles, and
so are essentially grammar-external. These processes are presumed to be
available in the same way to both hearer and speaker in combination with
whatever general cognitive principles that determine overall language use.
In so far as this provides an articulation of those properties which are
intrinsic to language, we have a grammar formalism of that language, albeit
defined in an essentially procedural mode.

Secondly, on shifting the focus to dialogue, in so far as these princi-
ples also provide an articulation of dialogue processes, we do indeed have a
grammar formalism directly applicable to dialogue modelling. There is nev-
ertheless a significant shift of emphasis in these characterisations of lan-
guage and dialogue; and this is because a full explanation of dialogue is
transparently more than a full explanation of structural properties of a lan-
guage, just as a full explanation of language use is transparently more than
structural explanation of a single language. So, in articulating the system
of principles which the model makes available, we have had nothing to say
about the full complexities that determine language use, the process of how
interlocutors decide what they want to say, or the rich array of ways in
which they can indirectly interpret what they hear; and we have also had
nothing to say about the process of how, in deciding to interrupt someone,
an individual may decide that the sentence started by their interlocutor
can be appropriately completed by themselves. The processes underpinning
these phenomena doubtless involve higher order hypotheses about other
people’s mental states that make language the rich vehicle for communi-
cation that it is. These we take to be part of the remit of a theory of
pragmatics which we do not provide (see e.g. (Sperber and Wilson, 1995)).
Nonetheless what we are advocating is that the principles which underpin
the explanation of intrinsic structural properties of language are the very
same principles that underpin dialogue: both are explained in terms of how
individuals process language in real time in the minimal context provided
by their own previous processing. The human capacity for language, in this
sense knowledge of language, is, on this view, the possession of a capacity
that makes dialogue possible.
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Notes
1 Example (1) is modelled after Branigan et al. (2000)s experiment in which participants
describe pictures of simple situations to each other – see section 6.
2 Example (2) is taken from (Clark and Wilkes-Gibbs, 1986), example (3) from the BNC,
file KNY (sentences 315–317).
3 Although see (Poesio and Rieser, 2003) for an initial DRT-based approach.
4 See (Stanley, 2000; Ludlow, 2005), (Schlenker, 2003) who gives an account of pseudo-
cleft constructions in terms of full question and full answer pairs, and (Carston, 2002)
who sets aside ellipsis as falling outside a pragmatic account, on the basis of its syntac-
tic characterisation.
5 See (Stainton, 2005) for the same criticism of (Stanley, 2000) and (Ludlow, 2005),
though Stainton only takes his arguments to apply to a restricted set of fragments.
6 Until very recently, the parsing and production research communities have been
totally disjoint, the former developing parsing systems compatible with some use-neutral
grammar-formalism, the latter largely focussing on the utterance of words in isolation.
See however (Cutler, 2002; Ferreira, 1996; Phillips, 2003).
7 Fo is a predicate that takes a logical formula as value, Ty a predicate that takes logical
types as values, T n a predicate that takes tree-node addresses as values.
8 We do not explore determination of scope dependencies in any depth in this paper –
see (Kempson et al., 2001) chapter 7.
9 From node n, 〈↓〉X denotes ‘X holds at a daughter of n’; 〈↓0〉X ‘X holds at an argu-
ment daughter of n’, 〈↓1〉X ‘X holds at a functor daughter of n’, 〈↑〉X denotes ‘X holds
at the mother of n’.
10 Though model-theoretic characterisations of anaphora construal have been predominant
in the literature, there are also proof-theoretic accounts (Ranta, 1994; Fernando, 2002;
Piwek, 1998), to which this account is allied.
11 The specification of the metavariable as UMale′ here expresses a (presuppositional) con-
straint restricting potential substituends to the correct gender; see also footnote 12 below.
Other constraints, e.g. restriction to finite clauses, we ignore here: see (Cann et al., 2005).
12 In this, the system is like LFG, modelling long-distance dependency in the same terms
as the LFG concept of functional uncertainty (Kaplan and Zaenen, 1989), differing from
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that concept in the dynamics of update internal to the construction of a single tree, with
relative clauses and other strong islands modelled as paired linked trees.
13 In defining a model of generation to match the account of parsing, we only seek to
model the mapping from some selected tree onto a linear string: in other words, a model
of tactical generation (Dale, 1992), rather than strategic generation, the process of defin-
ing that selected tree in the first place.
14 There are other modifications (in particular to the details of (Otsuka and Purver,
2003)’s proposed model of generation, to ensure strict incrementality and reflect advances
in the parsing model), but as they do not concern the contextual dependence they will
not be discussed here, and the reader may take these basic models as applicable without
disadvantage.
15 In cases where the semantic representation assigned to the antecedent may under-determine
interpretation (as in the glue language characterisation of mixed quantification of (Crouch and
van Genabith, 1999)), possible construals of the ellipsis site may be matched against that of
the putative abstraction on the antecedent, with an evaluation metric which selects paired
interpretations of antecedent and elliptical form that display the most parallelism.
16 In the case that the sentence is unambiguous, or all ambiguity can be removed by
inference etc., the final state P1 will be a single triple 〈T1,W1,A1〉. We will sometimes
simplify examples below in this way for ease of exposition, but it does not necessarily
have to be the case.
17 We ignore here gender specification, though we take this to be a condition on Action,
not reflected in the update action.
18 In requiring a variable for which a value is provided by the process of construal, this
analysis might seem to be allied to the account of ellipsis as essentially involving recon-
struction of syntactically explicit variables (Stanley, 2000). Indeed it does, with one critical
difference, that what is reconstructed is not a linguistic expression, but a representation
of its content.
19 For simplicity, we ignore the contribution of the word too here, which we take to be asso-
ciated with a test that a complete propositional value has been constructed (see below).
20 Kempson et al. present detailed arguments that the supposed scope-taking properties of
wh-question words do not provide evidence that wh-expressions are quantified expressions.
Cann et al. (2005) suggest an alternative characterisation of wh-expressions as incomplete
epsilon terms, lacking a scope statement, but here we retain the simpler characterisation.
21 This is a feature-specific extension of a process of Anticipation which moves the
pointer down from a type-requiring node to a node needing further development (Cann
et al., 2005).
22 This mechanism is independently used to analyse other phenomena such as expletives
(Cann et al., 2005).
23 We have little to say about exactly when transitions occur (although presumably both
speaker pauses and the availability to the hearer of a possible goal tree both play a
part), or about how the hearer decides what the completing goal tree should be. We are
interested here in characterizing the incremental parsing and resulting well-formedness of
shared utterances. Just as we have nothing to say about the strategic generation of goal
trees, but only about the tactical incremental generation of the corresponding partial tree
and string, we have nothing to say here about the timing or inference methods involved
in goal tree generation.
24 This follows the informal outline of an analysis given by Otsuka and Purver (2003).
25 Figure 2 contains several simplifications to aid readability (in particular ignoring the
contribution of the auxiliary – see (Cann et al., 2005) for details), both to tree structure
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details and by showing parser/generator states as single triples/pairs rather than sets
thereof.
26 Of course, if both A and B share the same lexical entries and communication is per-
fect, Pt =P ′

t , but we do not have to assume that this is the case.
27 There is a further effect associated with transition which we do not attempt to model
here. Our analysis shows how the continuation can build a complete proposition or ques-
tion (in (4) above, the question ‘What did Alex design for herself?’). However, many cases
(especially those like (4) with interrogative continuations) can be seen not as asking this
question directly, but as asking whether the previous speaker was asking it (‘Is it the ques-
tion ‘what did Alex design for herself ’ that you are asking?’). As we are not including a
level of illocutionary force in our analysis, this distinction must fall outside our grammat-
ical model; but see (Ginzburg et al., 2003) for a possible approach.
28 We use the � symbol to represent the subsequence relation.
29 As phrased here, this rule can only be triggered by the presence of a metavariable with
an unsatisfied requirement for a fixed value (just as with Substitution). It may, however,
be that the rule should be generalised to any ?Ty(X) triggering context. This will allow
gapping examples to be handled straightforwardly without the need for any extra machin-
ery. Although this may seem to open the floodgates for arbitrary generation of semantic
structure, the use of such a procedure will be constrained by both context and prosody.
We will leave this possibility aside for now.
30 This characterisation will also apply directly to pseudo-gapping, as the actions of pars-
ing the verb interviewed in the first conjunct in (i) can be used to extend the tree to pro-
vide the appropriate structure for parsing the final noun phrase Mandela:
(i) John interviewed Clinton, and I did Mandela.
31 We take his to project the combination of an epsilon operator introducing a two place
predicate, of whose arguments, the higher is a metavariable of type e, the lower, the
variable that the operator binds. The characterisation of his simplistically conflates the
pronominal sub-entry and the sub-entry for the genitive, a conflation which leaves the
pointer at not strictly the right node. In a stricter specification, in which the contained
noun-phrase expression is analysed as parsed as a node locally unfixed to the Ty(e)-
requiring node, subsequently resolved to yield a structure identical to that of mother of
him, this problem doesn’t arise. But we leave such complications aside here. See (Cann et
al., 2005) for justification of the construction of locally unfixed nodes.
32 This characterisation forces an exactly parallel tree relation between the regenerated
pronoun and its antecedent in the two sentences. This could be weakened to allow for
non-identical structure, but we take any lack of parallelism to seriously jeopardise the
availability of sloppy readings, as in (i), and therefore we do not make that move here:
(i) The teacher who spoke to Bill about his problems reported them to the head, and the
man who Sue tells me had spoken to Tom did too. Note also that versions with subject-
auxiliary inversion “and so did Tom” require the lexical actions of the auxiliary to pro-
vide an underspecified subject node; we skip this refinement here, but see (Cann et al.,
2005).
33 One might view the distinction between the two forms of Substitution as the parser’s
pragmatic choice of whether to take the (strict) choice of substituend as critical, or the
(sloppy) local node relation (an option not even available if the substituend is taken from
a tree which is not part of the current tree, as no such relation can be defined). We take
the two separate rule specifications as simply making this choice explicit.
34 We assume, without full analysis, that presuppositional constraints on pronoun resolu-
tion (gender and speaker/addressee identity) are taken not to persist into context, in order
to allow the Local-Substitution actions for resolving his and my in (i)–(ii) below to be
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re-run, picking up on the different parallel antecedents even though they do not fit the
initial gender or speaker-identity requirements:
(i) A: John left his socks in the washing machine. B: Susan did too.
(ii) A: I left my socks in the washing machine. B: I did too.
35 (τ, x, ...) is the epsilon calculus analogue to the universal quantifier.
36 This process has been dubbed “stripping”. See (Reinhart, 1991; Kempson, 1995) for
discussion of its strong-island sensitivity.
37 This characterisation also correctly precludes the use of too in pseudo-gapping:
(i) John interviewed Clinton, and Bill did too Mandela.
38 Use of this strategy is not restricted to too; we take it to be a generally available alter-
native, licensing examples such as:
(ii) Sue persuaded Harry to visit his mother in hospital, and Mary did Tom.
39 In our implementation, such anaphoric lexical items are simply considered part of the
discourse-initial context; other approaches would be possible.
40 Our assumption of general lexicon search is naive, but even assuming a more efficient
strategy (e.g. by activating only certain subfields of the lexicon based on the semantic for-
mulae and structure of the goal tree) searching through the immediate context will still
minimise the effort required.
41 Branigan et al. (2000) also showed that this effect also occurs in a weaker form when
the second sentence contains a lexically distinct verb with the same alternation in form
(e.g. hand, pas). In this the actions might still be being presumed to be recovered from
the context, with the lexicon-search task being reduced to finding some predicate comple-
mentary to Give′, Hand ′ Pass ′, etc.
42 This is the well-known problem of mutual knowledge of proto-Griceans (Smith, 1982,
and other references subsequently), a problem also facing relevance-theorists with the
analogous concept of mutual manifestness (Sperber and Wilson, 1995).
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