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DETECTING SELECTION BIAS,

USING PROPENSITY SCORE MATCHING,
AND ESTIMATING TREATMENT EFFECTS:
An Application to the Private Returns

to a Master’s Degree

Marvin A. Titus***

Most research in the area of higher education is plagued by the problem of
endogeneity or self-selection bias. Unlike ordinary least squares (OLS) regression,
propensity score matching addresses the issue of self-selection bias and allows for
a decomposition of treatment effects on outcomes. Using panel data from a
national survey of bachelor’'s degree recipients, this approach is illustrated via an
analysis of the effect of receiving a master’s degree, in various program areas, on
wage earning outcomes. The results of this study reveal that substantial self-
selection bias is undetected when using OLS regression techniques. This article
also shows that, unlike OLS regression, propensity score matching allows for
estimates of the average treatment effect, average treatment on the treated effect,
and the average treatment on the untreated effect on student outcomes such as
wage earnings.
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INTRODUCTION

Like research in the social sciences, studies in the area of higher edu-
cation are plagued by the problem of non-random assignment problems
or selection bias. This is a serous problem that exits for at least two rea-
sons. First, most research in the area of higher education does not
address non-random assignment problems by employing the use of
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experimental designs or randomized trials, the “gold standard” of quan-
titative research methods. These methods are being encouraged by the
newly established Institute of Education Sciences, the research arm of
the U.S. Department of Education (Glenn, 2005; Whitehurst, 2002). Be-
cause of logistical, ethical, political, and economic reasons, randomized
trials may not be feasible in most social science and educational studies,
including higher education research.

Second, largely because of the first reason, most higher education
researchers conduct studies which use “‘after the fact” or ex post facto
data. Although they may encompass a wealth of variables, ex post facto
data introduce serious challenges. These challenges include the need to
carefully address possible threats to validity such as selection bias.
Because students non-randomly select to receive financial aid, live in
dorms on campus, or become involved campus activities, studies
addressing the effect of financial aid on college enrollment, residential
life on student development, student involvement on persistence, and
college completion on wage earnings may be seriously flawed if selection
bias is not appropriately taken into account.

Although selection bias has been addressed extensively in economics
(e.g., Amemiya, 1985; Garen, 1984; Heckman, 1979; Maddala, 1983;
McMillen, 1995; Olsen, 1980; Willis and Rosen, 1979), it has been not
been adequately addressed in the higher education literature, according
to several higher education researchers (e.g., DesJardins, McCall, Ahl-
burg, and Moye, 2002; Porter, 2006; Thomas and Perna, 2004). This
study addresses the problem of selection bias in higher education, dem-
onstrates the use of propensity score matching, and estimates treatment
effects, which are applied to examining the private returns to receiving a
master’s degree by program area.

The Problem of Selection Bias

DesJardins and associates (2002) contend that in order to achieve
more precision with respect to the impact of college on students,
research in higher education needs to address the issue of selection bias.
Using a sample consisting only of students who applied for financial
aid, a study of the effects of college loans on enrollment may suffer
from imprecise results, due to sample-selection bias. In addition, if the
same study does not take into account students’ selecting to take loans,
the “treatment” effects of loans on enrollment may also be estimated
with a substantial amount of imprecision, due to self-selection bias.

As illustrated in the example above, selection bias may originate from
sample-selection or self-selection (endogeneity) problems. Sample-selection
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bias involves the non-random selection of certain individuals, based on
the availability of observable data, such as wage income and college com-
pletion. Using an analytic sample restricted to individuals who reported
wage earnings, a study of the effect of college completion on wage earn-
ings may produce biased rates of return to a college education. This is
because such a sample is restricted to include only individuals who are
employed. To properly address this type of bias, a researcher may have to
conduct either of the two following procedures. Prior to estimating the
earnings effect of compeleting a college degree, a researcher would esti-
mate a model which predicts individual decisions to participate in the
labor market (Maddala, 1983). The researcher would split the sample into
sub-samples of college graduates and non-graduates and then derive sepa-
rate estimates for each sub-sample (Idson and Feaster, 1990; Main and
Reilly, 1993).

Endogeneity or self-selection bias occurs when predictors of an out-
come are themselves associated with other unobserved or observed vari-
ables. Continuing with the example above, if whether or not an individual
earned a bachelor’s degree is used as primary predictor of wage income
among employed individuals and the non-random nature of completing a
bachelor’s degree is ignored, biased estimates of the college wage pre-
mium may result. Typically, in past research (e.g., Heckman, 1974, 1979),
this particular type of bias was corrected by employing a two-step meth-
od similar to that mentioned above. In first step, an analyst would
estimate the individual’s probability of completing a college degree. In the
second step, a model is estimated to determine the college degree earnings
premium, taking into account the probability of an individual completing
a bachelor’s degree (Amemiya, 1985).

Some studies may be plagued by both sample-selection and endoge-
neity bias. For example, an analysis of the wage earnings effect of
completing a bachelor’s degree among women may produce biased
estimates of the returns to college completion for two reasons. First,
the dependent variable, wage earnings of women, is only observed
among those women who choose to enter the labor market, resulting
in a non-random restricted sample. Consequently, the observed wages
for women in the non-random restricted sample may be higher than
the true wage in the full sample, thereby underestimating the college
wage gap among women. Second, the independent variable of inter-
est, whether or not a woman completed a bachelor’s degree, is a
choice variable, dependent on a variety of factors related to the
completion of a bachelor’s degree. Ignoring these factors may lead to
imprecise coefficient estimates and more importantly, model misspecifi-
cation.
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To address the twin problem of sample-selection and endogeneity bias,
econometricians typically employ the use of a double-selection method
that would first involve estimating a selection model (e.g., probit regres-
sion model) for labor force participation and a second selection model
explaining bachelor’s degree completion status (Amemiya, 1985). The
appropriate terms from the selection models are then included in two
earnings models estimated via ordinary least squares (OLS) regression
techniques. The first earnings model would use data from a sub-sample
of bachelor’s degree recipients while the second earnings model would
utilize data from a sub-sample sample of non-bachelor’s degree recipi-
ents. Statistical tests (i.e. Chow tests) would then be employed to test if
the predictors of earnings differ by OLS regression model.

Because of their strong distributional assumptions (discussed in more
detail below), the above techniques are rather limited in their approach
to address the problem of sample-selection or self-selection (endogene-
ity) bias. Using propensity score matching, this study addresses the
problem of self-selection bias in higher education research. The use of
propensity score matching is used to estimate the treatment effects of
receiving a master’s degree on wage earnings. This study demonstrates
the use of propensity score matching techniques to adjust for self-selection
bias by applying these techniques to an examination of the private
returns to receiving a master’s degree by program area.

THEORETICAL PERSPECTIVE

The concept of private returns to a college degree, including a mas-
ter’s degree, is drawn from human capital theory (Becker, 1993), which
posits that individual earned income is largely a function of labor pro-
ductivity, derived from individual investments in education and training.
Drawing on concepts from human capital theory, most econometric
models examine the private benefits of higher education by assuming
that an individual maximizes her or his college-going behavior after
comparing the monetary as well as non-monetary costs to expected ben-
efits associated with completing college (e.g., Fuller, Manski, and Wise,
1982; Manski and Wise, 1983; Schwartz, 1985). In conventional econo-
metric models, non-economic information about education does not
play a role in individual higher education investment decisions
(e.g., Mincer, 1974; Willis, 1986; Willis and Rosen, 1979). Manski
(1993) and others (Paulsen and St. John, 2002; Perna, 2000; St. John
and Asker, 2001) suggest that the explanatory power of econometric
models for determining college attendance is improved when including
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such non-monetary concepts as values about education and access to
college-related information. In an effort to further understand the forces
that influence college enrollment decisions, prior research (e.g., Perna,
2000, 2004) utilized expanded econometric models that incorporate
concepts from cultural and social capital theories in addition to human
capital theory.

With underpinnings in sociology, cultural capital theories (Bourdieu,
1986; Bourdieu and Passeron, 1977) posit that class-based preferences,
tastes, values or ‘“habitus” are derived from parents and others while
social capital theories (Coleman, 1988; Lin, 2001; Portes, 1988) hypothe-
size that social networks and institutions provide access to information.
Perna (2004) demonstrated that measures of social capital help to fur-
ther explain individual graduate school-going behavior among bache-
lor’s degree recipients. Based on prior research, this study uses variables
reflecting measures of cultural and social, financial capital, and human
capital to help discern the relationship between wage income and educa-
tional attainment at the master’s degree level by area of study.

RESEARCH DESIGN

Panel data from a nationally representative sample is used to address
sequentially the following research questions:

1. What variables explain the chance of receiving a master’s degree by
area of study?

2. After taking into account the chance of receiving a master’s degree
by area of study what are the private returns to a master’s degree by
area of study?

Sample

This study draws on data from the second follow-up (1997) to the
1993 Baccalaureate and Beyond (B&B:93/97) longitudinal survey, a
restricted national database sponsored by National Center for Educa-
tion Statistics (NCES). The B&B:93/97 study is based on a stratified
two-stage sample design with postsecondary institutions stratified by the
Carnegie Foundation’s classification system type and control (i.e. pri-
vate versus public) as the first-stage sample unit and students within
schools as the second stage sample unit (National Center for Education
Statistics, 1999). This sample design represents all postsecondary stu-
dents in the United States who completed a bachelor’s degree in the
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1992-93 academic year (AY 93) and was a sub-sample of the students
selected from the 1993 National Postsecondary Student Aid Study
(NPSAS:93) survey.

The analytic sample used in this study is limited to 3948 cases that
have complete data for the dependent variable, the annual salary of
individuals who were employed full-time in 1997 with incomes between
$1300 and $100,000, and the independent variables. The decision to
restrict the analytic sample to individuals who were employed full-time
helps to control for variables which may influence labor market entry
and level of participation. This research takes into account the stratified
and clustered nature of the B&B:93/97 sample design through the use of
specific procedures in the statistical software, Stata (Eltinge and Sribney,
1996; Levy and Lemeshow, 1999; McDowell and Pitblado, 2002), and
the panel weight (BNBPANEL) provided by NCES.

Analytical Framework

Researchers, particularly economists, have made an effort to address
endogeneity bias or self-selection bias by using two procedures, two-step
regression techniques and instrument variable (IV) estimation. Intro-
duced by Heckman (1974) and further developed by Heckman (1979)
and Lee (1978), two-step regression techniques, also known as endoge-
nous switching models, involve the use of the “Heckman’s lambda” or
the Inverse Mill’s Ratio (IMR). The IMR is typically calculated from
the residuals or unobservable variables of a probit selection model. The
IMR, which allows for an assessment of possible bias from “‘selection
on the unobservables™ is then included in the substantive model and
calibrated, using OLS regression techniques. When using the Heckman
technique, due to correlation between errors in the substantive (OLS
regression) model and errors in the selection (probit regression) model,
the OLS regression model may produce biased and inconsistent esti-
mates of parameters other than the IMR. Consequently, econometri-
cians (e.g., Maddala, 1998) have also employed maximum likelihood
(ML) regression techniques, which involve the simultaneous estimation
of a selection and a substantive model to correct for correlated errors
across equations (Greene, 2000; Pindyck and Rubinfeld, 1998). But
according to Greene (2000), the use of simultaneous ML regression or
two-step Heckman procedures for estimating the effect of bias from
selection on ““‘unobservables” are limited by the assumptions of the dis-
tribution of the errors and the linear relationship between earnings
outcomes and predictors of earnings.' More specifically, estimates from
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the ML regression or two-step Heckman procedures are completely
dependent on the assumption that unobserved variables are normally
distributed.

Like the two-step Heckman technique, IV estimation remains one of
the most widely used methods for addressing problems with self-selection
or endogeneity bias. The IV method is most appropriate when a predic-
tor variable (e.g., distance from the closet college) in a discrete choice
model can be identified and is related to treatment (e.g., attending col-
lege) but not to an outcome (e.g., wage earnings). Instrumental variable
estimation techniques involve the use of a variable or instrument that is
highly correlated with treatment but not correlated with unobservable
factors. Like the Heckman two-step method, the IV method controls for
self-selection on unobservables in substantive models, which generally
are calibrated using OLS regression. A major limitation of the IV
approach is that it requires at least one predictor of treatment that does
not determine the outcome (Blundell and Costa Dias, 2000; Heckman,
1997). Some researchers (e.g., Carneiro and Heckman, 2002) contend
that in the economics of education literature, most instruments in IV
estimation models are correlated to unobservables and consequently
are invalid, thereby producing inconsistent estimators of the return to
education (Heckman and Li, 2004).

Using a counterfactual framework, following Rosenbaum and Rubin
(1983), and drawing from recent advances in econometric (e.g., Conniffe,
Gash and O’Connell, 2000; Heckman, Ichimura, and Todd, 1997) and
biometric methods (Rosenbaum, 2002; Rubin and Thomas, 1996, Rubin
and Thomas, 2000), this research employs the use of propensity score
matching techniques, thereby addressing the problem of the limited
distributional assumption of the errors inherent in the endogeneous
switching and IV estimation models.

The counterfactual framework originated with the work of natural
scientists (e.g., Cochran and Cox, 1950; Fisher, 1935; Kempthorne,
1952; Neyman, 1923, 1935), was introduced to the social sciences by
economists Roy (1951) and Quandt (1972), and was further developed
by Rubin (1974, 1977, 1981) in scholarly articles directed towards edu-
cational researchers. A counterfactual framework allows for a decompo-
sition of the treatment effect on outcomes. According to Winship and
Morgan (1999), a counterfactual framework enables the detection of
“two important sources of bias in the estimation of treatment effects:
(a) initial differences between the treatment and control groups in the
absence of treatment, and (b) the difference between the two groups in
the potential effect of the treatment” (p. 703). An example of the former
is the difference in wage earnings between college graduates (the
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treatment group) if they had not attended college and high school grad-
uates who did not graduate from college (the control group). An exam-
ple of the latter is the difference in wage earnings between high school
graduates with a high probability of completing college and high school
graduates with a low probability of completing college. A counterfactual
is the wage earnings of high school graduates who did complete college
if those same high school graduates had not completed college.

Recent extensions by Rubin (1986, 1990, 1991) of the counterfactual
framework to observational data suggest that causality can be inferred
by positing that even though individuals can only be observed in one
state, individuals have potential outcomes in both the treatment and
untreated state. Despite the development of this analytical framework
for conceptualizing statistical inference for treatment effects, most high-
er education researchers use OLS regression models to identify the aver-
age treatment effect (ATE) for an entire sample or population, which
includes the treated and the untreated. This approach implicitly assumes
that individuals are randomly chosen for treatment, such as receiving a
college degree. OLS regression also assumes that treatment affects all
individuals in a similar fashion. But according to Heckman and associ-
ates (1997), using OLS regression analysis to examine the ATE among
all individuals in a sample may be ‘“comparing the incomparables”
(p. 647). Several researchers (e.g., Heckman and Robb, 1985; Heckman
et al., 1997) contend that rather than an ATE for an entire sample, the
effect of average treatment on individuals who select treatment, what is
known as the average treatment on the treated (ATT) effect, may be
more of an interest to researchers and program evaluators who would
like to discern the effectiveness of a program. A conceptual example of
the ATT effect would be the average difference in wage earnings
between individuals who completed a job training program at a commu-
nity college and the same individuals who did not complete the
program. Because the same individual cannot be observed both
completing the job training program and not completing the job train-
ing program, the actual basis of the comparison is the difference in
wage income between individuals who did complete the program and
individuals who did not complete the program but had a similar high
probability of completing the program.

Using a counterfactual framework, a policy-relevant approach to eval-
uating outcomes may also include examining the effect of treatment on
individuals who do not select treatment or the average effect of treat-
ment on the untreated (ATU). Using the example above, the ATU effect
would be, among those who did not complete a job training program,
the wage outcome if they had completed the job training program.
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This study uses a counterfactual framework that involves the utiliza-
tion of selection model generated propensity scores and matching on
propensity scores to produce estimates of the average treatment effect,
treated on the treated effect, and treated on the untreated effect of vari-
ous treatment options. These options include receiving a master’s degree
in education, or business/management, or in another (“‘all other”) area,
or no master’s degree.

Further discussion on using selection models to generate propensity
scores and matching on propensity scores is necessary. The propensity
score is typically generated from a selection model (logit or probit
regression) using predictors of treatment, which suggests that treat-
ment is determined via ‘‘selection on observables”. Because of the
categorical nature of the dependent variable, initially a multinomial
logit model was used in this research. Based on several statistical tests
(Hausman and Small-Hsiao tests), the estimated multinomial logit
model did not meet the Irrelevance of Independent Alternatives (IIA)
assumption of multinomial models (i.e. odds-ratio between two given
alternatives does not change due to a change in the total number of
alternatives). Consequently, this study uses a multinomial probit mod-
el, which does not suffer from the IIA problem (Daganzo, 1979;
Hausman and Wise, 1978, Louviere, Hensher, and Swait, 2000;
Maddala, 1983).2

Following the notation by Davidson and MacKinnon (2004), in the
multinomial probit model, J + 1 possible outcomes are derived from
the following latent model,

y(;j = W[/ﬁj+u[/7 Uy ~ N(O7Q)7 (1)

where »°,; is an unobserved discrete variable, W is a matrix of covari-
ates, P is a vector of coefficients, u, is a vector of errors, Q is a positive
definite matrix (e.g., the column and row vectors are linearly indepen-
dent).? The subscript 7 is an observation of a sample, j is a specific out-
come, and i denotes the probability assigned to each discrete variable.
The observed variables are y,; and are defined as:

yU:Iify‘,_”/—y‘,’i>O foralli=0,..... J+1,

yij = 0 otherwise.

When J is small, the multinomial probit model can estimated without too
much difficultly. In this study, because J is constrained to 4 (a master’s
degree in education, a master’s degree in business/management, a master’s
degree in ““all others”, and no master’s degree) computational problems
associated with a large J are avoided (Davidson and MacKinnon, 2004).
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The multinomial probit selection model estimates the probability
receiving a master’s degree in one of three categories, a master’s degree
in education, a master’s degree in business/management, a master’s
degree in ““‘all others”. Each of these categories is relative to the baseline
category, not receiving a master’s degree.

The multinomial probit model is utilized to produce estimated proba-
bilities or propensity scores, which are used to match individuals in the
analytic sample. For example, if an individual who did not receive a
master’s degree in business/management (no treatment) has a propensity
score of 0.30 (30%), that individual is ‘“‘matched” with an individual
who did receive a master’s degree in business/management (treatment)
and has the same propensity score. All “matched” individuals who did
not receive a master’s degree are included in a control group and all
“matched” individuals who did receive a master’s degree are included in
the treatment group. Matching by propensity scores assumes that all
differences between individuals affecting treatment and outcome can be
captured by observable pre-treatment characteristics. This is known as
the conditional independence (CI) assumption. Theoretically, if the CI
assumption holds, when choosing between treatment and non-treatment,
individuals will base their decision on expected rather than the actual
outcome of the treatment option (Rubin, 1977; Rosenbaum and Rubin,
1983).* In other words, the CI assumption implies that individuals
expect their outcome to equal the average outcome for individuals with
similar observed pre-treatment characteristics.

Rosenbaum and Rubin (1983) demonstrate that if the CI assumption
holds for an individual’s pre-treatment characteristics it also holds for a
function of an individual’s predicted probability to receive treatment. In
more general terms, when a data set does not contain all variables influ-
encing both treatment and the outcome, the CI assumption does not hold,
since the effects of treatment are partially accounted for variables not
available or unobservable to the researcher. For the purposes of this initial
study, it is assumed that the CI assumption holds and the probability of
receiving treatment, known as the propensity score, is defined as follows:

p(X) = Pr{T = 1|X} = E{T|X}, 3)

where 7 = 0, 1 is the indicator of treatment, X is a vector of pre-treat-
ment characteristics, and E is the mathematical expectations operator
which refers to expectations in the overall population of individuals,
conditional on X.

In this study, propensity score matching is employed for several rea-
sons. First, according to other researchers (Heckman et al., 1997), when
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comparing outcomes among individuals who are not comparable, the
use of propensity score matching addresses the bias that may result in
the estimate of an effect of treatment on those outcomes.

Second, propensity score matching assumes that, conditional on
observable pre-treatment characteristics, outcomes are independent of
selecting treatment. In other words, matching, given observable pre-
treatment characteristics, approximates randomization by ‘‘balancing”
the “observables” and determines an appropriate control group (Becker
and Ichino, 2002).

Third, unlike parametric techniques, propensity score matching
requires no assumption about the functional form of the relationship
between outcomes and predictors of outcome. When using parametric
techniques such as multiple regression, most often a linear (e.g. OLS)
and sometimes nonlinear (e.g., logistic) functional form of the relation-
ship between the outcome and covariates is assumed. This may be par-
ticularly problematic if in regression models, the covariate distributions
differ substantially between groups. Such differences may result in
biased estimates of the outcome. Consequently, in an effort to address
problems with selection bias, in the past, propensity score matching has
been widely utilized in epidemiology and related fields and recently
employed in labor economics (e.g., Bellio and Gori, 2003; Doiron, 2004;
Hagen, 2002; Lechner, 2002) but also growing in such areas as program
evaluation (e.g., Agodini and Dynarski, 2004). Additionally, using data
from the B&B:93/97 survey and propensity score matching, Saiz and
Zoido (2005) recently investigated, among U.S. college graduates, the
relationship between bilingualism and earnings.

Fourth, propensity score matching ensures that only data on variables
associated with an individual in both the treatment and control groups
are used in the estimation of the treatment effect. By eliminating
outliers, more precise estimates of the treatment effects can be obtained.
According to other researchers (Dehejia and Wahba, 1999; Hill, Reiter,
and Zanutto, 2004) propensity score matching estimates are more
consistent with estimates derived from experimental design.

Finally, compared to matching on multidimensional pre-treatment
variables, matching on propensity scores results in greater efficiency and
is less demanding computationally when determining a comparable con-
trol group (Becker and Ichino, 2002). According to Rosenbaum and
Rubin (1983), increasing the number of variables related to both the
treatment and the control group decreases the chances of an exact
match. Thus, rather than relying on a large number of variables, an
analyst can make use of a single propensity score to match an individ-
ual who was not treated to an individual who was treated.
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Because there is no consensus in the literature on the best matching
method to adopt, this study utilizes several techniques. Using the Stata
module, PSMATCH2, which is provided by Leuven and Sianesi (2004),
this research matches cases on propensity scores generated by a previ-
ously identified selection model and estimates the ATE, ATT effect, and
ATU effect via nearest neighbor, kernel, and local linear regression
matching techniques. Nearest neighbor matching involves matching
individuals without treatment with individuals who are treated and who
have the same estimated propensity score.” More explicitly, in a ran-
domly ordered dataset, a treated case is selected and matched with the
“closest” untreated case, based on the same or similar propensity score.
The advantage of using nearest neighbor matching is that it is straight-
forward while the disadvantage is that it may result in few matches and
matched cases with large differences in propensity scores.

The kernel algorithm involves matching cases with the propensity
scores of cases in an untreated group to a weighted average of cases in
a treated group, with weights that are inversely proportional to the dis-
tance between the propensity scores of treated individuals and untreated
individuals.® Or in other words, cases with comparable propensity
scores receive large weights while cases with differing propensity scores
receive small weights, resulting in “smoothed” weighted matching esti-
mators, also known as bandwidths.” Unlike nearest neighbor matching,
kernel matching uses the propensity scores of all cases in order to iden-
tify the best counterfactual and matches several untreated cases with
treated cases. According to Froélich (2004), among the different match-
ing algorithms, kernel matching produces the most precise estimates.
Because of its features, kernel matching is used to compare estimates of
treatment effects to parameter estimates generated by the OLS regres-
sion models in the analyses.

Similar to kernel matching, local linear regression matching involves
the matching of untreated cases, based on weighted averages of treated
cases. Local linear matching utilizes the weighted average of all treat-
ment outcomes, with weights derived from the treatment outcomes with-
in a certain range of the propensity scores.® The precision of local linear
regression matching depends on the number of cases in the treatment
group compared to the sample size of the untreated comparison group.
[For a detailed discussion of the distinction between kernel and local
linear regression methods, see Fan and Gijbels (1996).]

All of the matching techniques described above help to ensure that
the distribution of the pre-treatment characteristics of individuals in the
treatment and the control groups overlap or there is common support,
thereby making the groups more comparable and casual inferences more
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valid. The average difference in outcomes between the treated group and
control group in the common support area yields the average treatment
effect. Unlike regression model parameters estimates of the average
treatment effect, propensity score matching estimates of the average
treatment effect take into account observations within the area of
common Support.

Using the PSMATCH module in Stata and each matching technique
described above, this study will estimate the average treatment effect
(ATE), average treatment on the treated (ATT) effect, and the average
treatment on the untreated (ATU) wage earnings effect of receiving a
master’s degree by the major program areas previously mentioned.

Each estimate of the ATE effect will be compared to the respective
estimate of the ATT and ATU effect. The estimates of propensity score
matching estimates of ATE, ATT effect, and the ATU effect will also
be compared to OLS regression parameter estimates. The difference
between the OLS regression parameter estimates and the estimates of the
ATE generated by the kernel matching technique will be used to help
uncover any OLS estimation bias. The OLS regression parameter esti-
mates of the ATE and the estimates of ATT effect, generated from the
kernel matching technique, will be compared to help detect self-selection bias.

Variables

This study uses two substantive OLS regression models. In both mod-
els, the dependent variable is continuous and defined as the natural log
of annual wage earnings. The use of the natural log of annual earnings
in the substantive earnings models allows for the interpretation of the
unstandardized regression coefficient as a percentage change in earnings
that is related to one-unit change in each independent variable. In the
first OLS regression model, the independent variables include master’s
degree by area of study plus the independent variables that are used in
the multinomial probit model mentioned below. The second OLS
regression model includes the same variables that were included in the
first OLS regression model plus variables reflecting labor market experi-
ences such as whether an individual is employed in a job that requires a
college degree and in a job that has potential for career advancement, as
well as job tenure, labor force experience, and the average hours worked
per week. Job tenure and labor force experience reflect variables in a
Mincerian (Mincer, 1974) wage equation. Job tenure is measured by
number of months employed at the most recent job and the number of
months employed at the most recent job squared. Labor force experi-
ence includes the number of months employed and the number of
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months employed squared (Mincer, 1974). Table 1 presents the variables
used in this study.

In the multinomial probit model, the dependent variable has four cat-
egories: received a master’s degree in education; received a master’s
degree in business/management; received a master’s degree in another
category (i.e., ““all other”); and did not receive a master’s degree, the
reference category. In this study, the “‘all other” category is used for
two reasons. First, as of 1997, few individuals in the analytic sample
received masters’ degrees in each of the areas (e.g., arts and humanities,
social behavioral sciences, physical and life sciences, etc.) other than
education or business/management. Second, when using multinomial
probit regression techniques, which is described above, increasing the
number of categories beyond four creates computation problems.

Because problems in finding a match may arise when using continuous
variables, all independent variables are categorical (Heckman et al.,
1997). The independent variables include measures of the following: gen-
der; race/ethnicity; academic capital, financial capital, and cultural and
social capital. Four racial/ethnic groups are included in the analyses: African
American, Hispanic, Asian, and White. White is the reference group.

Academic capital is reflected by undergraduate grade point average
(GPA) and undergraduate major. Undergraduate GPA is categorized
into four quartiles, with the lowest quartile as the reference group.
Undergraduate major is represented by a series of dichotomous
variables reflecting the following areas: education, business; engineering;
public administration or social services; math, physical or life science;
social science or psychology; history or humanities, other, and health
science. Health science is the reference group.

Financial capital includes parents’ income and amount borrowed for
undergraduate education. Parents’ income is organized into four quar-
tiles, with the highest quartile as the reference group. The amount bor-
rowed for undergraduate education is organized into the following
categories: borrowed less than $5,000; borrowed $5,000 to $10,000; bor-
rowed $10,000 to $20,000; borrowed more than $20,000; and did not
borrow. Did not borrow is the reference category.

Following the example of Perna (2004), cultural and social capital is
reflected in parents’ educational background, whether or not English is
the first language spoken at home, and the institutional mission of the
undergraduate institution attended. Parental educational background is
measured by highest level of educational attainment and is reflected in
the following categories: less than high school; no more than high
school; some college; a bachelor’s degree; and a master’s degree or higher.
A master’s degree or higher is the reference category. The institutional
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TABLE 1. Summary Statistics of Variables Using Weighted 1992/93 Bachelor’s
Degree Recipients Data

Mean SD Minimum  Maximum

Annual Salary in 1997 (log) 10.34  0.009 7.17 11.51
Education 0.02  0.003 0 1
Business 0.01  0.002 0 1
“All Others” 0.08  0.005 0 1
Female 0.52  0.010 0 1
Male 0.48 0.010 0 1
African American 0.06  0.005 0 1
Asian 0.04  0.005 0 1
Hispanic 0.05  0.004 0 1
White 0.85  0.008 0 1
Undergraduate GPA—1st quartile 0.25  0.009 0 1
Undergraduate GPA—2nd quartile 0.25  0.008 0 1
Undergraduate GPA—3rd quartile 0.25  0.008 0 1
Undergraduate GPA—4th quartile 0.25  0.009 0 1
Undergraduate Major

Education 0.11  0.005 0 1
Business 0.15  0.007 0 1
Engineering 0.08  0.005 0 1
Public Admin./Soc. Services 0.04  0.003 0 1
Math/Science 0.08  0.005 0 1
Sociology/Psychology 0.12  0.006 0 1
History/Humanities 0.09  0.006 0 1
Other 0.28  0.006 0 1
Health 0.06  0.004 0 1
Parental Income—1st quartile 0.25  0.008 0 1
Parental Income—2nd quartile 0.25  0.009 0 1
Parental Income—3rd quartile 0.25  0.008 0 1
Parental Income—4th quartile 0.25  0.009 0 1
Did not Borrow 0.47 0.010 0 1
Borrowed Less than $5,000 0.15  0.007 0 1
Borrowed $5,000-$10,000 0.18  0.008 0 1
Borrowed $10,000-$20,000 0.15  0.007 0 1
Borrowed More than $20,000 0.04 0.004 0 1
Parental Educational Background

Less than High School 0.10  0.006 0 1
No More than High School 0.40  0.010 0 1
Some College 0.14  0.006 0 1
A Bachelor’s Degree 0.22  0.009 0 1
A Master’s Degree or Higher 0.14  0.008 0 1
English First Language Spoken at Home 0.91  0.006 0 1
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TABLE 1. (Continued)

Mean SD Minimum Maximum

Undergraduate Research University 0.30 0.009 0 1
Undergraduate Doctoral University 0.14 0.007 0 1
Undergraduate Comprehensive 0.36 0.010 0 1
University

Undergraduate Liberal 0.04 0.003 0 1
Arts I College

Undergraduate Other Institution 0.16 0.007 0 1
Private Undergraduate College 0.33 0.009 0 1
or University

Job Requires a College Degree 0.63 0.010 0 1
Job has Potential for Career 0.86 0.007 0 1
Advancement

Tenure (months) 301.86 7.110 1 9,301
Tenure?/100 209,815.50 19,515 1 865,000
Experience (months) 47.79 0.085 0 50
Experince’ 2,302.22  6.902 0 2,500
Hours Worked Per 45.22 0.178 2 95

Week in 1997

Source: Analyses of the second follow-up (1997) to the NCES Baccalaureate and Beyond
(B&B:93/97) longitudinal survey, using B&B:93/97 panel weight (BNBPANEL).

mission of the undergraduate institution attended is reflected by an
aggregate of Carnegie classification and control (private versus public).
The aggregated Carnegie categories include research, doctoral, compre-
hensive, liberal arts I, and other 4-year institutions. Other is the refer-
ence category.

Limitations

This research is limited in at least four ways. First, in this study,
because the analytic sample is restricted to individuals who were
employed full-time, the possibility of sample-selection bias is present.
Although it may be important, investigating the issue of sample-selec-
tion bias is beyond the scope of this study.

Second, propensity score matching is limited in that it does not
account for unobserved variables that may affect both the choice to
complete a master’s degree by program area (type of treatment) and
wage earnings outcome. Additionally, propensity score matching does
not guarantee that all individuals in the non-treatment group will be
matched with individuals in the treatment. This is known as the
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‘support’ problem. In this study, few individuals were poorly matched
and consequently, at most, only 13% were not included in the sub-
sequent analyses involving the use of propensity score matching to
estimate treatment effects.

Third, the first stage of this study analyzes the attainment of a
master’s degree within 4-5 years of receiving a bachelor’s degree.
According to an analysis of 1996 NPSAS data by Choy and Moskovitz
(1998), of those students who were enrolled in a master’s degree
program in 1995-96, less half (41%) enrolled within 2 years, while 71%
enrolled within 6 years of attaining their bachelor’s degree. Conse-
quently, in this study, the limited number of individuals who received a
master’s degree during that time frame undermines the precision of the
estimates of private returns to a master’s degree by program area.

Fourth, the analysis is limited by missing data. The following vari-
ables had missing values: income (1.8%), student debt (2.3%), under-
graduate GPA (2.7%), and B&B:93/97 panel weight (3.9%). Missing
panel weights indicates that some individuals did not participate in the
NPSAS:93, B&B:93/94, and the B&B:93/97 surveys. In this study, those
individuals are excluded. The deletion of cases with at least one missing
response (e.g., listwise deletion) resulted in a slight reduction in the
initial analytic sample from 4113 to 3948 cases.

TABLE 2. Estimates of the Average Treatment Effect of Receiving a Master’s
Degree (by Area of Study) on Wage Earnings (natural log) in 1997, for 1992/93
Bachelor’s Degree Recipients, Using OLS Regression

0] 2
OLS Regression OLS Regression Model
Model Without Labor With Labor Market

Market Variables Variables
Master’s Degree by Area Beta S.ET Beta S.E.T
Education 0.001 0.0323 0.046 0.0286
Business/Management 0.111 0.0494* 0.213 0.0496***
All Others —-0.081 0.0537 -0.016 0.0525
R’ 0.158 0.252

Notes: *** p < 0.001, ** p < 0.01, * p < 0.05, Trobust standard errors which take into account
the clustered (by undergraduate institution) nature of the NCES Baccalaureate and Beyond
sample design.

Source: Analyses of the second follow-up (1997) to the NCES Baccalaureate and Beyond
(B&B:93/97) longitudinal survey, using B&B:93/97 panel weight (BNBPANEL).
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RESULTS

Table 2 presents the results of the OLS regression models for master’s
degree by major program area. Table 3 shows the results of the selection
model, which is estimated via the multinomial probit regression model.
The results of the multinomial probit regression model are reported as
marginal effects, the probability of receiving a master’s degree in each
area due to a discrete change in the value of each independent variable
from 0 to 1, holding all other variables constant. Table 4 presents the
estimates, generated from propensity score matching techniques, of the
average treatment effect (ATE), average treatment on the treated (ATT),
and average treatment on the untreated (ATU) effect of receiving a
master’s degree by major area on wage income.

OLS Regression Results

In Table 2, the first OLS regression model includes, although not
shown, the pre-treatment variables that are described above. In addition
to the pre-treatment variables in the first OLS regression model, the
labor market variables described above are included in the second OLS
regression model.

The statistically significant parameter estimate shown in the first
OLS regression model indicates that receiving a master’s degree in
business/management results in an 11% (B = 0.111, p < 0.05) return,
after taking into account the pre-treatment variables described above.
The second OLS regression model, which takes into account the pre-
treatment variables and variables reflecting labor market experience,
shows that receiving a master’s degree in business/management results
in an 21% return (B = 0.213, p < 0.001). As shown in Table 2, the
OLS regression models do not indicate that receiving a master’s degree
in education or other areas result in a gain in wage earnings. A
Durbin-Wu-Hausman test (3> = 342.607, p < 0.001) reveals that the
OLS estimates are inconsistent due to the endogeneity of the variables
reflecting receiving a master’s degree in education, business/manage-
ment, and all other areas. In an effort to check the OLS regression
model estimates of treatment effects for endogeneity (self-selection)
bias, it is necessary to generate predicted propensity scores from a
multinomial probit regression, use propensity score matching estimates
of treatment effects, and compare those estimates to the OLS
parameter estimates.
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Multinomial Probit Regression Results

Table 3 reveals that being female increases the probability (marginal
effect = 0.011, p < 0.01) of receiving a master’s degree in education.
Having an undergraduate major in education increases the likelihood
(marginal effect = 0.126, p < 0.001) of receiving a master’s degree in
education. The chance of earning a master’s degree in education is also
positively influenced by having an undergraduate major in the social
sciences or psychology (marginal effect = 0.064, p < 0.001), and history
or humanities (marginal effect = 0.064, p < 0.001).

Table 3 also shows that the likelihood of a individual receiving a mas-
ter’s degree in business/management increases with undergraduate GPA,
particularly with an undergraduate GPA in the highest quartile (mar-
ginal effect = 0.075, p < 0.001). Having an undergraduate degree in
education (marginal effect = —-0.014, p < 0.01), math, physical, and
life sciences (marginal effect = —0.012, p < 0.05), history or humanities
(marginal effect = —0.014, p <0.05), or other fields (marginal
effect = —0.012, p < 0.01), reduces the chances of receiving a master’s
degree in business/management.

As indicated in Table 3, the probability of an individual receiving a
master’s degree in the “All Other” category increases with undergradu-
ate GPA. Compared to those whose undergraduate GPA was in the
first quartile, individuals who have an undergraduate GPA in the high-
est quartile are more likely (marginal effect =0.082, p < 0.001) to
receive a master’s degree in an area other than education or business/
management. An individual with an undergraduate major in areas other
than education or business, has a higher chance of receiving a master’s
degree in an area other than education or business/management. Receiv-
ing a master’s degree in the ““All Other” category is also positively asso-
ciated with attending a research (marginal effect = 0.030, p < 0.01) or a
doctoral university (marginal effect = 0.029, p < 0.05).

Compared to those from families where parents have a master’s
degree or higher, individuals from families where parents have some col-
lege have a lower chance (marginal effect = —0.021, p <0.05) of
receiving a master’s degree in an area other than business/management
or education.

Propensity Scores

The multinomial probit selection model in Table 3 was used to gener-
ate predicted probabilities of earning a master’s degree by the program
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areas above. These predicted probabilities were used as propensity
scores. In the appendix, Tables A.1 through A.2 present the cumulative
distributions of propensity scores for each major program of master’s
degree. The overall cumulative distributions are consistent with what is
generally found for propensity scores (Rosenbaum, 1984). The tables
reveal that for each program area, there are a substantial number of
non-recipients of master’s degrees with similar propensity scores.

Although not shown, box plots of the propensity scores based on
whether an individual received a master’s degree in education, or busi-
ness/management, or in another area reveal that there is an overlap in
propensity scores between the treated and the untreated. This indicates
that conditioning on the observable independent pre-treatment variables
above, the difference in earnings outcomes between the individuals who
received a master’s degree and individuals who did not can be compared
within each of the relevant common-support regions. This further war-
rants the use of the propensity scores to match individuals within each
program area. Among matched individuals, the difference in earnings
between the treatment group (received a master’s degree) and those in
the untreated group (did not receive a master’s degree) can be inter-
preted as the treatment effect by program area.

Propensity Score Matching Results—Treatment Effects

Derived from the each of the matching techniques, the average treat-
ment effect (ATE), treatment on the treated (ATT) effect, and treatment
on the untreated (ATU) effect of receiving a master’s degree by area of
study are shown in Table 4. The standard errors that are presented were
generated from a repeated re-sampling procedure or bootstrap repeti-
tions. Table 4 also includes the percent of cases that were matched
(common support region) by each matching technique for each of the
treatment types (master’s degree by area of program).

With the exception of the estimates of the treatment effects of receiv-
ing a master’s degree in education derived from the nearest neighbor
matching technique, the estimates from propensity score matching tech-
niques are consistent. All three matching techniques produced consistent
estimates of the treatment effects of receiving a master’s in business/
management and “all other” areas.

In contrast to the results from the OLS regression models in Table 2,
the results in Table 4 reveal that the kernel matching estimates of the
ATE and the ATU effect of receiving a master’s degree in education are
statistically significant and negative. These findings indicate that individ-
uals with a low probability of receiving a master’s degree in education
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realized a negative private return. As shown in Table A.1, two-thirds of
the individuals who received a master’s degree in education had less
than a 10% chance of receiving such a degree. Because, in this study,
the period of observation is limited to 4 years, it is possible that the
negative private return to receiving a master’s degree in education may
be the result of substantially slower wage income growth among individ-
uals in the field of education compared to other fields. In the future,
more research, using data with a longer observation period, is needed to
shed additional light on this particular finding. It is worth noting that
the ATT effect of receiving a master’s degree is not statistically signifi-
cant. This indicates that if individuals who had received a master’s
degree had not received a master’s degree, they would have not experi-
enced either a loss or a gain in wage income.

In comparison to the OLS regression estimates of the treatment
effects of receiving a master’s degree in business/management, the esti-
mates of the treatment effects from the kernel matching of propensity
scores are more revealing. Compared to the first OLS regression model
parameter estimate of the ATE of receiving a master’s degree in busi-
ness/management [11% (0.111, p < 0.05)] reported in Table 2, the kernel
matching technique estimate of the ATE of 19% (0.192, p < 0.01), ATT
effect of 16% (0.163, p < 01), and ATU effect of 19% (0.193, p < 0.01)
are higher. Using the kernel matching estimates of treatment effects as
reference points, the first OLS regression model parameter estimate of
receiving a master’s degree in business/management has an overall bias
of —0.08 (0.111-0.192) and reveals a self-selection bias of -0.05
(0.111-0.163). The kernel matching estimate of the ATE of receiving a
master’s degree in business/management is consistent with the estimate
derived from the second OLS regression model in Table 2. The esti-
mates of the ATE and ATT effect derived from the kernel matching of
propensity scores is only slightly below the OLS regression model
parameter estimate of the ATE of receiving a master’s degree in busi-
ness/management (f=0.213, p < 0.001) (See Table 2), which takes labor
market variables into account. This suggests that using observable
variables and kernel matching of propensity scores to estimate the ATE
for receiving a master’s degree in business/management largely adjusts
for self-selection bias associated with to the effect of unobserverables,
which may include variables related to labor market experience.

Because Rosenbaum (1984) contends that a counterfactual framework
that is inclusive of both pre-treatment and post-treatment variables,
which are not influenced by the treatment, may actually help to produce
less biased estimates of treatment effects, labor market variables were
added to a subsequent kernel propensity score matching procedure. The
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results of that procedure indicate that the estimate of the ATE of receiv-
ing a master’s degree in business/management (0.231, p < 0.001) is slight-
ly above the second OLS regression model’s estimated coefficient for
business/management (See Table 2). This suggests that a more fully-speci-
fied OLS regression model tends to slightly underestimate the private
returns to receiving a master’s degree in business/management.’

Table 4 shows that the kernel matching estimate of the ATT effect of
receiving a master’s degree in business/management is slightly lower
than the estimates for the ATE and ATU effect. This demonstrates that
if individuals who received a master’s degree in business/management
had not received a master’s degree, their return would have been slightly
lower than the average return for individuals in the entire sample. The
results of kernel matching estimates of the ATT effect imply that indi-
viduals who have a higher propensity of receiving a master’s degree in
business/management do not realize private returns over and above
individuals who are less inclined to receive a master’s degree in business/
management. The kernel matching estimates of the ATU effect indicate
that if individuals who did not receive a master’s degree in business/
management had actually received the degree, their return would be
have been 19% or the average for the entire sample. This suggests that
the private returns to receiving a master’s degree in business/manage-
ment is slightly higher for individuals with slightly lower chances of
receiving such a degree.

Consistent with the OLS regression models in Table 2, the propensity
score matching did not produce statistically significant estimates of the
ATE, ATT effect or the ATU effect of receiving a master’s degree in an
area other than education and business/management. Observation over
a longer period and more data disaggregated are needed to further our
understanding of how receiving of master’s degree in areas other than
education or business/management influences wage earnings.

CONCLUSIONS

Based on the results of this research, several conclusions can be made.
First, this line of inquiry also provided an alternative approach to esti-
mating self-selection bias, which is typically found in higher education
research. This study demonstrated the usefulness of a counterfactual
analytical framework, which allows for the estimation of potential out-
comes in a treated and untreated state, enabling the use of studies
utilizing matched comparison groups to make stronger inferences about
causality. Using a counterfactual analytical framework, this investiga-
tion revealed how the use of propensity score matching techniques can
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be employed by institutional and other researchers to help address
growing concerns about the lack of “evidenced-based” policies and
practices in education, including higher education.

Second, this study demonstrated how unlike OLS regression analysis,
propensity score matching, can be utilized to decompose treatment
effects. In addition to average treatment effects (ATE), average treat-
ment on the treated (ATT) effects and average treated on the untreated
(ATU) effects can be estimated using propensity score matching. In this
research, it was demonstrated that, in the absence of experimental
design or randomized trials, the “randomization” of ex post facto data,
via propensity score matching techniques, helps us to decompose the
wage effects of receiving a master’s degree.

Third, this study showed how propensity score matching can avoid
the problems of distributional assumptions inherent in other methods
which have been used to estimate the ATE. This study demonstrated
how such methods as OLS regression may produce inaccurate estimates
of the ATE, due to self-selection bias.

Fourth, using national survey data and propensity score matching, this
study demonstrated how researchers can estimate the ATE, ATT effect
and ATU of receiving a master’s degree in certain program areas on wage
earnings. Using this example, the study also detected the differences be-
tween OLS regression model parameter estimates of the ATE and esti-
mates of the ATE generated by propensity score matching. In some
instances, propensity score matching produced statistically significant esti-
mates of the ATE (for the master’s degree in education) while the OLS
regression model did not. In other instances, propensity score matching
produced noticeably higher estimates of the ATE (for master’s degree in
business/management) than the parameter estimate from the OLS regres-
sion model which included the same variables that were used to generate
the relevant propensity score from the selection model. This latter finding
is consistent with research in other areas (Heckman and Li, 2004; Morgan
2001) that compared propensity score matching estimates with OLS
regression parameter estimates of the ATE. Therefore, this study adds to
a growing body of recent evidence that OLS regression models do not
adequately adjust for self-selection bias, cannot appropriately decompose
treatment effects, and tend to underestimate the private returns to education.

IMPLICATIONS FOR FUTURE RESEARCH

The results of this study have implications for future research in at
least three areas. First, in the future, when making inferences about
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causality, institutional and other higher education researchers should
consider the use of a counterfactual analytical framework and propen-
sity score matching to estimate treatment outcomes. In the future,
research which utilizes ex post facto data, at the very least, should
employ propensity score matching to check the robustness of OLS
regression-derived parameter estimates of the average treatment effect
and for self-selection bias.

Second, although this article used national survey data on bachelor’s
degree recipients to demonstrate the use propensity score matching tech-
niques, other data sets should be used to investigate the usefulness of
applying these particular techniques to other important areas of study
in higher education. Such areas could include the various treatment
effects of financial aid on the student access to, involvement in, and
completion of college.

Third, in the future, additional studies should also employ the use of
propensity score matching to examine the average treatment, average
treatment on the treated, and average treatment on the untreated effect
of different levels of educational attainment on earnings and other
outcomes over the long term. The combined use of propensity score
matching and temporal difference-in-differences analyses (Blundell and
Costa, 2000) will allow for an investigation of the effects of treatment on
changes in outcomes. More importantly, by combining propensity score
matching with other techniques, institutional and other higher research-
ers will have a wider array of analytical tools at their disposal to help
them address the problem of selection bias when conducting research
using ex post facto observational data and non-experimental design.
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END NOTES

1. The error terms in these equations are assumed to be jointly normally distributed. More
specifically, the errors in the selection (probit or logit regression) models and the outcome
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(OLS regression) models equations are assumed to follow a bivariate normal distribution.

2. Unlike the logit model in which the errors are assumed to follow the logistic distribution,
the errors of the probit model are assumed to follow the standard normal distribution.

3. Compared to the multinomial logit model, the multinomial probit model allows for corre-
lations among the errors (u;), which relaxes the ITA assumption.

4. Additional assumptions include partial equilibrium and stable unit treatment value
assumption (SUTVA) exists. Partial equilibrium exists to the extent to which an individual’s
treatment decision does not depend on the treatment decisions of others. The SUTVA
requires that the effect of treatment one individual is not dependent on the treatment of
other individuals or on how many individuals receive treatment. These assumptions are
violated if peer effects influenced an individual’s treatment decision and the selection crite-
ria that were used by treatment program administrators.

S. In this study, when using the nearest neighbor method, matching based is on one-to-one
neighbor.

6. With the kernel method of the propensity score matching, each individual in the analytic
sample receives a weight which is calculated as follows:

()
lvj)zip.—P
K k i
/16{%:0} ( " )

w

where w*™(i,j) is the weight with which individual j without a master’s degree is
assigned to individual i with a master’s degree, K(-) is a kernel function (e.g.,
normal distribution), P; is the propensity score of individual i/ without a master’s
degree, P; is the propensity score of individual j with a master’s degree, and £ is
a bandwidth parameter. This method of propensity score matching assures that
individuals with comparable propensity scores receive large weights and individu-
als with differing scores receive small weights.

7. In this study, when kernel propensity score matching was used, a narrow band-
width (0.1) was chosen so as to minimize the extent to which the scores are
smoothed and thus enable more fine grained estimation of the treatment effects.

8. With the local linear regression method of the propensity score matching, each
individual in the analytic sample receives a weight which is calculated as follows:

2
Ky Y oker, Kie(Pr — Pi)” = [Ky(P; — P)|[Y ks, Kie(Pi — Pi)]
- 2 2
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where [ is a set of controls. In this study, when using the local linear regression
method of the propensity score matching, so as to compare to the kernel match-
ing, the bandwidth was set to 0.1.

9. Although not shown, compared to kernel propensity score matching estimates
of the ATE, an instrumental variable (IV) model (using propensity scores as the
instruments) tends to overestimate the positive (negative) ATE of receiving a
master’s degree in business/management (education).
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APPENDIX

TABLE A.1. Cumulative Distribution of Estimated Propensity Scores for Receiving
a Master’s of Degree in Education (Derived from the Multinomial Probit Regression
Model in Table 3)

No Master’s of Education

Master’s of Education (Bachelor’s—Any Major)
Propensity Score Proportion Sample Size Proportion Sample Size
0.01 0.116 15 0.512 1844
0.02 0.209 27 0.630 2271
0.03 0.279 36 0.712 2566
0.04 0.380 49 0.769 2771
0.05 0.457 59 0.818 2948
0.06 0.504 65 0.853 3076
0.07 0.589 76 0.880 3171
0.08 0.628 81 0.905 3262
0.09 0.667 86 0.923 3326
0.10 0.729 94 0.940 3388
0.11 0.760 98 0.951 3427
0.12 0.798 103 0.962 3467
0.13 0.829 107 0.969 3495
0.14 0.853 110 0.975 3515
0.15 0.891 115 0.981 3535
0.16 0.899 116 0.986 3553
0.17 0.907 117 0.989 3566
0.18 0.922 119 0.991 3573
0.19 0.946 122 0.995 3588
0.20 0.953 123 0.996 3590
0.21 0.977 126 0.997 3595
0.22 0.992 128 0.998 3599
0.23 1.000 129 0.999 3602
0.24 1.000 129 0.999 3603
0.26 1.000 129 1.000 3605

Source: Analyses of the second follow-up (1997) to the NCES Bachelor’s and Beyond (B&B:93/
97) longitudinal survey, using propensity scores generated from a multinomial probit model and
panel weighted (BNBPANEL) data.
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TABLE A.2. Cumulative Distribution of Estimated Propensity Scores for Receiving
a Master’s of Degree in Business/Management (Derived from the Multinomial
Probit Regression Model in Table 3)

No Master’s of Business/

Master’s of Business/ Management
Management (Bachelor’s—Any Major)
Propensity Score Proportion Sample Size Proportion Sample Size
0.01 0.176 15 0.584 2079
0.02 0.329 28 0.717 2552
0.03 0.506 43 0.798 2840
0.04 0.600 51 0.856 3048
0.05 0.624 53 0.897 3195
0.06 0.694 59 0.926 3297
0.07 0.765 65 0.947 3373
0.08 0.788 67 0.963 3428
0.09 0.871 74 0.977 3478
0.10 0.918 78 0.984 3505
0.11 0.941 80 0.991 3530
0.12 0.953 81 0.994 3541
0.13 0.953 81 0.996 3546
0.14 0.953 81 0.997 3549
0.15 0.953 81 0.997 3551
0.16 0.965 82 0.997 3552
0.17 0.988 84 0.998 3554
0.19 0.988 84 0.998 3555
0.20 0.988 84 0.999 3557
0.22 0.988 84 0.999 3558
0.23 0.988 84 1.000 3560
0.33 1.000 85 1.000 3561

Source: Analyses of the second follow-up (1997) to the NCES Bachelor’s and Beyond (B&B:93/
97) longitudinal survey, using propensity scores generated from a multinomial probit model and
panel weighted (BNBPANEL) data.
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TABLE A.3. Cumulative Distribution of Estimated Propensity Scores for Receiving
a Master’s Degree in “Other Areas” (Derived from the Multinomial Probit
Regression Model in Table 3)

No Master’s in Other Areas

Master’s in Other Areas (Bachelor’s—any major)
Propensity Score Proportion Sample Size Proportion Sample Size
0.01 0.061 16 0.152 567
0.02 0.129 34 0.274 1023
0.03 0.186 49 0.394 1473
0.04 0.240 63 0.503 1881
0.05 0.300 79 0.589 2202
0.06 0.395 104 0.663 2480
0.07 0.468 123 0.733 2739
0.08 0.544 143 0.786 2938
0.09 0.597 157 0.821 3070
0.10 0.662 174 0.855 3198
0.11 0.707 186 0.883 3301
0.12 0.726 191 0.901 3369
0.13 0.779 205 0.924 3456
0.14 0.810 213 0.940 3516
0.15 0.852 224 0.953 3565
0.16 0.871 229 0.963 3600
0.17 0.894 235 0.971 3630
0.18 0.913 240 0.976 3651
0.19 0.924 243 0.981 3667
0.20 0.939 247 0.986 3685
0.21 0.947 249 0.990 3702
0.22 0.962 253 0.993 3714
0.23 0.966 254 0.995 3720
0.24 0.966 254 0.995 3722
0.25 0.985 259 0.998 3731
0.26 0.985 259 0.998 3732
0.27 0.989 260 0.998 3733
0.28 0.992 261 0.999 3734
0.29 0.996 262 0.999 3737
0.30 0.996 262 1.000 3738

0.35 1.000 263 1.000 3739
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