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RELATIVE SUCCESS? DETERMINANTS
OF COLLEGE GRADUATION RATES IN PUBLIC
AND PRIVATE COLLEGES IN THE U.S.

Marc Scott,*t Thomas Bailey,** and Greg KienzI**

Amid growing criticism of public universities, there is little discussion of what
appropriate institutional evaluation would entail. Six-year graduation rates are
commonly used, and public bachelors granting institutions have lower rates than
private institutions, but with the growth in non-traditional college attendance, these
can be misleading. We develop a regression analysis as a way to evaluate
institutions serving vastly different populations. We do this with a dataset
constructed from publicly available sources and focus on the evaluation of public
colleges. We show that public colleges are able to do more with less: our models
suggest that with equivalent resources and student populations, public schools
would graduate a slightly larger percentage of students than privates. Since
financial resources come from very different sources, we evaluate this finding
closely.
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INTRODUCTION

In the 1960s and 1970s, the federal government and some states
expanded their role in higher education, with the goal of increasing access
for a larger segment of the population. With education so intricately
linked to economic mobility, increased access to college was part of an
attempt to provide opportunities to people from less economically advan-
taged backgrounds. Much of this effort went into increased financial aid,
eventually resulting in need-blind admissions policies at many colleges.
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Public colleges played a major role in this effort, with tax revenues offset-
ting tuition costs, and by the end of the 20th century, about 78% of col-
lege students were enrolled in state schools (Mortenson, 2000). By this
same time, college graduation rates were in decline and public support
for financing higher education had waned. Nationally, five-year gradua-
tion rates in the 1980s and 1990s dropped about 6 percentage points from
near 58% to near 52% (Mortenson, 1998). Concurrently, a trend toward
greater accountability and standards gained strength at all levels of edu-
cation. Public demand grew for performance-based financing of public
two- and four-year institutions.

The goal of this paper is to evaluate whether these trends suggest that
public institutions are less effective than the privates. In the process, the
paper contributes to the growing literature on the analysis and evaluation
of college effectiveness. Assessment of institutional performance can be a
difficult and complex task. This is especially true for public colleges, with
their clear mandate of access to underrepresented communities. Colleges
that enroll many poorly prepared students or students who are working or
have family or financial responsibilities that compete with college are like-
ly to have lower graduation rates. Thus, greater selectivity may improve
measured performance, but comes into conflict with the public mission of
the colleges. In addition, public institutions usually have little control over
the state or local appropriations on which their budgets are based, or in
many cases, on the tuition that they can charge.

Assessments must also use appropriate outcome measures. Gradua-
tion rates measuring the proportion of an entering class that have grad-
uated within a specific number of years are the most common. But
scholars have argued that colleges serve many purposes not captured
by this measure and they have developed many alternatives (Bolt and
Roberts, 1997; Lavin and Hyllagard, 1996; Muffo, 1996). While we
acknowledge these concerns, our analysis will be based on six-year grad-
uation rates for three reasons. First, they are at least one important
measure of performance. Second, unlike most alternative measures, they
are available for a large number of institutions. Third, much of the con-
troversy over public colleges involves the language of graduation rates;
using them allows us to compare our findings to the literature.

How should private and public colleges, with their different missions,
serving different populations, be compared? We take the following
approach to evaluation in this paper. Any cross-institutional comparison
of graduation rates must take account of the resources available to the
institution and the characteristics of the students who enter. While institu-
tion-level analysis of expenditures carries with it some technical limitations
(Hanushek, Rivkin, and Taylor, 1996; McPherson and Patterson, 1990),
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some assessment of their role is clearly appropriate. Further, non-tradi-
tional or under-prepared students will take more time to graduate, even
when the institution is doing a good job. While there is some debate over
what determines the ‘“‘traditionality” of a student, we follow Bean and
Metzer (1985) and Johnson (1997) and define this population as
comprised of older, part-time and/or commuter students.

Our study will document the role of institutional and student factors on
six-year graduation rates using a regression analysis on data compiled
from the following publicly available sources: American Survey of Col-
leges (ACS; The College Board, 1999); Integrated Post-secondary Educa-
tion Data System (IPEDS): Institutional Characteristics Survey, Fall
Enrollment Survey, Finance Survey (National Center for Education Sta-
tistics, 1999). The data source for each variable used in the regression
analysis is given in column 1 of Table 1. Details of measure construction
and reference to this table will be provided in Section Variables and their
Construction. Factors suggested by theory and past research include:
institutional resources, student academic characteristics, the traditionality
of student attendance patterns and other student demographics, such as
race/ethnicity and gender. A meaningful normative judgment about grad-
uation rates should take all of these factors into consideration.

In Section Related Literature and Analysis Framework of this
paper, we review the literature on persistence and attainment to moti-
vate and guide the regression analysis. In Section Variables and their
Construction, we describe the construction and choice of our mea-
sures. In Section Modeling Concerns, we develop the modeling frame-
work and discuss methodological issues, including missing data
concerns. In Section Models for Institutional Completion Rates, we
fit the models and explore the differences in performance between
public and private institutions. In Section Discussion and Implica-
tions for Policy, we summarize the findings and discuss their policy
implications.

RELATED LITERATURE AND ANALYSIS FRAMEWORK

Much of the literature on college retention analyzes the completion
probability for individual students and identifies characteristics of both
students and colleges with high degrees of persistence and attainment.
Academic and social attachment currently form the foundation of most
research on persistence (Pascarella and Terenzini, 1991; Tinto, 1993).
Thus institutional or social policy designed to increase retention is gener-
ally focused on strengthening student attachment, for example through
improving student services or the quality of residential life. Race and
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ethnicity may be related to the attachment process if, for example, minori-
ties feel more or less isolated, depending on the ethnic mix of other
students on campus (see Martin, 1990; Wells, 1997).

Most of the attainment literature has focused on traditional college-
going aged students. Yet in the past 20 years, there has been tremen-
dous growth in the non-traditional student population. Bean and
Metzger (1985) and Johnson (1997) define these as older, part-time, and
often commuter students. Commuter status is particularly important
since non-residential students have less opportunity to develop the type
of engagement that underlies the concept of social attachment. Metzger
and Bean (1987) find that age and goals have a greater role in persis-
tence and related outcomes for non-traditional than for traditional stu-
dents. Based on an extensive review of empirical tests of Tinto’s model,
Braxton, Hirschy, and McClendon (2003) conclude that the “theory
lacks explanatory power in commuter institutional setting” (p. 17). For
commuter students, attachment to college is a more complex process.
Public institutions tend to have relatively larger numbers of commuter
and older students; in our data (to be described in detail shortly), about
46% of private college students and 73% of public college students are
commuters. Public college students are on average about a year older
than their counterparts in private colleges. Given Metzger and Bean’s
findings, it is imperative that age, commuter status, and related factors
be used as controls in any performance assessment.

In addition, institutional characteristics span a broad range of poten-
tially important factors, ranging from financial and other resources to
measures of “‘selectivity.” Difficulties in accurately measuring institu-
tional resources are well-documented in Winston (1998), but one would
be reluctant to make institutional comparisons without some control for
these. For example, college “quality” is often judged by high school
GPA or SAT scores of entering students. Pascarella and Terenzini
(1991) point out that “’high quality’ colleges start with a distinct advan-
tage in terms of the academic ability, educational aspirations, level and
clarity of career ambition, and family resources of the students they
recruit and enroll” (p. 374). Since selective colleges enroll more accom-
plished students it is difficult to determine whether higher graduation
rates among such colleges result from effective institutional practices or
simply from enrolling students who would be more likely to graduate
under any circumstances. Similar arguments can be made for allocation
of institutional resources; how much money is spent and where it is
spent should influence retention and completion. Because many of these
factors are under institutional or local government control, their poten-
tial effect on outcomes is of direct interest to policymakers.
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While we will draw upon the notions of academic and social attachment
described in Pascarella and Terenzini (1991) and Tinto (1993), we must
depart somewhat from their formulation for several reasons. First, we
have noted that the growth in a less traditional college student population
necessitates inclusion of additional student variables. Second, measures of
student attachment are at best proxied by some of the characteristics we
explore (i.e., no direct measures were available). In part, this is because
the level of our analysis is institutional; our measures will reflect the
aggregated profile of student and school characteristics. We have slightly
different aims as well, in that we want to understand how institutions dif-
fer, rather than why a particular student-type departs from college. To
this end, we also include some features of the institutional profile in the
regressors. Recent work by Desjardins, McCall, Ahlburg and Moye
(2002) and Smith and Naylor (2001) provide a template for the approach
we will employ. Both authors begin with Tinto’s model, but then depart
from it to suit the differing aims of the analysis. For example, Smith and
Naylor (2001) focus on the match between secondary school “majors”
and those chosen in college. While the matching process clearly influences
attachment, it is a much broader concern, with potentially very different
policy implications.

Our evaluation will draw from several institutional analyses from
both the United Kingdom and the United States, which we now de-
scribe. In the UK, Johnes and Taylor (1989) use a regression framework
to evaluate college performance. They model a series of inputs, both
student- and institution-based, including gender, ability, program of
study, student to faculty ratio, percentage of commuter students, univer-
sity type (e.g., technical college), and locale. Johnes (1997) looks at age
of student and uses a refined set of student-oriented expenditure mea-
sures. Smith and Naylor (2001) use individual level data to evaluate the
impact of academic and social attachment factors, such as “match’ of
major field of study, with the ultimate goal of providing an adjusted
metric upon which institutional comparisons can be made. Academic
attachment is proxied by preparedness measures such as A-level perfor-
mance, while social attachment is captured in age and residence
(on-campus or not) of student. The conclusions from all of these studies
are comparable to individual-level analyses in the US in that they find
that prior measured ability, age and social factors are important.

In the US, Astin and Oseguera (2002) and Mortenson (1997, 1998)
report on research designed to determine which institutional and student
characteristics lead to higher retention and graduation. The former use a
regression analysis and point out that institution type (public, private,
college, university, religious denomination), SAT score, GPA, race and
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gender all have an impact. Importantly, they find that the gap in six-year
graduation rates between public and private colleges diminishes signifi-
cantly, from 31% to about 7% when all of these characteristics are con-
trolled. These figures are based on Appendix G of Astin and Oseguera
(2002). For their weighted sample, private universities had rates of 80%,
while public colleges were 49%—a gap of 31%. The expected difference
based on the regression coefficients dropped to 7%. Their initial gap is
much higher than the gap we find in our data in part because Astin and
Oseguera compare private universities to public colleges and do not in-
clude four additional categories of four year institutions that they list in
their Appendix G. In contrast, we compare all public and private
four-year institutions. Because we lack the authors’ weights, we cannot
replicate their precise comparison using our sample. Mortenson (1997)
regresses SAT scores, percent commuter and percent part-time on six-year
graduation rates as part of a larger analysis designed to explain why pub-
lic colleges had lower graduation rates. However, he does not include
expenditure data and controls for student socio-economic status. Morten-
son (1998) compares public and private school graduation rates using
regression models and finds that private schools perform better, even
when the “degree of selectivity” is controlled.

We extend these results in the following ways. First, we structure the
regression so that four factors are evaluated simultaneously: institutional
resources; academic selectivity; student non-traditionality (which may be
related to social attachment); and additional student and institutional
demographics suggested by theory and prior analyses. Most studies focus
on one or two of these factors, rather than the complete set. This may or
may not be a limitation, depending on the goals of each analysis. The
motivation for our study was to assess institutional performance, particu-
larly across sectors, and the literature suggests that each of the variables
that we included had the potential to confound comparisons if omitted.

We provide details of the variables included for each factor in the
next section but note here that we include at least three measures for
each of these four factors. Our sample includes every not-for-profit
four-year degree-granting institution (four-year colleges located in the
US territories, such as Puerto Rico, Guam, and the Virgin Islands,
were excluded from the study), drawn from publicly available, compre-
hensive sources, and we address any missing data issues using multiple
imputation techniques. An additional contribution we make is method-
ological. In the past, institutional analyses have included public/private
indicator variables. This approach assumes that all of the other vari-
ables in the model have the same influence in public and private insti-
tutions. We test this assumption, and find strong evidence that it is
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false. We then document the implications of differential returns in pri-
vate and public colleges for performance assessment via an Oaxaca
(1973) decomposition which, for example, can estimate what gradua-
tion rates would be at public colleges if they had the institutional and
student characteristics of private colleges. This gives us a better under-
standing than has been available so far of what differentiates public
from private institutions.

VARIABLES AND THEIR CONSTRUCTION
Dependent Variable

To understand how our institutional measures are constructed, one
must first understand the way in which students are tracked over time.
Our dependent variable is an institution’s six-year graduation rate in
1997, which is the percentage of the full-time freshman class entering in
1991 that has graduated by 1997. As a result, some students will have
been in the institution for six years, yet variables for institutional charac-
teristics can change from year to year. We choose to use data from this
cohort’s first year of enrollment, 1991, to characterize the institutions.
There is a reasonable consensus in attainment theory that the first few
years of enrollment are crucial to persistence. Moreover, many students
who drop out or graduate never experience the college in the later years of
this time period. Our graduation rates come from the 1997 to 1998 ACS
(The College Board, 1999); sources for this and all other covariates are
summarized in the first column of Table 1. We note that nearly every
remaining data source is based on the 1991-1992 academic year, so the
origin date is omitted from the data discussions to follow.

The graduation rates do not account for transfers out of school, which
in many cases result in an eventual graduation at some other institution.
From this point of view, transfer may be a “‘successful”” outcome and
neglecting it makes colleges look worse than some notions of accountabil-
ity might suggest. Nevertheless, many state accountability systems are
based on institutional rather than system wide graduation rates (which
would account for transfers). And enrollment managers are also con-
cerned with retention at their institutions, rather than system-wide student
experience. Moreover, this will be a problem for our comparative analysis
of public and private institutions only if transfer rates were significantly
different in the two sectors. We assessed the potential distortion from
transfer using a publicly available sample from the Beginning Post-Second-
ary Students (BPS; National Center for Education Statistics, 1996) of
first-time college freshmen. We found that transfer rates for public and
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private institutions did not differ significantly (we restricted the BPS sample
to students initially enrolling in four-year colleges, and evaluated the transfer
rates over a five-year period). We found that transfer activity occurs for
about 30% of students in both public and private colleges, making our
six-year graduation rate comparable across sectors.

Explanatory Covariates
Institutional

We use several available and reliable revenue and expenditure mea-
sures: tuition, instructional expenditures per student, and student to fac-
ulty ratio (SFR). While the source of revenues varies widely between
and within college sectors, aggregated per student expenditure reflects
both available resources and institutional distributive policy. The SFR
indicates how a particular set of resources, with clear potential to influ-
ence academic achievement and persistence, is allocated. We include tui-
tion primarily for empirical reasons; the variation in tuition among
private colleges is substantial—the interquartile range is about $4000 in
1991, with a median value of $8000. While the variation reflects selectiv-
ity, in part, it also represents available resources (tuition increases are
often justified by linking them to increased costs). So our three institu-
tional components reflect one measure of expenditures per student, one
aspect of faculty deployment, and one measure of financial resources.
While many more could be considered, issues of multicollinearity and
interpretability impelled us to limit our analysis to these three.

For a measure of tuition, we use the in-state tuition at public institu-
tions, and use the common tuition at private ones, given in the IPEDS
institutional database. For expenditures per student, we take the 1991 an-
nual instructional expenditures divided by the number of full-time equiva-
lent (FTE) students in the fall of that year. These measures come from
IPEDS finance and enrollment databases. We construct the student-to-
faculty ratio from fall FTE student enrollments and FTE faculty appoint-
ments, available in the ACS. We note that other related datasets, such as
the US News and World Report college rankings data (US News and
World Report, 2004) used in Mortenson (1997) construct many ratio mea-
sures from raw counts of student enrollments. FTE-adjusted measures are
much more appropriate (see Winston, 1998); for example, some universi-
ties have shifted faculty appointments from majority full-time to part-time,
so any per student or per faculty measures should be adjusted to reflect
this. Because expenditures for graduate and undergraduate students are
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aggregated in the IPEDS, we had to include graduate students in the denomi-
nator of our two “per student” measures. To correct this potential bias,
controls for percent graduate student were included in the regression.

Academic Selectivity

Typical measures of college selectivity are SAT and high school rank-
ing; incoming freshman SAT scores provide very reliable comparisons, so
we use these. Rather than take average SAT score, we obtain more infor-
mation by including the 25th and 75th percentiles of math and verbal
scores computed within each institution. For example, at SUNY at Buf-
falo, the SAT 25th and 75th percentiles for verbal are 450 and 550, while
they are 550 and 650 for math. We average the corresponding verbal and
math quartiles, in this case 500=(450+ 550)/2 for the 25th percentile
(combined score) and 600=(550+ 650)/2 for the 75th percentile. This is
not strictly equivalent to taking the quartiles of student-level combined
SAT scores at each college, but it is a close proxy. In our analyses, we use
the combined 75th percentile to track the academic ability/preparedness
of the upper tier of students within a school. We use the difference be-
tween the 75th and 25th percentiles to capture the variability within an
institution—or the extent of its homogeneity. When the 75th percentile
exceeds 1270, the school ranks in about the top 10% of schools in our
regression sample, and we set a “highly selective” indicator variable to
one. The source for these covariates is the ACS database.

Non-Traditionality

All three aspects of non-traditionality were available, so we include
measures of percent part-time, percent commuter and average student
age (all undergraduates) in our analysis. These measures are only avail-
able in aggregated form in the IPEDS enrollment and ACS data, but
given the aggregated level of analysis, this is appropriate. Since this var-
iable is based on the entire student population, it captures potential
indirect (contextual) effects of student characteristics. All three measures
are expected to indirectly gauge the degree of student involvement in
campus life, or social attachment. The percent part-time variable war-
rants additional mention in that no one in our cohort begins enrollment
part-time, therefore, these measures reflect contextual effects, in this case
of the impact of large part-time populations on full-time enrollees.

Demographics

Our demographic measures were chosen to reflect features of the school
or its students that could confound comparisons, were they omitted. For
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example, individual graduation rates differ by gender and race/ethnicity,
so colleges with disproportionate numbers of women or minorities would
be expected to have different graduation rates, all else equal. We include
several other demographic factors that have similar potential to con-
found: foreign student populations (who may or may not be as well pre-
pared for English instruction), urbanicity, size of school, and religiosity.
The latter was included because the sample contains a large number of
religiously affiliated schools, and social and academic integration could be
very different on such campuses; the same argument can and has been
made for school size (Pascarella and Terenzini, 1991). We did not include
the full array of Carnegie classification indicators, as these reflect a very
different attempt to construct comparable schools (see Carbone and Win-
ston, 2004, for a related comparison made at that level). Lastly, a crude
measure of socio-economic status was included using information on finan-
cial aid received.

A college is designated as urban if it is geographically located in a
Metropolitan Statistical Area (MSA) as defined by the Census Bureau
(For the basic standards for defining MSAs see http://www.census.gov/
population/www/estimates/mastand.html). The IPEDS 1997--1998 insti-
tutional database identifies the school location, and we link that with Cen-
sus data to derive an urban indicator. We calculate school-level percent
female and percent minority from the IPEDS undergraduate enrollment
figures (full- and part-timers are included). Percent foreign-born and per-
cent receiving financial aid variables are based on first-year undergraduate
enrollments given in the ACS database. Percent receiving financial aid is
an imperfect measure of socio-economic status (SES); moreover, at the
institution-level, (presumed) negative impacts of lower SES are con-
founded with the (presumed) positive impact of financial aid. While our
measure is far from perfect, some control for SES is clearly warranted. We
define minority as anyone self-identified as non-White, or Hispanic. We
do not have a direct measure of the prevalence of English as a Second
Language, nor do we have a direct measure of remediation needs, so per-
cent of foreign-born students will serve as a very rough proxy for the for-
mer. School size and graduate to undergraduate ratio are derived from the
IPEDS enrollment database. Whether the school is religiously affiliated
comes from IPEDS institutional database.

Sample Description

Table 1 presents summary statistics that portray a sense of the scale of
the explanatory measures and of compositional differences between public
and private institutions. In what follows, we discuss the full sample, but as
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a result of missing data, we are not able to use the full sample in our
regressions. We will provide some indication of how the full sample differs
from the regression sample in the next section. Table 1, column 1 summa-
rizes the data sources used in the variable construction just described, and
column 2 the number of non-missing records for each variable. Columns 3
and 4 provide means and standard deviations for the full sample, pooling
across sector. We see that the overall graduation rate is a bit over 50%,
but that the variation is substantial, with a standard deviation of 17%.
The average undergraduate age, which is nearly 23, with standard devia-
tion 3.4, is bit surprising. This average is based on all undergraduates, so
20 is to be expected at a more “‘traditional” college. This clearly shows the
importance of non-traditional students in this sample. About 40% of the
colleges in the sample are religiously affiliated.

Private and public college means for these same variables in the full
sample are compared in columns 5 and 6. We confirm that the gap
between these sectors is substantial, with average graduations rates of
57% at private college and 45% at publics. Tuition costs are, not surpris-
ingly, much higher at a private college—over four times as high in 1991
(using the Consumer Price Index, $10,000 in 1991 is about $15,000 in
2006). Some of the larger differences between sectors include SFR, which
is 13 at privates and over 17 at publics; percent commuter is vastly differ-
ent, at 46% and 73%, respectively; undergraduates a solid year older in
public schools; public schools are about five times as large. Financial aid
is received by 75% of private school students, as compared to 57% of
public school students. We see that this measure reflects the dramatic dif-
ference in cost of attending private colleges more than pure SES, and
given the variation in aid policy particularly in private schools (e.g., non-
need based allocations), we expect that this measures does a better job
assessing SES in the public sector. In terms of selectivity, the upper quar-
tile of private school students score about 55 points higher on their com-
bined SAT (total scale of 400-1600). Nine percent of private and three
percent of public schools are highly selective.

MODELING CONCERNS
Missing Data

A total of 1676 four-year institutions meeting our criteria were identi-
fied. However, not all of the desired variables were available for each
college. Among the most heavily missing variables were SAT scores and
graduation rate itself. The six-year graduation rate came from the
American Survey of Colleges (College Board, 1999), and most of the
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missing rates reflect survey non-response. In a few cases, particularly for
large public universities, the differences in how institutions recognize
branch campuses and/or affiliated colleges resulted in some data loss.
For example, all the branch campuses of a multi-campus university
(such as Rutgers University) might report the same graduation rate as
the main campus. Minor data cleaning was performed in these cases to
avoid multiple instances of the same information, yielding 1621 cases.
To recover some SAT scores, we imputed values from available ACT
scores using a conversion chart provided by the College Board (2001).
We know that schools that only report ACT scores are commonly
located in the central portion of the US. In order to be sure that our
findings were not driven by a “location” effect, we included an ACT
indicator in several of our models (not reported here). We found no
such differential effect and hereafter ignore this issue. We were able to
recover 293 cases with this effort, increasing our complete sample by
about a third. For the remaining explanatory variables, missing data
was much less of an issue, but when a listwise deletion approach is
taken (cases missing any variable are dropped), we are left with 947
complete cases, ignoring the dependent variable, and 674 cases if we
include graduation rate in the deletion procedure.

Biases can result when a regression sample is much smaller than the
full representative sample. How does our regression sample relate to the
full sample? The means for the full sample were already discussed; in
Table 1, columns 6 and 7, we provide the means for the restricted
regression sample. A comparison of this smaller sample versus its com-
plement (the excluded cases) revealed that the differences are statistically
significant for more than half of the covariates. We note, for example,
that our restricted sample consists of larger schools (in aggregate, about
1000 more students), with higher tuition, and lower expenditures per
student on average. Sometimes the differences between samples are
stronger for private colleges, but certainly not always.

Thus the missing data that would result in our sample reductions are
not “missing completely at random” (MCAR, Little and Rubin, 1987).
When data are not missing completely at random, then deleting obser-
vations that have missing data can result in biased estimates.

On the other hand, data could be missing in a systematic way that can
be predicted using remaining explanatory variables. This is referred to as
“missing at random” (MAR) and resulting biases can be corrected using
imputation techniques. We test whether the data are MAR by trying to
predict whether each record contains any missing data (that is, was it
deleted from the regression sample?) using a subset of the explanatory
covariates (those for which few data are missing). We performed a
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logisitic regression, by sector, of these explanatory covariates on an indi-
cator variable set to one for the regression sample and zero otherwise.
The findings, not presented here, suggest that the independent variables
are reasonable predictors of whether a data point is missing. More
importantly, the outcome variable, graduation rate, was not significant
in the models that included it, suggesting that whether a data point
is missing does not depend on the magnitude of the dependent vari-
able—this is required for the MAR assumption to be plausible.

When the MAR assumptions hold, multiple imputation (Alison, 2001;
Schafer, 1997) makes use of all of the information in the full sample
and yields unbiased parameter estimates. Thus the findings from the
restricted sample are representative of the results we would obtain from
an analysis of the complete sample. Multiple imputation involves using
the covariance matrix estimated from all observed data to impute every
missing covariate—including any missing responses—several times, to
create several complete datasets. (Imputing response variables is stan-
dard in the statistical literature. See Horton and Lipsitz (2001) for some
discussion and related references.) In our case, we created eight com-
plete datasets. The imputation procedure adds a random component to
each observation to ensure that the same level of variability exists in
each imputed sample as in the observed data. The regression analysis is
performed on each imputed dataset, and the results are combined in a
manner that accounts for the uncertainty due to missing data. We will
gauge the robustness of our findings by the similarity of our multiply
imputed and restricted sample findings.

Level of Analysis

In our models, we do not examine the individual effect of any stu-
dent-level characteristics. For example, we do not directly know how
being a commuter affects one’s likelihood of graduating, but we do
know the aggregate effect of having a large proportion of commuting
students on the graduation rate of an institution. Thus the coefficients
for a given variable, say percent commuter, will combine the direct
effect of commuting on graduation (commuters themselves may gradu-
ate less often) and the indirect effect (the presence of many commuters
may influence graduation rates of other students perhaps by diverting
resources to the special needs of commuters or through peer effects).
Hanushek et al. (1996), in the context of state-wide secondary school
evaluation, note that aggregated analyses tend to overstate the effects of
resources. We will keep this in mind when interpreting our regression
findings.
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MODELS FOR INSTITUTIONAL COMPLETION RATES

Six-year graduation rates take a value between zero and one. We
model the response using grouped logistic regression, which is appropri-
ate for an aggregated dependent variable that is a rate or percentage.
The frequently used linear probability model in which the ratio between
zero and one is entered directly into the ordinary least squares regres-
sion is problematic because expected values based on the regression
coefficients can fall outside of the possible range of the dependent vari-
able (between zero and one). The grouped logit specification constrains
expected values of the dependent variable to be between zero and one,
providing for a non-linear response curve, dampening the absolute
impact of each factor on graduation rate when the rate is very low or
high (see Dey and Astin, 1993 for a comparison of logit, probit,
and OLS models for studying retention). Formally, our model can be
written down as follows:

logit(p;) = XipB,

where logit(p,)=log(p;/(1-p;), and X; is the row vector [1,X};X>,
X3;,Xy4], consisting of a constant, institutional characteristics X; aca-
demic selectivity factors X5, non-traditionality factors X3, and demo-
graphic controls Xy;. The behavioral aspects of this model operate in the
aggregate, so that all n; individuals attending institution i are given the
same overall treatment: a combination of institutional resources and
effectively a “profile” of characteristics of the student population, yield-
ing a proportion p; of graduations in six-years. The size of the treated
population, #n;, is given by total FTE enrollment.

In practice, grouped logistic regression models can be estimated using
two-stage weighted least squares, using the logit of the observed gradua-
tion rate as the outcome. The function glogit in STATA™:; uses this
approach and was employed in all of the findings herein (see Greene,
1993 for details). The R* reported by STATA™ reflects the proportion
of the variance in the transformed responses (logit(p;)) explained by the
model, and thus is not a “pseudo-R>” as is commonly reported in logis-
tic models.

We begin by fitting a model using all of the available cases for which
the graduation rate and the main institutional, student, and control
variables are available. The variables are entered in their raw form (un-
transformed), with some attention to the ‘“unit,” so dollars are given in
thousands; percentages are represented by 100x proportion (e.g., 1%,
rather than .01). SAT level and range are rescaled to units of 100
points, while age is centered near the full-sample private college mean of
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22.5. Some covariate distributions are skewed; we considered non-linear
transforms of the variables but decided against it for the following rea-
son. The transform to symmetry for this data is the natural log, and
logistic modeling captures much of the same effect; that the impact of
covariates enters in a way that is proportional to the level at which it is
being evaluated (the effects are relative). We initially fit a pooled public
and private college model, including indicator variables for sector. Spec-
ification tests revealed that the covariates function differently in the
public and private colleges (p<.0001, overall). Specification tests on
each of the four variable groupings indicate that institutional, non-tradi-
tionality measures, and demographic control variables all function dif-
ferently (p <.0001, each group), while the school selectivity effects were
not statistically different (p>.10). Based on these tests, we decided to
model each sector separately rather than have a common model with a
large number of interaction terms. Tests for multicollinearity suggest it
is not a problem; the variance inflation factors (VIFs) for the covariates
had a maximum of 3.4, well below the commonly accepted threshold of
10.

In Table 2, we report the raw regression coefficients, their significance,
and the marginal effect. For the latter, we evaluate the change in proba-
bility of the outcome (in this case proportion graduating) for a one unit
change in the covariate, evaluated at the mean for all covariates, follow-
ing the guidelines given in Petersen (1985). We made three exceptions:
for the urban, highly selective, and religious affiliation indicators, we
evaluate the probability first at level 0, and then at level 1. The marginal
effect, often referred to as AP, has a regression-like interpretation: it is
the expected change in the absolute level of the outcome (proportion
graduating) for a one-unit change in the covariate ceteris paribus. In
what follows, we emphasize differences between sectors or samples and
defer a discussion of the substantive implications of the findings until
the final section.

Looking first at private colleges, in the first two columns, the only
institutional factor that is significant is instructional expenditures per
student. Raising these by $1000 is associated with a tiny .44% increase
in graduation rates, holding all else constant. There is a notable absence
of student-to-faculty ratio effects, but the effect may be masked by a
number of additional controls. In particular, expenditures per student
clearly include allocations to faculty salaries. Tuition effects are poten-
tially masked here as well. While these factors are less influential than
one might have expected, there is very little empirical evidence in the
literature that contradict our results. Allison (2001) and Johnes and
Taylor (1989) find insignificant student-faculty-ratio effects, while
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Johnes (1997) finds significantly negative effects, but only in 2 of the 15
major fields of study evaluated. The latter two studies are based in the
UK; we know of no recent US study that includes both tuition and
expenditure data in a college graduation model. Astin and Oseguera
(2002) may have included institutional financial data in their step-wise
regression procedure, but none were reported in the final models chosen
(implying non-significance).

Selectivity effects are quite strong in private colleges. Whether this is
prior academic ability or subsequent academic attachment is not known.
Whatever the mechanism, an increase of 100 points in the upper quar-
tile of student SATs yields an expected gain of about 7% in graduation
rates. The negative effect for the gap between upper and lower SAT
quartiles suggests that a school with a broader range in achievement can
expect 4.3% lower graduation rates for every additional 100 points. The
indicator for high selectivity has substantial positive impact, at 7.3%.
The strength of the prior achievement effect reported here is comparable
to Astin (1997) and Mortenson (1997); the sign of the effects are consis-
tent with models in Astin and Oseguera (2002), which contain a much
larger set of individual-level variables.

Measures of non-traditionality matter as well—only commuting was
found to be insignificant for private colleges. Percentage full-time mat-
ters significantly in both statistical and substantive terms. A private col-
lege that is 90% full-time will have a 4% higher graduation rate than
one that is 50% full-time. A student population that is on average one
year older, being that much less traditional, lowers the school’s expecta-
tions by about 1%, all else equal. These findings match the expected
direction of similar effects reported in the literature, under a broader set
of simultaneous controls. Mortenson (1997) reports a large negative
effect for colleges with large part-time attendance (this is the indirect
effect on full-timer completion), DesJardins et al. (2002) report a simi-
larly signed age effect, while Smith and Naylor (2001) in the UK and
Astin and Oseguera (2002) in the US find significantly negative effects
for commuting students.

Our additional demographic controls function about as expected
and all are significant. We find that schools that are more female,
larger, and religiously affiliated are expected to have higher gradua-
tion rates. Female and religious affiliation effects are well known. Of
course, our female effects are likely to be direct rather than contex-
tual effects: women graduate more frequently individually, so this
influences the institution as a whole. School size effects are less con-
sistent in the literature (Pascarella and Terenzini, 1991); Allison
(2001) and Astin and Oseguera (2002) find evidence of positive effects
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for larger schools, but these effects tend to be small, like ours. The
negative effects for percent foreign-born, minority, and financial aid
recipients (our proxy for SES) are reasonably consistent with the lit-
erature (see also Alfonso, Bailey, and Scott, 2005). Urban effects are
not significant in the private sector.

Turning our attention to public colleges, in columns 3 and 4, there
are some surprising differences. These have broad implications that
we will subsequently explore using the Oaxaca decomposition. We
note that in this sector, an institutional increase of $1000 in instruc-
tional expenditures per student is associated with near 2% gains—
nearly four times the effect for private colleges. The academic attach-
ment effects are comparable, but highly selective public schools do
not show a significant differential graduation rate. The lack of signifi-
cance may result from a small sample size (there are only five such
colleges in this sample). Measures of non-traditionality matter much
more. If we compare a public college that is 90% full-time to one
that is 50%, then the former should have about a 13% higher gradu-
ation rate; this is about three times the comparable effect at private
colleges. It is instructive to note that public colleges apparently do
better at the margin with more traditional students, yet they are more
likely to enroll non-traditional students. The biggest shift in the role
of controls is that our SES proxy (financial aid received) matters less,
which is consistent with the mission of public colleges. Urbanicity has
a positive and significant effect in this sector, and more demographic
controls are found to be insignificant. The female effect is 2.5 times
as strong in public colleges; a larger gap between male and female
rates emerges as a crucial feature of the public sector.

We turn to the findings from the multiply imputed (full) dataset,
presented in Table 2, columns 5 through 8. For private colleges, a
pairwise comparison of the restricted and full sample findings reveals
some change in the significance of coefficients, but no statistically sig-
nificant differences between the two samples. Tuition effects became
significant, so perhaps we increased the variation in that variable
using the full sample, obtaining a more precise coefficient estimate.
Age and many of the demographic controls are no longer significant
in private colleges. For public colleges, there are no changes in signif-
icance, but the role of instructional expenditures drops by nearly half.
These comparisons suggest that our restricted sample findings are
robust, up to our level of uncertainty, since there is little change in
the magnitude and no change in the direction of the effects.
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Oaxaca Decomposition

The goal of this research is to document the factors that help to ex-
plain the substantial gap in private vs. public college graduation rates.
A challenge when there is an interaction between sector and covariate
effects is that assessment of any pure sector effect is problematic. View-
ing such an analysis as an ANCOVA, we would require that the slopes
for all covariates have the same influence on graduation rates across
sectors, but they do not. Taking account of these differential effects
greatly weakens prior arguments that private colleges outperform pub-
lics. One way to compare the two sectors is to evaluate the differences
between them at various levels of the covariates: we might find, for
example, that for lower levels of some inputs, public colleges outper-
form privates, and vice versa. The Oaxaca decomposition is a variant of
this approach and provides a useful framework for comparisons.

The Oaxaca decomposition partitions an observed gap into a portion
attributable to compositional differences between groups and a portion
attributable to differential returns to the inputs. Formally, we estimate
two models for graduation rates:

IOgit(PIV) = X By,

logit(piy) = Xy,

where ‘v’ and ‘b’ identify private and public colleges, respectively. The
overall gap is E(loglt(pv)) — E(logit(p,)). The gap due to dlfferent char-
acteristics is X' Py, while the gap due to differing response is X ﬂ, where
X is the mean vector of characteristics for private colleges minus the
means for publics andf = f, — f,. The gap associated with characteris-
tics reflects the gap predicted by the models when both sectors function
identically. The gap associated with response of the dependent variable
to the covariates predicts the gap under a scenario in which public col-
leges have the same inputs as private colleges. The sum of these two
gaps is the overall gap.

Table 3, Panel A presents this decomposition for both restricted and
full model estimates. In addition to reporting the aggregated, or total,
compositional and response effects, we list the contribution of institu-
tional, academic, social, and demographic components to these sums in
the table rows. The first row provides an “unexplained” returns compo-
nent that reflects the difference in the constants for each model. This
estimates the gap when all covariates are zero, which is a meaningless
direct comparison, but nevertheless can be interpreted as a public
college handicap, that diminishes at more meaningful levels of the
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covariates. The total for the response column evaluates each model at a
single level of the covariates, providing a more meaningful comparison.
With private colleges as the reference category, positive component
values reflect better performance for that sector.

Focusing on the restricted sample, we first note that the overall gap
between the graduation rates for the two sectors is .606 on a logit scale.
Since the regression is conducted on this scale, it is appropriate to per-
form the decomposition on it as well. Nearly all of the compositional
effects are large and positive. The response effects associated with the
variables are all negative suggesting that at the margin public college
rates are more responsive than private rates to changes in variables. On
the other hand, the unexplained gap is large and positive. A significant
total compositional effect of .948 suggests that the gap would be even
wider, given input differences, if all resources were utilized equivalently
across sectors. The total returns effect of —.342 suggests that were inputs
equalized, public colleges would perform a bit better than privates, but
we note that the difference between this total and zero was not statisti-
cally significant. Evaluation of this hypothetical is complex; we will
discuss competing explanations in the next section.

Turning to the components of these effects, we highlight the signifi-
cant factors that drive the aggregated findings. For compositional
effects, the non-demographic categories all contribute significantly and
about a third each to widening the gap. (Institutional resources are sig-
nificant at the .10 level (p=.07). All other effects are significant at the
.05 level.) These categories are in turn driven by a set of sub-effects dis-
played in Panel B of Table 3. Namely, institutional resource gaps are
driven by a significant and large difference in instructional expenditures
per student; the SAT 75th percentile drives the academic effect; and
while all measures of social attachment are significant and positive, dif-
ferences in percent commuter accounts for about two-thirds of this com-
ponent. One way to interpret these findings is that private college
success is driven by larger numbers of more traditionally enrolled and
academically prepared students. Student selectivity and unmeasured as-
pects of SES must be considered in any evaluation, and the Oaxaca
breakdown for compositional effects highlight this.

With respect to the response of graduation rates to the different vari-
ables, it is surprising that the resources category is not significant over-
all. However, the category aggregates both positive and negative effects
(private returns to SFR are a bit better), and the tuition effect is esti-
mated somewhat imprecisely, contributing to aggregate imprecision. The
instructional expenditures effect is large, significant and positive, sug-
gesting that at the margin, public colleges have greater response in this
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domain. This should be considered when policies for public college
expenditures are being debated. We find that selectivity effects are not
significant overall, but that most of the non-traditionality effects are, as
are most of the demographic components. The three largest contribu-
tions are for percent full-time, female and receiving financial aid, sug-
gesting that publics do much better with populations that are higher on
these inputs.

Putting the pieces together, the overall gap of .606 is predominantly
driven by differences in inputs. Private colleges have student characteris-
tics and college inputs that tend to be associated with higher graduation
rates. But the differential responses to inputs in the public sector offsets
the extant gap somewhat. Thus, a very different scenario is ruled out by
our Oaxaca decomposition; namely, that the gap is largely due to lower
response to resources in the public sector—the opposite conclusion is
more consistent with our findings. We have pointed out that Hanushek
et al. (1996) argue that aggregate institutional data may yield upwardly
biased estimates of expenditure effects. However, were the institutional
factor effects reduced to zero, the aggregate gap associated with returns
would still be statistically zero, so our overall finding is robust.

The fact that the gap widens (total for column 1) when responses are
equalized (when the same coefficients are used for both public and pri-
vate institutions) is important. First, it highlights the disparities in pub-
lic/private inputs, since this is the only remaining sectoral difference.
The widening also reflects differences in input utilization across sectors,
because the public sector coefficients employed yield higher response
rates in our models. Given the relative magnitudes of compositional and
response factors, it is clear that compositional differences drive the over-
all gap.

The theoretical closing of the gap (total for column 2) when composi-
tional differences in inputs are eliminated warrants more discussion. Our
models suggest that were public colleges to have the same inputs as pri-
vates, they would render the original gap of .606 insignificant. Breaking
this down into four components, the first two of which are not statisti-
cally significant, yields: .443 units for higher responses to expenditures;
192 for selectivity; .606 for traditionality of student body; and .859 for
higher responses to demographics (in particular, percent female and
receiving financial aid). All of these reductions counterbalance an unex-
plained portion of the gap, which is quite large at 1.758, yielding a neg-
ligible net expected gap. A key finding is that at the margin, public
schools show higher returns to most of their resources. This finding
reflects well on public institutions: were public schools to have increased
resources, more academically prepared students, and a more traditional
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student body, our models suggest that the graduation rates at public
institutions would be slightly higher than at the privates, all else equal.

The decomposition for the full (multiply imputed) sample is given in
the remaining two columns of Table 3. We see that an overall smaller
gap of .430 is partitioned into a compositional effect totaling .672 and a
response effect totaling —.242. While the magnitude of these effects is re-
duced, the overall pattern is about the same. Turning to the components
within each effect-type, they are all about two-thirds as large as for the
restricted sample, and all but one (demographic composition effects,
which are trivial) maintain their signs. Significance patterns mirror the
restricted sample reasonably well; tuition and expenditure compositional
effects notably swap significance. The evidence still strongly suggests
that public colleges do better with their resources and inputs—at the
margin—that the gap would widen if the public and private response
rates were equalized.

DISCUSSION AND IMPLICATIONS FOR POLICY

We have established that the gap in public vs. private college gradua-
tion rates is best understood through a regression model that captures
the differing responses to the inputs simultaneously. We have shown
that much of the gap between the average graduation rates of public
and private institutions can be explained by the different characteristics
of their students. But we have presented evidence that at the margin,
the public institutions do at least as good a job with their population of
students than the privates would were they to enroll a similar student
body. Stated another way, the gap would be larger if public and private
colleges used their inputs in precisely the same manner. Public colleges
apparently use their inputs more effectively than the private institutions;
that is, our models suggest that were their inputs to resemble private
college levels, the gap would effectively be zero. Institutional resources,
selectivity and student traditionality and demographics matter signifi-
cantly in most partitions of the gap, but the aggregate impact of institu-
tional resources seems to be measured too imprecisely to obtain overall
significance. We find, for example, that instructional expenditures per
student is significant in the Oaxaca decomposition for compositional
and response effects only in the more restricted regression sample.

It is important to avoid attributing the superior responses in the pub-
lic sector suggested by the Oaxaca decomposition to pure institutional
efficiencies. The college is only one actor; the student is the other. Public
colleges are making “‘better use” primarily of student inputs, such as
their academic and social attachment, which tend to be lower. This is
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consistent with a scenario in which these students are more motivated to
complete or public colleges are more effective at moving them through
their schooling. If the latter were true, it could be due to institutional
efficiencies or lower absolute standards. Reconciling these competing
hypotheses is beyond the scope of this analysis.

While we have indicated the need for caution when interpreting
these findings, particularly with respect to institutional resources, we
now expand this discussion. The potential for omitted variable bias is
serious: we do not use faculty quality or salary information, nor do
we use information on additional funding available to public schools
from state budgets. One could argue that we are missing a ‘“‘total as-
sets” measure for both public and private colleges, since the latter
tend to have larger endowments as well. This limitation should be
offset somewhat by our instructional expenditures per student mea-
sure, which captures two things at once: it proxies for overall college
resources—the numerator should be highly correlated with this; and it
captures institutional policy, since it is an amount allocated per stu-
dent. Non-linear returns to scale effects may partially drive the poten-
tial efficiency of public colleges, since these schools tend to be larger.

Limited resource and allocation measures raise an additional con-
cern over the practicality of some of the hypotheticals we are evaluat-
ing. Equalizing tuition across public and private sectors, which
implies dramatic increases in public school tuition is unrealistic. So
the tuition portion of the returns effect is severely constrained, practi-
cally, and this argument extends to other factors, such as SAT scores.
Public schools may institute policies that make them more selective,
but then where will less academically prepared students enroll?

In terms of our other covariates, we would like to have included
more direct measures of academic attachment, such as first year
GPA, but these are more appropriate to a multi-level and/or multi-
year analysis, such as DesJardins et al. (2002). Social attachment, as
proxied by measures of traditionality is easier to measure institution-
ally, as percent commuter provides substantial indirect information,
but individual-level questionnaires could certainly yield other useful
indicators. We would like to have examined social attachment vari-
ables such as working while in school, family obligations, transfer
prevalence, and even stop out incidence at the institutional level.
Stop-outs are negatively correlated with graduation rate, so their
inclusion as covariates is problematic unless an event history model-
ing framework with enrollment-based time lines is employed (see
Scott and Kennedy, 2005, for some discussion). Again, interest in
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the effects of certain covariates necessitates taking an individual-level
approach to the analysis.

While we express some important concerns here, we emphasize that
this analysis is one of a very small number that attempt to make sense
of institutional college graduation rates. While some research questions
may be best approached using individual-level data, nationally represen-
tative public data, such as the Beginning Post-Secondary Students (BPS)
or the National Educational Longitudinal Study (NELS), cannot be
used to assess specific institutional performance, because only a subset
of colleges are available in the sample. And institutional performance,
while not highlighted here, is the focus of increased national assessment.
Our regression models yield residuals for each college that measure the
extent of over- or under-performance, relative to schools with similar
institutional and student characteristics; these may be of interest to a
variety of audiences.

Our findings strongly suggest that evaluation of public colleges
based on raw graduation rates is inappropriate. An adjusted rate such
as that proposed by Astin (1997), Astin and Osaguera (2002), or one
based on our modeling, takes into account the diverse financial and
student inputs to colleges. Contrary to what has been discussed in the
literature and what is commonly supposed, we have provided evidence
via the Oaxaca decomposition that public colleges are doing a rela-
tively good job when one considers all of the constraints they face.

Our study, therefore, adds to the small but growing literature on
college institutional performance. In particular, we take a promising
step towards analyzing the relative effectiveness of public and private
institutions, presenting a more optimistic portrayal of public sector
performance than is generally assumed. In doing this we have focused
attention on how graduation rates in the two sectors are related in
different ways to various institutional characteristics. This raises inter-
esting new questions about what explains these differences in the
functioning of public and private institutions of higher education.
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