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Abstract There is extensive evidence indicating a negative risk–return relation when a

firm’s performance is measured based on accounting measures such as return on asset

(ROA) and return on equity (ROE). Previous studies show that the risk-return paradox can

be explained by the prospect theory, which predicts that managers’ risk attitudes are

different for firms of different performances. However, those studies mostly use earlier

data from the COMPUSTAT database, which suffers from a survivorship bias. Failure to

account for delisting firms may understate the risk–return relation. We reexamine the

mixture of risk-seeking and risk-averse behaviors based on an updated 20-year sample

period that is free from the survivorship problem. Interestingly, our results show stronger

and robust evidence supporting the prospect theory during the period from 1984 to 2003.

Keywords Least trimmed squares (LTS) � Prospect theory � Risk-return paradox �
Survivorship bias

JEL Classification D81 � G11

1 Introduction

Asset pricing theories, such as the Sharpe–Lintner–Black capital asset-pricing model

(CAPM) and the Ross’s arbitrage pricing theory (APT), assert a positive relationship

between the expected return and some measure(s) of risk. Based on accounting measures,

however, Bowman (1980) identifies a negative relationship between risk and average

return, which is known as the ‘‘risk-return paradox’’ in the literature. Based on a sample of

firms from 85 US industries over a nine-year sample period (1968–1976), Bowman (1980)

finds a negative relation between the variance and average of returns on equity (ROE).
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Bowman’s findings soon attracted several researchers to investigate why such a para-

doxical phenomenon exists. Nickel and Rodrı́guez (2002) provide an excellent survey on

the literature. Among various competing theories, perhaps the most interesting is the

prospect-theory-based explanation proposed by Fiegenbaum and Thomas (1988) and

Fiegenbaum (1990). They show that the risk-return paradox can be explained based on

Kahneman and Tversky’s (1979) prospect theory, which predicts that agents have different

risk attitudes towards gains and losses, measured with respect to a certain reference point.

Empirically, Fiegenbaum and Thomas (1988) and Fiegenbaum (1990) document that (1)

a negative association exists between risk and return for firms having returns below their

industry target levels (or reference points) (2) a positive association exists for firms with

returns above the target, and (3) the below target tradeoff is generally steeper than that

above the target. Thus, the results explain Bowman’s risk-return paradox because when the

regression is applied to all firms, the estimate of the slope term will be dominated by the

below-target firms, which have a steeper negative risk–return relation.1

A potential problem of the existing studies, however, is that the analyses are mostly

conducted using the early data from the COMPUSTAT database, which is subject to the

survivorship bias. As is well known, the COMPUSTAT database was greatly expanded to

cover over 6,000 companies in 1978. The histories of these companies were back-filled, but

no companies were added that failed to survive through 1978. The survivorship issue has

been investigated extensively in recent years. Researchers find that failure to account for

survivorship bias may induce spurious performance persistence in mutual funds (see

Brown et al. 1992; Elton et al. 1996). Shumway (1997) and Shumway and Warther (1999)

show that at least part, if not all, of the small-firm effect is due to the failure to incorporate

the delisted firms in the CRSP database.

Notably, Davis (1996) finds that the cross-sectional relationships between stock returns

and accounting variables such as book-to-market equity are attenuated when non-surviving

firms are added into the regressions. Thus, he suggests that the explanatory power of

accounting-based variables may be significantly overstated if the empirical analysis does

not adjust for the survivorship bias. As Fiegenbaum and Thomas (1988) and Fiegenbaum

(1990) cover only the periods of 1960–1979 and 1977–1984, respectively, their empirical

results might be subject to the survivorship problem.

In this paper, we reexamine the risk-return paradox based on an updated US sample

over the period 1984–2003 to provide more recent evidence on the risk–return relation with

data free from the survivorship bias. Except for studying the full sample period, we also

examine the risk–return relation in two sub-periods (i.e., 1984–1993 and 1994–2003).

Horowitz et al. (2000) point out that sub-period tests serve as robustness checks on the

proposed relation between risk and return. Various hypotheses implied by the prospect

theory proposed by Fiegenbaum (1990) are reexamined.

Furthermore, there has been evidence showing that some of the famous market

anomalies, such as the size effect, may be driven by extreme observations. Knez and Ready

(1997) show that after trimming only 1% of the most extreme observations, the size effect

all but disappears.2 It is thus possible that the previous results supporting the prospect

theory may also be affected by extreme observations. To examine this possibility and

1 Follow-up studies using the non-US market data also render support for the prospect-theory explanation of
the risk-return paradox. For example, Jegers (1991) and Sinha (1994) find supporting evidence using the
Belgian and Australian data, respectively.
2 Furthermore, Horowitz et al. (2000) argue that the size effect is sample-period dependent. They find that
the size effect disappears in the more recent data period (after 1980).
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check the robustness of our empirical findings, we apply two additional empirical meth-

odologies to estimate the risk–return relation. First, we employ Knez and Ready’s (1997)

least trimmed squares (LTS) technique by trimming a proportion of the influential

observations. Second, we trim extreme observations whose risk measures fall outside the

range of absolute three standard deviations from the mean.

Since our sample suffers less from the survivorship problem, we can make a few

predictions. First, we would expect the risk–return relations to be stronger for both below-

and above target-firms in comparison with the early study, if the prospect theory is correct.

Second, other things being equal, we expect the loss aversion phenomenon to be stronger

in recent years. This is because overall the below-target firms are more vulnerable to the

survivorship problem than the above-target firms, one would obtain a flatter negative risk–

return relationship for the below-target firms in the presence of survivorship bias. As a

result, the loss aversion phenomenon is also weaker in the presence of survivorship bias.

The contribution of this paper is two fold. First, we examine the risk-return paradox in

the accounting literature to a recent sample that is free from the survivorship bias. Second,

we formally analyze how the presence of survivorship bias could affect the risk–return

relations. Indeed, the empirical results show that the risk–return relations are stronger in

recent years, thus providing a stronger support for the prospect theory. Our empirical

findings indicate that the survivorship bias embedded in the early COMPUSTAT data

could have a significant impact on empirical studies using accounting data.

The rest of the paper is organized as follows. Section 2 describes the data, the

hypotheses and the empirical methodology. The impact of the presence of survivorship

bias on the risk–return relationship is also discussed. Section 3 presents the empirical

results, and Sect. 4 concludes the paper.

2 Data and methodology

2.1 Data

We use return on assets (ROA) and its standard deviation as a firm’s return and risk

measures, respectively.3 We obtain the annual ROA of all firms for the period 1984–2003

from the COMPUSTAT database. Analyses are performed for the entire 20-year period, as

well as for two non-overlapping sub-periods 1984–1993 and 1994–2003. Following Fama

and French (1997), we classify firms into 48 industries based on the standard industry

classification (SIC) codes. In addition, following Fiegenbaum (1990), only industries with

more than 20 firms are included. Firms with fewer than five non-missing values during

each period are eliminated from our sample. Our final sample has a total of 27,416 firms

during the entire 20-year period, grouped into 45 industries with an average of about 608

firms within each industry.4

3 Our measures of risk and return are consistent with Sinha (1994). Fiegenbaum (1990) uses the average
ROA and the variance of ROA as the return and risk measure, respectively. Sinha (1994) instead uses the
standard deviation of ROA as it has the same unit of measurement as the sample mean, and is less affected
by the skewness of the distribution of ROA.
4 By the selection criteria, there are 41 and 44 industries in the sub-periods of 1983–1993 and 1994–2003,
respectively.
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2.2 Hypotheses and research methodology

Kahneman and Tversky (1979) prospect theory suggests that most individuals are risk

seeking when their returns are below the reference point, and are risk averse when returns

are above the reference point. At the market level, the theory successfully explains why

investors tend to sell their ‘‘winner’’ stocks too early, while holding the ‘‘losers’’ for too

long, the so called ‘‘disposition effect’’ in the literature (Odean 1998). At the corporate

level, Fiegenbaum and Thomas (1988), among others, show that the theory also works well

in explaining the managers’ behavior.

A firm is classified into the ‘‘above’’ (‘‘below’’) group if its average return over a sample

period is higher (lower) than the target level (i.e., the reference point). Kahneman and

Tversky (1979) do not explicitly discuss how a reference point is determined. Although

Fiegenbaum and Thomas (1988) argue that such mixture of risk attitudes may exist both

within and across industries, most studies (including Fiegenbaum 1990) only adopt the

industry median as the reference point. To examine if the mixture of risk attitudes exits

within industries as well as across industries, we examine the risk–return relation for the

above- and below-target firms both at the industry level and at the market level. That is, the

target levels in our paper include the industry median returns and the market median

returns.

In accordance with the literature, we test the following three hypotheses:

Hypothesis 1 A negative relation between risk and return exists for firms performing

below the target level.

Hypothesis 2 A positive relation between risk and return exists for firms performing

above the target level.

Hypothesis 3 The relation between risk and return is steeper for firms that underperform

the target level than the relation for firms that outperform the target level.

The third hypothesis is known as loss aversion in the literature. The hypotheses are

examined at the industry level as well as at the market level. At the industry level, the

hypotheses are tested by running regressions separately for firms above and below

the industry median returns. Suppose there are m industries. Let Returnij and Riskij denote

the mean and standard deviation of ROA for firm j in industry i over a certain sample

period. For firms in the above and below groups of each industry, we perform the following

cross-sectional regression:

Riskij ¼ ai þ bi Returnij þ eij; ð1Þ

where i = 1,…, m; j = 1,…, Ni. ai is the intercept term for industry i, and bi is the slope

coefficient of the risk–return relation for industry i. The estimates of the slope coefficients

across all industries are then aggregated to test if the average slope conforms to the

hypotheses of interest. Similarly, at the market level, each firm is classified into the above

and below groups according to the market median returns, i.e., the median ROA of all firms

in the markets. The above regression is then applied to each of the two groups.

2.3 Sources of survivorship bias and their impact

Survivorship bias occurs when the researcher fails to consider firms that do not exist over

the entire sample period. There are two potential sources of the bias. First, the researcher

196 P.-H. Chou et al.

123



requires that all firms exist over the entire sample period; those fail to meet this require-

ment are dropped from the sample. Second, the original database fails to include some

firms, especially the non-surviving firms. The occurrence of the first source of bias is most

common, and can be avoided by properly incorporating all firms that ever existed in the

database. The second source of the bias, however, is detrimental because it is ‘‘exoge-

nous,’’ i.e., non-surviving firms are discarded along the database compilation process, and

it is likely beyond the researcher’s ability to correct for the bias.

The survivorship bias in the COMPUSTAT database belongs to the second category.

Kothari, Shanken and Sloan (hereafter KSS 1995) point out that there are two aspects of

the selection procedures that impart the survivorship bias in the COMPUSTAT data. First,

although the COMPUSTAT database was greatly expanded to cover over 6,000 companies

in 1978, and the histories of these companies were back-filled; no companies were added

that failed to survive through 1978. Second, KSS (1995) show that even in recent years the

COMPUSTAT’s procedures in selecting firms still favor surviving firms.5

The survivorship bias is easily confused with the delisting bias. The survivorship bias is

broader in terms of the sources of missing observations. Firms whose financial statements

are missing are oftentimes those in distress, which may later be deleted from the sample

because of merger or delisting. The exclusion of a firm, however, does not necessarily

imply that the firm would be delisted; it may also be attributed to the firm’s failure to meet

the requirement of the database selection criteria.

The survivorship bias is sometimes referred to as the ex post selection bias (e.g.,

McElreath and Wiggins 1984). The survivorship bias is a form of ex post selection bias

because some (mostly non-surviving) firms are excluded ex post along the database

compilation process, but the information concerning non-surviving firms would not have

been known a priori. There are yet other forms of ex post selection bias. A second type of

ex post selection bias occurs when a new company enters a database with a full history; a

bias is introduced because some of the data backfilled are not available on the file at an

earlier time (Banz and Breen 1986). This introduces a potential bias when using the

database for analysis. For example, suppose a firm that met the COMPUSTAT selection

criteria in 1975 was included with its history being traced back to 1973. Researchers who

get access to the data would have treated the firm as available starting from 1973, but in

fact investors who accessed the database in 1973 would not have information on the firm.

This type of ex post selection bias is similar to the look-ahead bias in nature.6 To avoid

this type of bias, some researchers (e.g., Fama and French 1997) require additional his-

torical data before a firm is included into the sample.7 Such a requirement, however, does

not really eliminate the delisting bias, which is the major source of the survivorship bias.

The survivorship issue has been investigated extensively in recent years. Researchers

find that failure to account for survivorship bias may induce spurious performance per-

sistence in mutual funds (see Brown et al. 1992; Elton et al. 1996). Shumway (1997) and

Shumway and Warther (1999) show that at least part, if not all, of the small-firm effect is

due to the failure to incorporate the delisted returns in the CRSP database.

5 In contrast, the CRSP database does not suffer from the survivorship bias in that there is no exclusion of
non-surviving firms (Davis 2001). The CRSP database, however, suffers from a special form of delisting
bias in that the delisting returns, i.e., the returns on the last month for which the stock of a to-be-delisted firm
is still traded, are missing.
6 The look-ahead bias is due to a dating problem where data reported for a particular point in time, say at the
yearend, are not actually available to investors until sometime later in the next year (Banz and Breen 1986).
7 Fama and French (1997) indicate that a two-year additional data is required because the COMPUSTAT
rarely includes more than 2 years of historical data when it adds firms.
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How would the presence of survivorship bias affect the risk–return relationship? Pre-

sumably, non-surviving firms are mostly those that perform poorly. They are characterized

with high risks and low returns. Suppose the risk–return relation conforms to the prospect

theory, implying that firms performing under the target level have a negative risk–return

relation. Since stocks of higher (distress) risk are more likely to be discarded, other things

being equal, one can expect a negative, but flatter, risk–return relationship in the presence

of survivorship bias.

In addition, although both above and below target firms are affected by the survivorship

bias, the below-target firms are more susceptible to the bias. Thus, it can be expected that

the loss aversion phenomenon will be weaker in the presence of survivorship bias. In

other words, we would expect recent observations to exhibit a stronger loss-aversion

phenomenon.

2.4 Robustness checks

To examine the robustness of our empirical results, we apply two techniques that exclude

extreme observations from the cross-sectional regression. We first use the least trimmed

squares (LTS) procedure suggested by Knez and Ready (1997). In the context of the cross-

sectional determinants of stock returns, Knez and Ready (1997) find that when only 1% of

the extreme observations are trimmed, the relation between firms size and returns changes

drastically from significantly negative to significantly positive. Thus, they suggest that the

size effect may have been induced by extreme observations in the sample.

The LTS procedure trims a proportion of influential observations and then fits the

remaining observations using the ordinary least squares (OLS) method. The trimmed

observations, or the outliers, are not necessarily ‘‘contaminates’’ that are to be discarded or

deleted to obtain more precise inference. Instead, the LTS regressions are used to provide a

diagnostic check for evaluating the sensitivity of inferences conducted using OLS. For-

mally, the LTS coefficients are defined as:

k̂ ¼ arg min
Xq

i¼1

e2
½i�; ð2Þ

where e2
½1� � e2

½2� � � � � � e2
½q� are the squared residuals listed in order of increasing magni-

tude, k̂ is a parameter vector of length p, and q B N is the size of the remaining sample

after trimming a certain proportion of the extreme observations. That is, the LTS estimator

fits q of the observations and ignores the rest. Following Knez and Ready (1997), the

number q is chosen as the following:

q ¼ Nð1� aÞ þ aðpþ 1Þ; ð3Þ

where a denotes the trimmed proportion. In our study, we use 5% as the trimming pro-

portion. The LTS is applied to a cross-sectional regression of firms at the industry level and

at the market level. This gives a series of robust slope coefficients, i.e., k̂i; i ¼ 1; . . .;m.

Inferences are made based on the average of the coefficients across industries.

An additional robustness check is done by trimming firms whose risk measures (stan-

dard deviation of ROA) fall outside the range of absolute three standard deviations from

the mean. At the industry level, the standard deviation is the cross-sectional standard

deviation of Riskij within each industry. The trimming procedure is applied separately to

the above- and the below-target firm groups. If the distribution of risk does not deviate

too much from normality, this amounts to drop less than 1% of firms from the sample.
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The same steps are repeated for the market-level analysis. Unlike the LTS method that

trims a fixed proportion of observations, this method trims different proportions of

observations as the samples vary.

3 Empirical results

3.1 Industry-level analysis

As a quick visualized example of the general patterns of the relation between risk and

return among most industries, Fig. 1 through Fig. 3 show the risk–return relation for firms

above and below the industry median returns during 1984–2003 for the trading industry.8

Figure 1 shows the risk–return relation by the OLS regression, Fig. 2 shows the relation by

the LTS estimation and Fig. 3 shows the results by trimming extreme values whose risk

measures are more than absolute three standard deviations from the mean, respectively. As

can be seen clearly from the figures, the risk–return relation has a positive (negative) slope

for the above-target (below-target) firms, and the results are consistent regardless of the

empirical methodologies employed. The slope of the negative risk–return relation also

seems steeper.

Table 1 presents the empirical results for all sample firms at the industry level. For the

entire 20-year sample period, Panel A of Table 1 indicates that the slope coefficients, bi’s,

for the below-target firms have a mean of -1.985 and a median of -1.867 across the 45

industries. In particular, without exceptions, the slope coefficients are all negative and

significant at the 5% level. For firms above the industry median, the slope coefficients have

a mean of 1.172, and a median of 0.237, suggesting that the distribution of the slopes for

the above-target firms are less consistent across industries. Among the 45 industries, only 2

industries have negative slopes, whereas 26 industries have significantly positive slopes.

Fig. 1 Risk–return relation for the trading industry by OLS regressions

8 By the definition in Fama and French (1997), the trading industry includes firms with the SIC codes of
6200–6299, 6700, 6710–6725, 6740–6779, 6790–6795, and 6798–6799.
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The results based on the 20-year sample period strongly support Hypotheses 1 and 2 that

the risk–return relations are different for firms with difference performances.

The prediction of Hypothesis 3 is also supported as the average slopes for the below-

target firms are larger than those for the above-target firms in magnitude. The evidence is

stronger if one focuses on the statistics of medians. The absolute value of the median slope,

1.867, for the below-target firms is more than seven times than that of the above-target

firms, which is 0.237.

Panel B and Panel C of Table 1 report the regression results for the two sub-periods,

respectively. The purpose is to examine whether the results from the full 20-year period are

sample-period dependent. The results for the first sub-period, 1984–1993, provide similar

Fig. 2 Risk–return relation for the trading industry by LTS estimations

Fig. 3 Risk–return relation for the trading industry after trimming outliers whose risk measures fall outside
the range of absolute three standard deviations from the mean
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evidence that strongly supports the three hypotheses implied by the prospect theory. Note

that there are only 41 industries for the first sub-period because we require each industry

having at least 20 firms. The results for the second period, 1994–2003, also mostly support

our hypotheses. The only exception is the mean slope for the above-target firms, 2.107,

which is larger in magnitude than the mean slope for the below firms, -1.664. This

violates the prediction of Hypothesis 3. However, the results based on the median still

support Hypothesis 3. As the distribution for the cross-industry slopes is skewed, the result

based on the median is likely to be more credible.

Overall, our results provide stronger support for the prospect theory than Fiegenbaum’s

study (1990) in which the ratio of median value for the below-target firms to that of the

above-target firms is only about 3. Our empirical results also indicate a more pronounced

negative risk–return relation for the below-target firms. In Fiegenbaum’s sample period,

only 59 out of 85 coefficients for the below-target firms are significantly negative. Our

results show that the relation holds for almost every industry.

3.2 Market-level analysis

This section examines the risk–return relation for the above- and below-target firms at the

market level. Table 2 shows the results. For the below-target firms, the average slope

Table 1 Risk–return relation for the below- and the above-target firms at the industry level
This table reports summary statistics of the intercepts, slopes, and R-squared of the following cross-sectional
regression:

Riskij ¼ ai þ bjReturnij þ eij,

for firms in the above- or below-target group in industry i. Returnij and Riskij denote the mean and standard
deviation of the annual ROA for firm j in industry i over the period 1984–1993, 1994–2003, and 1984–2003,
respectively. Firms with at least five non-missing observations in the COMPUSTAT database are included,
and are classified into 45 industries based on their broad SIC codes. Firms are further divided into the above-
(below-) group if its mean ROA is higher (lower) than the industry median

Statistics Below industry median Above industry median

a b R2 a b R2

Panel A: 1984–2003

Mean -15.779 -1.985 0.873 4.358 1.172 0.248

Median -2.186 -1.867 0.928 4.168 0.237 0.079

No. of negative significant coefficient under 5% 10/45 45/45 7/45 2/45

No. of positive significant coefficient under 5% 10/45 0/45 31/45 26/45

Panel B: 1984–1993

Mean -10.558 -1.850 0.840 2.584 0.589 0.183

Median -0.767 -1.757 0.919 0.024 0.032

No. of negative significant coefficient under 5% 9/41 40/41 4/41 5/41

No. of positive significant coefficient under 5% 13/41 0/41 30/41 14/41

Panel C: 1994–2003

Mean -26.306 -1.664 0.858 -1.896 2.107 0.309

Median -0.797 -1.729 0.931 3.443 0.404 0.140

No. of negative significant coefficient under 5% 10/44 44/44 8/44 0/44

No. of positive significant coefficient under 5% 12/44 0/44 26/44 25/44
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coefficients for the sample periods 1984–2003, 1984–1993, and 1994–2003 are -3.008,

-2.824 and -2.293, respectively, which supports Hypothesis 1. For the above-target firms,

the coefficients are 3.640, 2.832 and 3.227, respectively, which supports Hypothesis 2.

However, the absolute values of the slopes for the below-target firms are smaller than those

for the above-target firms. Thus, the results fail to support Hypothesis 3. The results from

Tables 1 and 2 indicate that firms behave in a risk-seeking manner when their performance

falls below the ‘‘average’’, where the average can be either the industry median or the

market median. However, firms exhibit loss aversion behaviors only within industries, not

across industries, suggesting it is the industry median, instead of the market median that is

chosen as the reference point upon which a manager’s decision is based.

3.3 Robustness checks

To examine the extent to which the empirical results are affected by firms with extreme

performances, we apply the LTS as a robustness check. Tables 3 and 4 report the empirical

results at the industry and the market levels, respectively. Table 3 shows that the negative

risk–return relation for the below-target firms remains unchanged after trimming 5% of the

extreme observations.9

The positive risk–return relation for above-target firms becomes somewhat weaker. For

example, for the full period, the mean (median) slope reduces from 1.172 (0.237) in

Table 1 to 0.516 (0.127) in Table 3. The number of significantly positive slopes also

decreases from 26 in Table 1 to 18 in Table 3. It is also worthwhile to note that after the

5% extreme observations are excluded, the above-target slope becomes significantly

negative for 9 out of the 45 industries, compared to only 2 out of the 45 industries by the

OLS regressions. The results indicate that the extreme-good performers are partially

responsible for the positive risk–return relation for the above-target firms.

Table 4 presents the results at the market level. The empirical results are similar to the

results in Table 2. The only difference is the result for the full period (1984–2003), which

conforms more to the prediction of the prospect theory. Specifically, Table 4 indicates that

Table 2 Risk–return relation for the below- and the above- target firms at the market level
This table reports the results of the following cross-sectional regressions for firms below and above the
market median:

Riskj ¼ aþ b Returnj þ ej,

over the period 1984–1993, 1994–2003, and 1984–2003, respectively. Returnj and Riskj denote the mean
and standard deviation of the annual ROA for firm j. Firms with at least five non-missing observations in the
COMPUSTAT database are included. Firms are further classified into the above- (below-) group if its mean
ROA is higher (lower) than the market median, i.e., the median ROA of all sample firms. Standard errors are
in parentheses

Period Below market median Above market median

a b R2 a b R2

1984–2003 -85.815 (10.987) -3.008 (0.010) 0.929 -11.373 (1.067) 3.640 (0.006) 0.981

1984–1993 -29.685 (10.668) -2.824 (0.020) 0.847 -12.047 (0.633) 2.832 (0.008) 0.968

1994–2003 -52.604 (12.057) -2.293 (0.005) 0.973 -10.474 (1.117) 3.227 (0.004) 0.991

9 Results are similar when a 1% trimming proportion is used. The results are available upon request from
the authors.
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Table 3 Risk–return relation for the below- and the above-target firms at the industry level by LTS
estimation
This table reports summary statistics of the intercepts, slopes, and R-squares of the following cross-sectional
regression based on least trimmed squares (LTS):

Riskij ¼ ai þ biReturnij þ eij,

for firms in the above- and below- group in industry i. Returnij and Riskij denote the mean and standard
deviation of the annual ROA for firm j in industry i over the period 1984–1993, 1994–2003, and 1984–2003,
respectively. Firms with at least five non-missing observations in the COMPUSTAT database are included,
and are classified into 45 industries based on their broad SIC codes. Firms are further divided into the above-
(below-) group if its mean ROA is higher (lower) than the industry median

Statistics Below industry median Above industry median

a b R2 a b R2

Panel A: 1984–2003

Mean -7.966 -1.630 0.851 3.739 0.516 0.257

Median 3.329 -1.607 0.892 4.119 0.127 0.092

No. of negative significant coefficient under 5% 8/45 45/45 7/45 9/45

No. of positive significant coefficient under 5% 22/45 0/45 36/45 18/45

Panel B: 1984–1993

Mean 0.288 -1.486 0.841 3.384 0.262 0.148

Median 3.673 -1.474 0.894 3.739 0.027 0.032

No. of negative significant coefficient under 5% 7/41 41/41 3/41 6/41

No. of positive significant coefficient under 5% 21/41 0/41 35/41 9/41

Panel C: 1994–2003

Mean -12.500 -1.512 0.850 4.192 0.275 0.184

Median 3.553 -1.491 0.934 3.774 0.144 0.062

No. of negative significant coefficient under 5% 9/44 44/44 3/44 3/44

No. of positive significant coefficient under 5% 21/44 0/44 34/44 17/44

Table 4 Risk–return relation for the below- and the above-target firms at the market level by LTS esti-
mation
This table reports the results of the following cross-sectional regressions based on least trimmed squares
(LTS) for firms below and above the market median:

Riskj ¼ aþ b Returnj þ ej,

over the period 1984–1993, 1994–2003, and 1984–2003, respectively. Returnj and Riskj denote the mean
and standard deviation of the annual ROA for firm j. Firms with at least five non-missing observations in the
COMPUSTAT database are included. Firms are further classified into the above- (below-) group if its mean
ROA is higher (lower) than the market median, i.e., the median ROA of all sample firms. Standard errors are
in parentheses

Period Below market median Above market median

a b R2 a b R2

1984–2003 -38.585 (0.903) -2.806 (0.007) 0.961 -2.478 (0.140) 1.766 (0.024) 0.457

1984–1993 -12.146 (0.582) -2.368 (0.012) 0.913 -10.190 (0.156) 2.828 (0.003) 0.996

1994–2003 -25.572 (0.842) -2.153 (0.006) 0.959 -10.161 (0.149) 3.226 (0.001) 0.999
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over the full period, the slope is -2.806 for the below-market group, and 1.766 for the

above-target group, a result that is consistent with the loss-aversion hypothesis.

Tables 5 and 6 present the results by trimming observations whose risk measures fall

outside the range of absolute three standard deviations from the mean. For the full period

and the two sub-periods, the proportion of observations being trimmed is very small, where

the outliers account for less than 1% of the original samples. Overall, the results in

Tables 5 and 6 are similar to those in Tables 3 and 4, which indicates that that our

empirical results are robust after extreme observations are excluded.

3.4 Evidence from the early sample: 1950–1983

To examine the extent to which early studies are subject to the survivorship bias, we repeat

the analysis on an early sample, which is from 1950 to 1983. We obtain the annual ROA of

all firms for this sample period from the COMPUSTAT database, and classify firms into 48

industries. Based on the same selection criteria as in Sect. 2.1, the final sample contains

14,426 firms for the entire 34-year period, which are grouped into 45 industries with an

average of about 320 firms within each industry. Roughly, the sample size is only half of

the recent sample (1984–2003).

Table 5 Risk–return relation for the below- and the above-target firms at the industry level after trimming
outliers whose risk measures fall outside absolute three standard deviations from the mean
This table reports summary statistics of the intercepts, slopes, and R-squares of the following cross-sectional
regression:

Riskij ¼ ai þ biReturnij þ eij,

for firms in the above and below group in industry i. Returnij and Riskij denote the mean and standard
deviation of the annual ROA for firm j in industry i over the period 1984–1993, 1994–2003, and 1984–2003,
respectively. Firms with at least five non-missing observations in the COMPUSTAT database are included,
and are classified into 44 industries based on their broad SIC codes. Firms are further divided into the above-
(below-) group if its mean ROA is higher (lower) than the industry median. Firms whose risk measures fall
outside absolute three standard deviations from the mean are eliminated from the regression

Statistics Below industry median Above industry median

a b R2 a b R2

Panel A: 1984–2003

Mean -1.231 -1.421 0.774 2.102 0.805 0.102

Median 4.628 -1.253 0.774 5.728 0.105 0.034

No. of negative significant coefficient under 5% 5/45 45/45 2/45 6/45

No. of positive significant coefficient under 5% 20/45 0/45 41/45 13/45

Panel B: 1984–1993

Mean 2.434 -1.175 0.723 4.765 0.073 0.075

Median 6.530 -1.016 0.709 4.205 0.028 0.019

No. of negative significant coefficient under 5% 4/41 41/41 1/41 6/41

No. of positive significant coefficient under 5% 27/41 0/41 37/41 8/41

Panel C: 1994–2003

Mean 5.696 -1.099 0.749 5.200 0.334 0.107

Median 6.770 -1.094 0.785 4.125 0.117 0.042

No. of negative significant coefficient under 5% 2/44 44/44 1/44 3/44

No. of positive significant coefficient under 5% 25/44 0/44 36/44 16/44
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Table 7 shows the results for this early period. Panel A of Table 7 reports the results

with the industry median as the reference point. The results confirm our conjecture. First,

the negative risk–return relation for the below-target firms is weaker than that of the recent

sample. The mean (median) slope for the below-target firms is -1.251 (-1.026), in

comparison with the value of -1.985 (-1.867) in Table 1. Second, the risk–return relation

Table 7 Risk–return relation for the below- and the above-target firms: 1950–1983
This table reports summary statistics of the intercepts, slopes, and R-squared of the following cross-sectional
regression:

Riskij ¼ ai þ bi Returnij þ eij, and Riskj ¼ aþ b Returnj þ ej,

for firms in the above- or below-target group. In Panel A, the reference point is the industry median, while in
Panel B, the reference point is the market median. Returnij and Riskij denote the mean and standard
deviation of the annual ROA for firm j in industry i and Returnj and Riskj denote the mean and standard
deviation of the annual ROA for firm j. Firms with at least five non-missing observations in the COM-
PUSTAT database are included, and are classified into 45 industries based on their broad SIC codes. Firms
are further divided into the above- (below-) group if its mean ROA is higher (lower) than the industry
median

Statistics Below target Above target

a b R2 a b R2

Panel A: Industry level

Mean 7.034 -1.251 0.727 1.385 0.333 0.145

Median 7.612 -1.026 0.735 2.705 0.133 0.033

No. of negative significant
coefficient under 5%

1/45 45/45 5/45 0/45

No. of positive significant
coefficient under 5%

42/45 0/45 25/45 16/45

Panel B: Market level

1950–1983 3.681
(0.461)

-2.291
(0.014)

0.879 0.188
(0.179)

0.509
(0.013)

0.287

Table 6 Risk–return relation for the below- and the above-target firms at the market level after trimming
outliers whose risk measures fall outside three absolute standard deviations from the mean
This table reports the results of the following cross-sectional regressions for firms below and above the
market median:

Riskj ¼ aþ b Returnj þ ej,

over the period 1984–1993, 1994–2003, and 1984–2003, respectively. Returnj and Riskj denote the mean
and standard deviation of the annual ROA for firm j. Firms with at least five non-missing observations in the
COMPUSTAT database are included. Firms are further classified into the above- (below-) group if its mean
ROA is higher (lower) than the market median, i.e., the median ROA of all sample firms. Firms whose risk
measures fall outside absolute three standard deviations from the mean are eliminated from the regression.
Standard errors are in parentheses

Period Below market median Above market median

a b R2 a b R2

1984–2003 -0.187 (0.027) -1.997 (0.010) 0.853 -0.011 (0.005) 1.574 (0.036) 0.222

1984–1993 -0.057 (0.013) -1.763 (0.011) 0.870 0.007 (0.002) 0.694 (0.015) 0.372

1994–2003 -0.101 (0.041) -1.658 (0.010) 0.855 -0.042 (0.009) 2.066 (0.046) 0.290
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is also weaker for above-target firms. For above-target firms, the mean (median) slope is

1.172 (0.237), also smaller than the value of 0.333 (0.133) in Table 1. However, there loss-

aversion phenomenon is only slightly weaker with the early sample. Based on the estimate

of median, the slope of below-target firms is 7.71 (=1.026/0.133) times of that of above-

target firms, whereas the ratio for the recent sample is 7.88 (=1.867/0.237).

Panel B of Table 7 reports the results with the market level as the reference point.

Again, the slope estimates are smaller in magnitude in comparison with the numbers in

Table 2. Surprisingly, however, the slope for the above-target firms for 1950–1983, which

is 0.509, is much smaller than that of the recent sample, which is 3.640. The results support

the loss aversion hypothesis with the market level as the reference point for the early

sample, but not for the recent sample. Thus, the results indicate that there is some structural

change in the risk–return relation.

So far, the results indicate that overall the risk–return associations are weaker for the

early sample. We are not clear, however, if the weaker relations are caused by the sur-

vivorship bias. It could be due to structural changes. To make a further comparison, we

discard the last five-year observations from this early sample, and repeat the analysis for a

shorter sample from 1950 to 1978. The reason we discard the last five-observations (from

1979 to 1983) is because they are ‘‘cleaner’’ in that they are less affected by the survi-

vorship bias (1978 is the year when the COMPUSTAT greatly expanded the sample). By

comparing the results for the remaining sample (1950–1978) with the results for 1950–

1983, we can learn more about the extent of the impact of the survivorship bias. The results

are reported in Table 8. Indeed, the results indicate that the estimates are mostly smaller in

magnitudes.

Table 8 Risk–return relation for the below- and the above-target firms: 1950–1978
This table reports summary statistics of the intercepts, slopes, and R-squared of the following cross-sectional
regression:

Riskij ¼ ai þ bi Returnij þ eij, and Riskj ¼ aþ b Returnj þ ej,

for firms in the above- or below-target group. In Panel A, the reference point is the industry median, while in
Panel B, the reference point is the market median. Returnij and Riskij denote the mean and standard
deviation of the annual ROA for firm j in industry i and Returnj and Riskj denote the mean and standard
deviation of the annual ROA for firm j. Firms with at least five non-missing observations in the COM-
PUSTAT database are included, and are classified into 45 industries based on their broad SIC codes. Firms
are further divided into the above- (below-) group if its mean ROA is higher (lower) than the industry
median

Statistics Below target Above target

a b R2 a b R2

Panel A: Industry level

Mean 6.455 -1.031 0.643 1.822 0.235 0.126

Median 6.835 -0.955 0.638 2.048 0.166 0.033

No. of negative significant
coefficient under 5%

1/45 0/45 4/45 0/45

No. of positive significant
coefficient under 5%

44/45 44/45 20/45 14/45

Panel B: Market level

1950–1978 4.659 (0.268) -2.228 (0.007) 0.965 0.772 (0.088) 0.349 (0.007) 0.414
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By restricting our sample to periods before 1978, which is the year when COMPUSTAT

greatly expanded its database, we find an even weaker negative risk–return relationship for

the below-target group (with a value of -1.031), as presented in Table 8. Another inter-

esting finding is that the loss aversion phenomenon is indeed weaker. The ratio of below-

target-firm slope to above-target-firm slope is 5.75 (=0.955/0.166), thus confirming our

conjecture that the presence of survivorship bias weakens the risk–return relation. Also,

Panel B of Table 8 indicates that not only for the industry level, the loss aversion

hypothesis is also supported when the market median serves as the reference point, which

somehow suggests that the manager’s decision on choosing the reference point may be

different over time.10

4 Conclusion

During the past two decades, the risk-return paradox has been examined extensively, and

various empirical studies have provided evidence supporting the prospect theory, which

asserts that the negative risk–return relation is driven by the mixture of risk attitudes for

firms of different performances. As the samples used in previous studies suffer from a

potential survivorship problem, we use an updated US data that is free from the survival

bias to reexamine the risk–return relation.

Interestingly, with the 20-year updated sample, we document stronger and robust evi-

dence supporting the prospect theory. We conclude that (1) firms that underperform their

industry median show a strong negative risk–return relation (2) firms that outperform the

industry median exhibit a positive, yet weaker, risk–return relation, and (3) at the industry

level, the negative risk–return relation for the below–target firms is much stronger, in

magnitude, than the positive risk–return relation for the above-target firms, which confirms

the loss aversion hypothesis.
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