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Abstract
We obtain unconditional, effective number-field analogues of the three Mertens’ the-
orems, all with explicit constants and valid for x ≥ 2. Our error terms are explicitly
bounded in terms of the degree and discriminant of the number field. To this end, we
provide unconditional bounds, with explicit constants, for the residue of the corre-
sponding Dedekind zeta function at s = 1.
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1 Introduction

In 1874, twenty-two years before the proof of the prime number theorem [5,11],
Mertens [20] proved the following three results:

∑

p≤x

log p

p
= log x + O(1),
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1170 S.R. Garcia, E.S. Lee

∑

p≤x

1

p
= log log x + M + O

(
1

log x

)
,

∏

p≤x

(
1 − 1

p

)
= e−γ

log x

(
1 + o(1)

)
,

collectively referred to asMertens’ theorems. Here p denotes a rational prime number,
M = 0.2614 . . . is the Meissel–Mertens constant, and γ = 0.5772 . . . is the Euler–
Mascheroni constant. Proofs can be found in Ingham [15, Thm. 7] and Montgomery–
Vaughan [21, Thm. 2.7]. Rosser–Schoenfeld [24, (3.17)–(3.30)] provide unconditional
error terms with explicit constants.

Rosen [23, Lem. 2.3, Lem. 2.4, Thm. 2] generalized Mertens’ theorems to the
number-field setting, but without explicit constants in the error terms (see also
Lebacque’s paper [17]). Assuming the Generalized Riemann Hypothesis, the authors
obtained effective number-field analogues of Mertens’ theorems, in which the implied
constants are explicit in their dependence upon the degree and discriminant of the
number field [9]. We now approach the same family of problems unconditionally; that
is, without assuming any unproved conjectures.

Definitions

Let K denote a number field of degree nK = [K : Q], with ring of algebraic integers
OK. Let �K denote the discriminant of K and let N (a) denote the norm of an ideal
a ⊂ OK; we let p denote a prime ideal of OK. Note that |�K| ≥ 3 for nK ≥ 2. The
Dedekind zeta function

ζK(s) =
∑

a⊆OK

1

N (a)s
=

∏

p

(
1 − 1

N (p)s

)−1

is analytic on Re s > 1 and extends meromorphically to C, except for a simple pole
at s = 1. By the analytic class number formula, the residue of ζK(s) at s = 1 is

κK = 2r1(2π)r2hKRK

wK

√|�K| , (1)

in which r1 is the number of real places of K, r2 is the number of complex places of
K, wK is the number of roots of unity in K, hK is the class number of K, and RK is
the regulator of K [16].

The nontrivial zeros of ζK lie in the critical strip, 0 < Re s < 1, where there
might exist an exceptional zero β, which is real and cannot lie too close to Re s = 1
[25, p. 148]. There are some cases in which β is known to not exist. For example,
Heilbronn [14] (later generalized by Stark [26]) showed that ifL is a normal extension
ofK and L has no quadratic subfield, then β does not exist. The Generalized Riemann
Hypothesis (GRH) asserts that the nontrivial zeros of ζK(s) satisfy Re s = 1

2 and that
the exceptional zero β does not exist.
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Unconditional explicit Mertens’ theorems for number fields 1171

Statement of results

Our main result (Theorem 1) is an effective version of Mertens’ theorems for number
fields. It is unconditional and the error terms depend explicitly only upon the two
easily-obtained parameters nK and �K; see Remark 4. Moreover, our estimates are
valid for all x ≥ 2. Our overall roadmap follows Diamond–Halberstam [6, p. 128–
129], although significant adaptations and technical lemmas are required to make
things explicit.1

Theorem 1 Let K be a number field with nK ≥ 2. Then for x ≥ 2,

∑

N (p)≤x

log N (p)

N (p)
= log x + AK(x), (A1)

∑

N (p)≤x

1

N (p)
= log log x + MK + BK(x), (B1)

∏

N (p)≤x

(
1 − 1

N (p)

)
= e−γ

κK log x

(
1 + CK(x)

)
, (C1)

in which

MK = γ + log κK +
∑

p

[
1

N (p)
+ log

(
1 − 1

N (p)

)]
, (M1)

|AK(x)| ≤ ϒK, (A2)

|BK(x)| ≤ 2ϒK

log x
, (B2)

|CK(x)| ≤ |EK(x)|e|EK(x)| with |EK(x)| ≤ nK
x − 1

+ |BK(x)|, (C2)

and

	K = e28.2nK+5(nK + 1)
5(nK+1)

2 |�K| 1
nK+1 (log |�K|)nK, (	)

1 Another possible approach might be to adapt Hardy’s method [1,12,13].
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1172 S.R. Garcia, E.S. Lee

ϒK =
(

(nK + 1)2

2κK(nK − 1)
	K + 1

)
+ 0.55	KnK(nK + 1)

κK
+ nK + 40.31

	KnK
κK

.

(ϒ)

In particular, EK(x) = o(1), hence CK(x) = o(1) as x → ∞. Furthermore,

γ + log κK − nK ≤ MK ≤ γ + log κK. (M2)

All quantities above can be effectively bounded, with explicit constants, in terms of
|�K| and nK alone; see the remarks below.

In order to prove Theorem 1 with error bounds not dependent upon a potential
exceptional zero of ζK, our proof eschews estimates of the prime-ideal counting func-
tion, such as [10, Cor. 1], in favor of an alternative. We appeal instead to a result of
Sunley (see Theorem 5) for an explicit estimate for the ideal counting function for K
that does not require information about the zeros of ζK.

Remark 2 For nK = 1, that is K = Q, our approach provides weaker error bounds
than Rosser–Schoenfeld [24, Thms. 5–7]. Much more is known about the Riemann
zeta function than a generic Dedekind zeta function, so this is not surprising.

Remark 3 For nK = 2 and nK = 3, one can obtain slightly improved bounds by
implementing (13) in the proof of (B2) throughout the subsequent computations.

Remark 4 An elegant upper bound for the residue κK is due to Louboutin [19]:

κK ≤
(
e log |�K|
2(nK − 1)

)nK−1

for nK ≥ 2. (2)

In Sect. 3, we give several unconditional lower bounds on κK. First, there is

κK ≥ 0.36232√|�K| .

For nK ≥ 3, an analysis of Stark’s paper [26] yields the asymptotically better bound

κK >
0.0014480

nKg(nK)|�K|1/nK ,

in which g(nK) = 1 if K has a normal tower over Q and g(nK) = nK! otherwise.
However, there are concerns about a constant employed in his proof; see Remark 13.
Section 3 contains improvements in special cases and additional digits of accuracy.
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Unconditional explicit Mertens’ theorems for number fields 1173

Outline of the paper

Section 2 contains the proof of Theorem 1, which occupies the bulk of the paper. In
Sect. 3, we obtain the unconditional, explicit lower bounds for κK discussed in Remark
4. We conclude in Sect. 4 with remarks and future questions.

2 Proof of Theorem 1

We split the proof of Theorem 1 across several subsections. In what follows, f (x) =
O
(g(x))means | f (x)| ≤ |g(x)| for all x in a pre-defined range (often x ≥ 2). This is
similar to Landau’s big-O notation, except the implied constant is always 1. To begin,
we require some preliminary remarks.

2.1 Preliminaries

Fix a number field K with nK ≥ 2 and ring of integers OK. Let IK(n) denote the
number of ideals with norm n and let PK(n) denote the number of prime ideals inOK

with norm n. Borevich–Shafarevich [3, p. 220] tells us that if pk is a rational prime
power, then IK(pk) ≤ (k + 1)nK . The total multiplicativity of the norm means that a
non-prime ideal may have norm pk , so one might suspect that a tighter bound can be
found for PK(pk). This expectation is well founded.

If p ⊂ OK is a prime ideal, then it divides exactly one rational prime p and
N (p) = pk for some 1 ≤ k ≤ nK [27, Thm. 5.14c]. Moreover, pOK has a unique
factorization

pOK = p
e1
1 · · · perr

into prime ideals pi , where ei ∈ N is the ramification index of pi . The pi are the only
prime ideals inK with norm equal to a power of p. In fact, N (pi ) = p fi , in which the
inertia degrees fi satisfy fi ≤ nK and

e1 f1 + · · · + er fr = nK.

In particular, for each rational prime p the corresponding inertia degrees satisfy

∑

fi

fi ≤ nK hence PK(pk) ≤
⌊
nK
k

⌋
≤ nK

k
. (3)

We require the following technique to obtain estimates for sums over prime ideals.
Suppose g is a nonnegative arithmetic function and recall that a prime ideal p with
N (p) ≤ x lies over exactly one rational prime p ≤ x . Then

G(x) =
∑

N (p)≤x

g(N (p)) ≤
∑

p≤x

∑

fi

g(p fi ),
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1174 S.R. Garcia, E.S. Lee

in which
∑

fi denotes the sum over the inertia degrees fi of the prime ideals lying
over p. If one can apply (3), the previous sum can be simplified. For example,

θK(x) =
∑

N (p)≤x

log N (p) ≤
∑

p≤x

∑

fi

log p fi =
∑

p≤x

(∑

fi

fi

)
log p ≤ nKθQ(x),

in which θQ denotes the Chebyshev theta function and θK its number-field analogue.
Finally, to avoid the problems which might arise from an exceptional zero of ζK,

we introduce the summatory function

IK(x) =
∑

n≤x

IK(n).

This is the number-field analogue of the integer-counting function 
x�. Our proof
relies on the following unconditional result of Sunley.

Theorem 5 (Sunley) Let K be a number field with nK ≥ 2. For x > 0,

IK(x) = κKx + O
(	Kx
1− 2

nK+1 ), (4)

in which

	K = e28.2nK+5(nK + 1)
5(nK+1)

2 |�K| 1
nK+1 (log |�K|)nK .

This result is [29, Thm. 2], although the range of admissible x is not specified and
a proof is not given (this is common for short research announcements in the Bulletin
of the AMS like this). Sunley’s result also appears as [30, Thm. 1.1], again without
proof or an explicit range of admissible x . Consequently, we were forced to go back
to Sunley’s doctoral thesis, in which the result is originally proved [28].

The desired result is stated, with nomention of the range of admissible x , as the first
part of [28, Thm. 1, p. 17] and restated as [28, Thm. 3.3.5, p. 54]. For convenience, and
to verify that Sunley intended (4) to apply for x > 0, we examine the proof presented
her thesis [28]. The proof begins at the bottom of p. 54 with the consideration of (in
our notation) the first case 0 < x ≤ 2nK

√|�K|; this clearly indicates that Sunley
intended (4) to be taken for x > 0. Let

a1 = e28.2nK+5(nK + 1)
5(nK+1)

2 , a3 = 22nKe
1
2 πnK(1.3)nK+1, a7 = 24nK+25nKnK!

These constants are defined on [28, pp. 54, 20, 28], respectively.
In [28, Lem. 3.1.1], Sunley notes that κK ≤ a3(log |�K|)nK . In [28, Thm. 3.1.6],

Sunley proves that

|IK(x)| ≤

⎧
⎪⎨

⎪⎩

(log |�K|)nK−1x for 0 ≤ x < 2,

nK
( nK−1

(nK−1)/2�

)
(log |�K|)nK−1x for 2 ≤ x ≤ |�K|,

a7(log |�K|)nK−1x for x > |�K|,
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Unconditional explicit Mertens’ theorems for number fields 1175

in which
( nK−1

(nK−1)/2�

)
is a binomial coefficient. This case is therefore dealt with on [28,

p. 55] using the preceding estimates in the following way:

|IK(x) − κKx | ≤ |IK(x)| + κKx

≤ (a7 + a3)(log |�K|)nK−1x
1− 2

nK+1 x
2

nK+1

≤ (a7 + a3)(2nK)
2

nK+1 |�K| 1
nK+1 (log |�K|)nKx1− 2

nK+1 .

Now, one can verify that

(a7 + a3)(2nK)
2

nK+1 ≤ a1 (5)

for nK ≥ 1, so the first case of Sunley’s theorem holds. The case x > 2nK
√|�K| is

handled using complex analysis and a “moving the line of integration” argument, but
the end result replicates (4), as expected. In particular, the a1 term arises during this
aspect of the proof, and this is the reason one does not need a stricter upper bound in
(5). It follows that (4) holds for x > 0.

Remark 6 If K = Q, then IQ(x) = x + O
(1). However, IQ(x) = 
x� ≤ x is
more precise. This is one reason Rosser–Schoenfeld obtain better error estimates in
Mertens’ theorems for K = Q [24]; the fact that the Riemann zeta function has no
exceptional zero provides them more options as well.

2.2 Preparatory lemmas to prove (A1) and (A2)

Before we establish (A1) and (A2) in Sect. 2.3, we need several technical lemmas to
estimate

∑

N (p)≤x

IK
(

x

N (p)

)
log N (p) and

∑

N (p)≤x

log N (p)
∑

j≥2

IK
(

x

N (p j )

)
.

We need the following result of Rosser–Schoenfeld [24, Thm. 9]:

θ(x) =
∑

p≤x

log p < 1.01624x < 1.1x for x > 0. (6)

A recent improvement on (6) yields smaller constants throughout; see Remark 14.

Lemma 7 For α ≥ 0 and x ≥ 2,

∑

p≤x

log p

pα
<

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

1.1

1 − α
x1−α if 0 ≤ α ≤ 1,

log x if α = 1,
1.1α

(α − 1)2α−1 if α > 1.
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1176 S.R. Garcia, E.S. Lee

Proof Rosser–Schoenfeld [24, (3.24)] established the result forα = 1. Suppose x ≥ 2.
For α > 0 with α �= 1, partial summation and (6) yield

∑

p≤x

log p

pα
= θ(x)

xα
+ α

∫ x

2

θ(t)

tα+1 dt < 1.1

(
1

xα−1 + α

∫ x

2

dt

tα

)

=

⎧
⎪⎪⎨

⎪⎪⎩

1.1

(
x1−α + α

1 − α

(
x1−α − 21−α

))
if 0 < α < 1,

1.1

(
1

xα−1 + α

α − 1

(
1

2α−1 − 1

xα−1

))
if α > 1,

which implies the desired result for α �= 1.

The preceding lemma and some computation yield the next lemma.

Lemma 8 For j ∈ N, nK ≥ 2, and x ≥ 2,

x
1− 2

nK+1
∑

N (p)≤x

log N (p)

N (p)
j(1− 2

nK+1 )
<

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

0.55 nK(nK + 1)x if j = 1 or j = nK = 2,

nKx
1− 2

nK+1 log x if ( j, nK) = (2, 3) or (3, 2),

13.2 nKx
1− 2

nK+1

2 j/3 otherwise.

Proof. First observe that (3) implies

∑

N (p)≤x

log N (p)

N (p)
j
(
1− 1

nK

) ≤
∑

p≤x

∑

fi

log(p fi )

p
fi j

(
1− 2

nK+1

)

≤
∑

p≤x

∑

fi

fi
log p

p
j
(
1− 2

nK+1

)

≤ nK
∑

p≤x

log p

p
j
(
1− 2

nK+1

) ,

in which
∑

fi denotes the sum over the inertia degrees fi of the prime ideals lying
over the rational prime p. Next substitute

α = j

(
1 − 2

nK + 1

)
(7)

into Lemma 7, multiply by x
1− 2

nK+1 , and obtain

x
1− 2

nK+1
∑

N (p)≤x

log N (p)

N (p)
j
(
1− 2

nK+1

) ≤ nKx
1− 2

nK+1
∑

p≤x

log p

p
j
(
1− 2

nK+1

) . (8)

Refer to Table 1 in the case-by-case analysis below.

123



Unconditional explicit Mertens’ theorems for number fields 1177

Table 1 Values of α = j(1 − 2
nK+1 ) for j ≥ 1 and nK ≥ 2

j\nK 2 3 4 5 6 7 8 9 10 11 12 13 14

1 1
3

1
2

3
5

2
3

5
7

3
4

7
9

4
5

9
11

5
6

11
13

6
7

13
15

2 2
3 1 6

5
4
3

10
7

3
2

14
9

8
5

18
11

5
3

22
13

12
7

26
15

3 1 3
2

9
5 2 15

7
9
4

7
3

12
5

27
11

5
2

33
13

18
7

13
5

4 4
3 2 12

5
8
3

20
7 3 28

9
16
5

36
11

10
3

44
13

24
7

52
15

5 5
3

5
2 3 10

3
25
7

15
4

35
9 4 45

11
25
6

55
13

30
7

13
3

6 2 3 18
5 4 30

7
9
2

14
3

24
5

54
11 5 66

13
36
7

26
5

7 7
3

7
2

21
5

14
3 5 21

4
49
9

28
5

63
11

35
6

77
13 6 91

15

Values with α < 1 are in italic, α = 1 in bolditalic, and α > 1 in bold

If j = 1, or if j = nK = 2, then 0 < α < 1 and (8) can be bounded from above
by the first case of Lemma 7:

nKx
1− 2

nK+1
∑

p≤x

log p

p
j(1− 2

nK+1 )
< nKx

1− 2
nK+1

1.1

1 − (
1 − 2

nK+1

) x1−
(
1− 2

nK+1

)

= 0.55 nK(nK + 1)x .

If j = 2 and nK = 3, or if j = 3 and nK = 2, then α = 1. In these two cases, the
second case of Lemma 7 immediately yields the desired upper bound.

Otherwise, α > 1 and we are in the third case of Lemma 7. We must maximize

f (α) = α

α − 1

over all pairs ( j, nK) shown inboldface inTable 1.Observe that f ′(α) = −(α−1)−2 <

0, and hence f (α) decreases for α > 1. Therefore, we must minimize α over all
admissible pairs ( j, nK). The definition (7) ensures that α increases in both j and nK,
so the desired maximum can be found by inspection of Table 1. The maximum value
of f occurs at ( j, nK) = (2, 4), for which α = 6

5 and f (α) = 6. Since nK ≥ 2, the
third case of Lemma 7 implies

nKx
1− 2

nK+1
∑

p≤x

log p

p
j
(
1− 2

nK+1

) <
1.1 nKαx

1− 2
nK+1

(
α − 1

)
2
j
(
1− 2

nK+1

)
−1

≤ 6.6 nKx
1− 2

nK+1

2
j
(
1− 2

nK+1

)
−1

≤ 13.2 nKx
1− 2

nK+1

2 j/3 .
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1178 S.R. Garcia, E.S. Lee

Our next two lemmas are estimates obtained with the aid of Lemma 8. The first one
is rather straightforward, but the second is much more involved.

Lemma 9 For x ≥ 2,

∑

N (p)≤x

IK
(

x

N (p)

)
log N (p) = κKx

∑

N (p)≤x

log N (p)

N (p)
+ 0.55	KnK(nK + 1)O
(x).

Proof. Theorem 5 and Lemma 8 with j = 1 imply

∑

N (p)≤x

IK
(

x

N (p)

)
log N (p)

=
∑

N (p)≤x

(
κK

(
x

N (p)

)
+ O


(
	K

(
x

N (p)

)1− 2
nK+1

))
log N (p)

= κKx
∑

N (p)≤x

log N (p)

N (p)
+ 	KO




(
x
1− 2

nK+1
∑

N (p)≤x

log N (p)

N (p)
1− 2

nK+1

)

= κKx
∑

N (p)≤x

log N (p)

N (p)
+ 0.55	KnK(nK + 1)O
(x).

Lemma 10 For x ≥ 2,

∑

N (p)≤x

log N (p)
∑

j≥2

IK
(

x

N (p j )

)
= O
(
K(x)),

in which


K(x) =

⎧
⎪⎪⎨

⎪⎪⎩

κKnKx + 	KO
(3.3 x + 2x
1
3 log x + 50.8 x

1
3 ) if nK = 2,

κKnKx + 	KO
(3 x
1
2 log x + 96 x

1
2 ) if nK = 3,

κKnKx + 	KO
(40.31 nKx
1− 2

nK+1 ) if nK ≥ 4.

(9)

Proof Theorem 5 and the total multiplicativity of the norm imply that

∑

N (p)≤x

log N (p)
∑

j≥2

IK
(

x

N (p j )

)
(10)

=
∑

N (p)≤x

log N (p)
∑

j≥2

(
κKx

N (p j )
+ O


(
	K

(
x

N (p j )

)1− 2
nK+1

))

= κKx
∑

N (p)≤x

∑

j≥2

log N (p)

N (p) j

︸ ︷︷ ︸
Term 1

+	KO



(
x
1− 2

nK+1
∑

N (p)≤x

∑

j≥2

log N (p)

N (p)
j(1− 2

nK+1 )

︸ ︷︷ ︸
Term 2

)
.

(11)

123



Unconditional explicit Mertens’ theorems for number fields 1179

Term 1. Use (3) to obtain

∑

N (p)≤x

∑

j≥2

log N (p)

N (p) j
≤

∑

p≤x

∑

fi

∑

j≥2

log(p fi )

(p fi ) j

≤
∑

p≤x

∑

j≥2

(∑

fi

fi

)
log p

p j

≤ nK
∑

p

∑

j≥2

log p

p j

= nK
∑

p

log p

p(p − 1)

< nK,

in which
∑

fi denotes the sum over the inertia degrees fi of the prime ideals lying
over the rational prime p (the final sum is bounded above by 0.7554).

Term 2. Apply Lemma 8 and obtain

x
1− 2

nK+1
∑

N (p)≤x

∑

j≥2

log N (p)

N (p)
j
(
1− 2

nK+1

)

=
∑

j≥2

(
x
1− 2

nK+1
∑

N (p)≤x

log N (p)

N (p)
j
(
1− 2

nK+1

)
)

=

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0.55 nK(nK + 1)x + nKx
1− 2

nK+1 log x

+13.2 nKx
1− 2

nK+1
∑

j≥4

1

2 j/3 if nK = 2,

nKx
1− 2

nK+1 log x + 13.2 nKx
1− 2

nK+1
∑

j≥3

1

2 j/3 if nK = 3,

13.2 nKx
1− 2

nK+1
∑

j≥2

1

2 j/3 if nK ≥ 4,

≤

⎧
⎪⎪⎨

⎪⎪⎩

3.3 x + 2x
1
3 log x + 50.8 x

1
3 if nK = 2,

3 x
1
2 log x + 96 x

1
2 if nK = 3,

40.31 nKx
1− 2

nK+1 if nK ≥ 4.

To complete the proof, return to (11) and use the estimates above.
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2.3 Proofs of (A1) and (A2)

Consider

TK(x) = log

( ∏

N (a)≤x

N (a)

)
=

∑

n≤x

IK(n) log n,

in which a ⊂ OK runs over the integral ideals of K. In the next two lemmas, we
approximate TK(x) in two different ways. Comparing the resulting expressions will
complete the proof of (A1). The following lemma is an explicit version of Weber’s
theorem, which states TK(x) = κKx log x + O(x) [6, p. 128].

Lemma 11 For x ≥ 2,

TK(x) = κKx log x +
(

(nK + 1)2

2(nK − 1)
	K + κK

)
O
(x).

Proof. Partial summation and Theorem 5 imply

TK(x) =
∑

n≤x

IK(n) log n =
∑

2≤n≤x

IK(n) log n

= IK(x) log x −
∫ x

2

IK(t)

t
dt

= (
κKx + O
(	Kx

1− 2
nK+1 )

)
log x

+ O


( ∫ x

2

κKt

t
dt +

∫ x

2

	Kt
1− 2

nK+1

t
dt

)
. (12)

Calculus reveals that log x ≤ αx1/α for x ≥ 1 and α > 0. Let α = nK+1
2 and deduce

log x < 1
2 (nK + 1)x

2
nK+1 .

Therefore,

(
κKx + O
(	Kx

1− 2
nK+1 )

)
log x = κKx log x + 1

2	K(nK + 1)O
(x).

Since nK ≥ 2,

∫ x

2
t
− 2

nK+1 dt = nK + 1

nK − 1
t
nK−1
nK+1

∣∣∣∣
x

2
<

nK + 1

nK − 1
x

nK−1
nK+1 ≤ nK + 1

nK − 1
x .

Return to (12) and observe that

∫ x

2

κKt

t
dt +

∫ x

2

	Kt
1− 2

nK+1

t
dt =

(
κK + nK + 1

nK − 1
	K

)
O
(x).
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Put this all together, recall that nK ≥ 2, and obtain

TK(x) = κKx log x + 1
2	K(nK + 1)O
(x) +

(
κK + nK + 1

nK − 1
	K

)
O
(x)

= κKx log x +
(

(nK + 1)2

2(nK − 1)
	K + κK

)
O
(x).

Now, we derive a second explicit approximation for TK(x).

Lemma 12 For x ≥ 2,

TK(x) = κKx
∑

N (p)≤x

log N (p)

N (p)
+ 0.55	KnK(nK + 1)O
(x) + O
(
K(x)),

in which 
K(x) is given by (9).

Proof. We require the ideal analogue of the Legendre–Chebyshev identity2 [18],

∏

N (a)≤x

N (a) =
∏

N (p)≤x

∏

j≥1

N (p)IK(x/N (p j )).

Theorem 5 and Lemma 8 with j = 1 imply

TK(x) = log

( ∏

N (a)≤x

N (a)

)
= log

( ∏

N (p)≤x

∏

j≥1

N (p)IK(x/N (p j ))

)

=
∑

N (p)≤x

log N (p)
∑

j≥1

IK
(

x

N (p j )

)

=
∑

N (p)≤x

IK
(

x

N (p)

)
log N (p) +

∑

N (p)≤x

log N (p)
∑

j≥2

IK
(

x

N (p j )

)

= κKx
∑

N (p)≤x

log N (p)

N (p)
+ 0.55	KnK(nK + 1)O
(x)

︸ ︷︷ ︸
Lemma 9

+ O
(
K(x))︸ ︷︷ ︸
Lemma 10

.

We are now in a position to complete the proof of (A2). Equate the two expressions
for TK(x) from Lemmas 11 and 12 and deduce

κKx log x +
(

(nK + 1)2

2(nK − 1)
	K + κK

)
O
(x)

= κKx
∑

N (p)≤x

log N (p)

N (p)
+ 0.55	KnK(nK + 1)O
(x) + O
(
K(x)).

2 Diamond–Halberstam [6, p. 128] inform us that Landau calls this the “Poincaré identity.”
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Divide by κKx , simplify, and get

∑

N (p)≤x

log N (p)

N (p)
= log x +

(
(nK + 1)2

2κK(nK − 1)
	K + 1

)
O
(1)

+ 0.55	KnK(nK + 1)

κK
O
(1) + O


(

K(x)

κKx

)
.

From (9) observe that


K(x)

κKx
= 1

κKx
·

⎧
⎪⎪⎨

⎪⎪⎩

κKnKx + 	KO
(3.3 x + 2x
1
3 log x + 50.8 x

1
3 ) if nK = 2,

κKnKx + 	KO
(3 x
1
2 log x + 96 x

1
2 ) if nK = 3,

κKnKx + 	KO
(40.31 nKx
1− 2

nK+1 ) if nK ≥ 4.

=

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

2 + 	K

κK
O
(3.3 + 2x− 2

3 log x + 50.8 x− 2
3 ) if nK = 2,

3 + 	K

κK
O
(3 x− 1

2 log x + 96 x− 1
2 ) if nK = 3,

nK + 	K

κK
O
(40.31 nKx

− 2
nK+1 ) if nK ≥ 4,

=

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

nK + 	K

κK
O
(36.18) if nK = 2,

nK + 	K

κK
O
(69.36) if nK = 3,

nK + 	K

κK
O
(40.31 nK) if nK ≥ 4,

= O


(
nK + 40.31

	KnK
κK

)
. (13)

Put this all together and obtain

∑

N (p)≤x

log N (p)

N (p)
= log x + AK(x),

in which

|AK(x)| ≤
(

(nK + 1)2

2κK(nK − 1)
	K + 1

)
+ 0.55	KnK(nK + 1)

κK
+ nK + 40.31

	KnK
κK︸ ︷︷ ︸

ϒK

.

This yields the desired bound (A2).
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2.4 Proofs of (B1) and (B2)

For x ≥ 2, partial summation yields

∑

N (p)≤x

1

N (p)
=

∑

N (p)≤x

log N (p)

N (p)

1

log N (p)

= 1

log x

∑

N (p)≤x

log N (p)

N (p)
+

∫ x

2

( ∑

N (p)≤t

log N (p)

N (p)

)
dt

t(log t)2

= 1

log x

(
log x + AK(x)

) +
∫ x

2

(
log t + AK(t)

) dt

t(log t)2

= 1 + AK(x)

log x
+

∫ x

2

dt

t log t
+

∫ x

2

AK(t)

t(log t)2
dt

= log log x − log log 2 + 1 + AK(x)

log x
+

∫ x

2

AK(t)

t(log t)2
dt

= log log x + 1 − log log 2 +
∫ ∞

2

AK(t)

t(log t)2
dt

︸ ︷︷ ︸
MK

+ AK(x)

log x
−

∫ ∞

x

AK(t)

t(log t)2
dt

︸ ︷︷ ︸
BK(x)

,

in which (A2) ensures that the integral that defines MK converges and

|BK(x)| ≤ |AK(x)|
log x

+
∫ ∞

x

|AK(t)|
t(log t)2

dt ≤ ϒK

(
1

log x
+

∫ ∞

x

dt

t(log t)2

)
= 2ϒK

log x
.

This proves (B1) and (B2).

2.5 Proof of (M1)

Now we must find the constant MK; our approach is based on Ingham’s [15]. Define

g(s) =
∑

p

1

N (p)s
= lim

x→∞
∑

N (p)≤x

1

N (p)s
,

which is analytic on Re s > 1. For x ≥ 2, partial summation implies

∑

N (p)≤x

1

N (p)s
=

∑

N (p)≤x

1

N (p)
N (p)1−s

= 1

xs−1

∑

N (p)≤x

1

N (p)
+ (s − 1)

∫ x

2

( ∑

N (p)≤t

1

N (p)

)
dt

t s
.
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Since Re(s − 1) > 0 and

∑

N (p)≤x

1

N (p)
= log log x + O(1)

by [23, Lem. 2.4], it follows that

lim
x→∞

1

xs−1

∑

N (p)≤x

1

N (p)
= 0.

Then for Re s > 1,

g(s) = (s − 1)
∫ ∞

2

( ∑

N (p)≤t

1

N (p)

)
dt

t s

= (s − 1)
∫ ∞

2

(
log log t + MK + BK(t)

)dt
t s

= (s − 1)
∫ ∞

2

MK

t s
dt

︸ ︷︷ ︸
I1(s)

+ (s − 1)
∫ ∞

2

BK(t)

t s
dt

︸ ︷︷ ︸
I2(s)

+ (s − 1)
∫ ∞

2

log log t

t s
dt

︸ ︷︷ ︸
I3(s)

.

First Integral. First observe that

lim
s→1+ I1(s) = MK lim

s→1+

(
(s − 1)

∫ ∞

2

dt

t s

)
= MK lim

s→1+ 21−s = MK.

Second Integral. From (B2), we have

|BK(t)|
t s

= O

(
1

t s log t

)
.

Let u = log t , so that du = dt/t and eu = t , and conclude that

(s − 1)
∫ ∞

2

dt

t s log t
= (s − 1)

∫ ∞

(s−1) log 2

e−v

v
dv

= −(s − 1)Ei
(
(1 − s) log 2

)
, (14)

in which

Ei(x) = −
∫ ∞

−x

e−t

t
dt

is the exponential integral function (the singularity is handled in the Cauchy principal
value sense). Since Ei(x) = log x + O(1) as x → 0+, (14) ensures that

lim
s→1+ I2(s) = 0.
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Alternatively, one can avoid the exponential integral by using the identity

∫ ∞

z

e−v

v
dv = − log z +

∫ 1

z

e−v − 1

v
dv +

∫ ∞

1

e−v

v
dv for z > 0.

Third Integral. Using the substitution t s−1 = ey , we obtain

I3(s) =
∫ ∞

log(2s−1)

e−y log y dy − 21−s log(s − 1).

Recalling that

γ = −
∫ ∞

0
e−t log t dt,

we conclude that I3(s) = −γ − log(s − 1) + o(1) as s → 1+.
Putting this all together, g(s) = MK − γ − log(s − 1) + o(1) and hence

MK = γ + log(s − 1) + g(s) + o(1) (15)

as s → 1+. The Euler product formula for ζK(s) ensures that

log(s − 1) + g(s)

= log(s − 1) +
∑

p

1

N (p)s

= log(s − 1) +
∑

p

[
1

N (p)s
+ log

(
1 − 1

N (p)s

)]
−

∑

p

log

(
1 − 1

N (p)s

)

= log
(
(s − 1)ζK(s)

) +
∑

p

[
1

N (p)s
+ log

(
1 − 1

N (p)s

)]
,

in which the sum is uniformly convergent by comparison with
∑

p N (p)−2. Since
ζK(s) has a simple pole at s = 1 with residue κK, we conclude from (15) that

MK = γ + log κK +
∑

p

[
1

N (p)
+ log

(
1 − 1

N (p)

)]
. (16)

This concludes the proof of (M1).

2.6 Proofs of (C1) and (C2)

From (16) we deduce

− γ − log κK + MK =
∑

N (p)≤x

[
1

N (p)
+ log

(
1 − 1

N (p)

)]
+ FK(x), (17)
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in which

FK(x) =
∑

N (p)>x

[
1

N (p)
+ log

(
1 − 1

N (p)

)]
. (18)

For y ∈ [0, 1), observe that

0 ≤ −y − log(1 − y) ≤ y2

1 − y
. (19)

Let y = 1/N (p) and deduce

|FK(x)| = −
∑

N (p)>x

[
1

N (p)
+ log

(
1 − 1

N (p)

)]

≤
∑

N (p)>x

1

N (p)(N (p) − 1)

≤
∑

p>x

∑

fi

1

p fi (p fi − 1)

≤
∑

p>x

( ∑

fi

1

)
1

p(p − 1)

< nK
∑

m>x

1

m(m − 1)

= nK
�x� − 1

≤ nK
x − 1

, (20)

in which
∑

fi denotes the sum over the inertia degrees fi of the prime ideals lying
over p and �x� denotes the least integer greater than or equal to x . In light of (B1),
the right-hand side of (17) becomes

∑

N (p)≤x

[
1

N (p)
+ log

(
1 − 1

N (p)

)]
+ FK(x)

=
∑

N (p)≤x

1

N (p)
+

∑

N (p)≤x

log

(
1 − 1

N (p)

)
+ FK(x)

=
∑

N (p)≤x

log

(
1 − 1

N (p)

)
+ log log x + MK + EK(x), (21)
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in which EK(x) = FK(x) + BK(x). Exponentiate (17) and use (21) to obtain

e−γ eMK

κK
= exp

[ ∑

N (p)≤x

log

(
1 − 1

N (p)

)]
(log x)eMKeEK(x),

which yields

∏

N (p)≤x

(
1 − 1

N (p)

)
= e−γ

κK log x
e−EK(x).

Write

CK(x) = e−EK(x) − 1

and use the inequality |et − 1| ≤ |t |e|t |, valid for t ∈ R, to deduce that

∏

N (p)≤x

(
1 − 1

N (p)

)
= e−γ

κK log x

(
1 + CK(x)

)
,

in which

|CK(x)| ≤ |EK(x)|e|EK(x)|.

This concludes the proof of (C1).

2.7 Proof of (M2)

From (16), we have

MK = γ + log κK + FK(2 − δ) for δ ∈ (0, 1),

in which FK(x) is defined by (18). In particular, (19) and (20) reveal that

−nK ≤ lim inf
δ→0+ FK(2 − δ) ≤ lim sup

δ→0+
FK(2 − δ) ≤ 0.

Thus, −nK ≤ MK − γ − log κK ≤ 0, which is equivalent to (M2).

3 Explicit lower bounds for the Dedekind zeta residue

For a number fieldK, recall that κK denotes the residue of the Dedekind zeta function
ζK(s) at s = 1. If K = Q, then κK = 1. Consequently, we assume that nK ≥ 2.
Although κK can be computed directly from the analytic class number formula (1), it
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is worth investigating bounds that are given only in terms of the absolute value of the
discriminant �K and the degree nK of K.

Since nK = r1 + 2r2 ≥ 2, it follows that 2r1(2π)r2 ≥ 22(2π)0 = 4. Friedman
[8, Thm. B] established that RK/wK ≥ 0.09058, a sharper version of a bound from
Zimmert [32] (see also [16, Thm. 7, p. 273]). Consequently,

κK ≥ 2r1(2π)r2 RK

wK

√|�K| >
4 · 0.09058√|�K| = 0.36232√|�K| . (22)

Another approach is based on Stark’s estimate

κK >
c

nKg(nK)|�K|1/nK , (23)

in which

g(nK) =
{
1 if K has a normal tower over Q,

nK! otherwise,

and c is effectively computable [26]. The denominator in (23) can be replaced by
g(nK) log |�K| ifK has no quadratic subfield.We show that c = 0.001448029 is likely
unconditionally admissible (see Remark 13) in (23), with improvements possible in
some cases. If nK > 2, then (23) is generally preferred over (22).

In what follows, we adhere to Stark’s notation so that the reader may, if they
wish, confirm our calculations. Stark proves the existence of effectively computable
constants c4 and c8 such that

κK > c4
−1 min

{
1

α(nK) log |�K| ,
1

c8|�K|1/nK
}

, (24)

in which

α(nK) =

⎧
⎪⎨

⎪⎩

4 if K is normal over Q,

16 if K has a normal tower over Q,

4nK! otherwise.

Moreover, κK > 1/(c4α(nK) log |�K|) ifK does not have a quadratic subfield. There-
fore, in the case K does not have a quadratic subfield,

κK >
1

c4c8|�K|1/nK min

{
c8|�K|1/nK

α(nK) log |�K| , 1
}

≥ 1

c4c8|�K|1/nK min

{
ec8

nKα(nK)
, 1

}
,

123



Unconditional explicit Mertens’ theorems for number fields 1189

since ex ≥ xe for x > 0 implies that

|�K|1/nK = exp((1/nK) log |�K|) ≥ (e/nK) log |�K|.

We find admissible constants c4 and c8 by carefully studying [26]. First,

c4 = 2c3 = 2e
21
8 + c1

2 − c2
8

�′
�

(
1
2

)

,

in which c1 = 0 and c2 = 2/ log 3 are admissible options [26, Lemma 4]. Hence,
c4 ≈ 43.162115 < 43.2 is admissible. Stark claims somewhat mysteriously that “it
is likely from a remark in Bateman and Grosswald [2, p. 188] that c8 = π/6 will
suffice”; see Remark 13. If one proceeds with c8 = π/6, then

κK >
1

c4c8|�K|1/nK min

{
ec8

nKα(nK)
, 1

}
= e/c4

nKα(nK)|�K|1/nK >
0.06297842

nKα(nK)|�K|1/nK ,

since (ec8)/(nKα(nK)) ≤ (ec8)/8 < 0.178 < 1. It follows that

κK >

⎧
⎪⎪⎨

⎪⎪⎩

0.015744605
nKg(nK)|�K|1/nK if K is normal over Q,

0.003936151
nKg(nK)|�K|1/nK if K has a normal tower over Q,

0.015744605
nKg(nK)|�K|1/nK otherwise.

Moreover, if K does not have a quadratic subfield, then

κK >
1/c4

α(nK) log |�K| >

⎧
⎪⎨

⎪⎩

0.005792116
g(nK) log |�K| if K is normal over Q,

0.001448029
g(nK) log |�K| if K has a normal tower over Q,

0.005792116
g(nK) log |�K| otherwise.

Assuming that c8 = π/6 is feasible, it follows that c = 0.001448029 is uncondition-
ally admissible in (23), with improvements available if more information is known
about K. This justifies the claims made in Remark 4.

Remark 13 Stark suggests that c8 = π/6 is admissible in [26, Lem. 11] and Pintz [22,
Thm. 3] proved that c8 = π/12 + o(1) works. This suggests that Stark’s c8 = π/6 is
acceptable. Further evidence was provided by Schinzel, a referee of Pintz’s paper, who
improved the value of c8 in a footnote to Pintz’ paper [22, p. 277]. That is, for each
ε > 0 and |�K| sufficiently large, he proved that c8 = (16/π − ε)−1 is admissible
[22, p. 277]. Moreover, one can always just use the lower bound (22).
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4 Remarks and open problems

Remark 14 The estimate θ(x) < 1.01624x from (6) has been improved over the years.
The current record appears to be due to Broadbent et al. [4], who proved that

θ(x) < (1 + 1.93378 × 10−8)x for x ≥ 0.

This bound results in a slight improvement to the constants in Theorem 1.

Question 15 Tenenbaum [31] recently proved a generalization of Mertens’ second
theorem. Following similar arguments mutatis mutandis it may be possible to write

SK(k, x) =
∑

N (p1p2···pk )≤x

1

N (p1p2 · · · pk) = PK(k, log log x) + O

(
(log log x)k−1

log x

)

for x ≥ 3, in which PK(k, X) = ∑
0≤ j≤k λ j,k X j and λ j,k are defined as in [31,

Thm. 1]. Can one make the implied constant explicit in terms of nK and |�K|?
Question 16 In the case K = Q, Mertens’ third theorem asserts

∏

p≤x

(
1 − 1

p

)−1

∼ eγ log x .

Rosser–Schoenfeld [24] observed that the product is less than eγ log x for x ≤ 108 and
they wondered if the two expressions took turns exceeding the other. Diamond–Pintz
proved that this is the case [7]. In fact, the difference is�(log log log x/

√
x) infinitely

often. Does a similar phenomenon occur for K �= Q?
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