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Abstract
Purpose  Quality of life (QoL) measurement relies upon participants providing meaningful responses, but not all respond-
ents may pay sufficient attention when completing self-reported QoL measures. This study examined the impact of careless 
responding on the reliability and validity of Internet-based QoL assessments.
Methods  Internet panelists (n = 2000) completed Patient-Reported Outcomes Measurement Information System (PROMIS®) 
short-forms (depression, fatigue, pain impact, applied cognitive abilities) and single-item QoL measures (global health, pain 
intensity) as part of a larger survey that included multiple checks of whether participants paid attention to the items. Latent 
class analysis was used to identify groups of non-careless and careless responders from the attentiveness checks. Analyses 
compared psychometric properties of the QoL measures (reliability of PROMIS short-forms, correlations among QoL scores, 
“known-groups” validity) between non-careless and careless responder groups. Whether person-fit statistics derived from 
PROMIS measures accurately discriminated careless and non-careless responders was also examined.
Results  About 7.4% of participants were classified as careless responders. No substantial differences in the reliability of 
PROMIS measures between non-careless and careless responder groups were observed. However, careless responding 
meaningfully and significantly affected the correlations among QoL domains, as well as the magnitude of differences in 
QoL between medical and disability groups (presence or absence of disability, depression diagnosis, chronic pain diagnosis). 
Person-fit statistics significantly and moderately distinguished between non-careless and careless responders.
Conclusions  The results support the importance of identifying and screening out careless responders to ensure high-quality 
self-report data in Internet-based QoL research.

Keywords  Quality of life · Patient-reported outcomes · Careless responding · Inattentive responding · Person-fit statistics

Introduction

Recent methodological and technological advances have 
transformed the measurement of quality of life (QoL) in 
research and clinical settings. The development of QoL 
measurement systems with state-of-the-science (e.g., item 
response theory; IRT) methods has enhanced the stand-
ardization, precision, and efficiency of QoL assessments [1, 
2]. At the same time, advances in technology have spurred 
more extensive use of Internet-based data collection as a 

cost-efficient way to monitor QoL on a population level and 
to compare QoL levels across medical diseases and condi-
tions [3]. Internet survey panels also facilitate the devel-
opment of modern QoL instruments by reducing expenses 
associated with large-scale data collection. For example, 
measures by the Patient-Reported Outcomes Measurement 
Information System (PROMIS®) were administered to large 
Internet panels for item calibration and to obtain reliability 
and validity data [2, 4].

Despite these advances, the quality of self-reported QoL 
data depends upon respondents’ ability and willingness to 
provide accurate and valid responses. Among a number of 
self-report biases discussed in the literature (e.g., socially 
desirable responding, memory bias, faking bad or good), 
an often overlooked concern is that some respondents may 
not pay sufficient attention when completing QoL meas-
ures. Inattentive or careless responding has been viewed as 
a form of survey “satisficing,” whereby respondents provide 
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answers but do not expend the mental effort required to fully 
read and interpret the questions or to generate meaningful 
responses [5, 6]. Johnson [7] argued that Internet-based 
assessments may make careless responses especially likely 
given that the physical distance and low personalization of 
web-based assessments limits participants’ accountability. 
This may be especially problematic in anonymous testing 
environments, such as population-based data collection, 
where there are no immediate consequences to participants’ 
response behaviors [7].

Careless responding can manifest in various ways, includ-
ing completely random responses (wherein a respondent 
selects a response option at random for each question) or 
uniformly repeated responses (wherein a respondent may 
read a few questions and then respond to subsequent ques-
tions in the same way without noticing changes in content 
or direction of items). Numerous indicators of careless 
responding have been identified and discussed, including 
bogus items, consistency checks, instructed response items, 
and inspection of response patterns and response times [for 
comprehensive summaries, see 8–13]. Notably, carelessness 
and other forms of invalid responses have sometimes been 
lumped together in the literature [14, 15], even though care-
less responding is conceptually distinct from response biases 
involving intentional misrepresentation, such as impression 
management and socially desirable responding. Whereas 
the latter represent response behaviors that are motivated 
to appear in a particular manner and, therefore, require 
respondents to pay close attention to the questions, careless 
responses imply lack of effort and inattention [13].

Theoretically, careless responding poses potentially seri-
ous threats to the validity of self-report data in that it can 
undermine the psychometric properties of survey instru-
ments, reduce statistical power, and obscure meaningful 
results [8, 13, 16–19]. However, it has been noted that there 
is a dearth of empirical studies examining the implications 
of carelessly invalid responses for conclusions derived from 
“real world” data [14]. In QoL research, much emphasis is 
placed on evaluating the soundness and precision of meas-
urement instruments and the identification of misfitting 
items [20–22]. On the other hand, researchers typically do 
not routinely screen individuals for adequate data quality, so 
that the prevalence and impact of careless responses in QoL 
research remain largely unknown.

In the present study, we examine data from an Internet 
panel survey that administered PROMIS short-forms and 
single-item QoL measures in a general U.S. population sam-
ple. To identify potentially careless responders, the survey 
included several checks of whether the panelists paid atten-
tion to the items. The survey sought to evaluate the preva-
lence and impact of careless responding (a) on the observed 
reliability of PROMIS measures, (b) on the correlations 
between QoL domains (convergent validity), and (c) on the 

magnitude of differences in QoL between respondents with 
and without self-reported disabilities and medical conditions 
(“known groups” validity). A secondary goal was to examine 
whether “person-fit” statistics, which have been proposed to 
detect individuals with aberrant or haphazard response pat-
terns in IRT measures, could be useful to identify inattentive 
responders [23, 24]. If this were the case, person-fit statistics 
might serve as a valuable screening tool in setting in which 
direct inattentiveness assessments are unavailable.

Methods

Participants and procedure

Participants were 2000 adults from a U.S. national opt-in 
Internet panel comprising about one million households. 
The panel consists of members volunteering to periodically 
participate in online questionnaires for minimal rewards 
(e.g., bonus miles). Recruitment from the panel was strati-
fied by age (balanced groups of 21–44, 45–64, and 65+ 
years of age), gender (50% male), and education (50% high 
school graduate or less, 50% some college or more). Invita-
tions were sent to panelists until the targeted sample size 
in each of the strata was reached. Participants completed 
the QoL measures for this study as part of a larger online 
survey (~ 150 items) generated using Qualtrics (Provo, UT) 
that included questions about various attitudes and life 
concerns not considered here. All participants provided 
electronic informed consent before completing the survey. 
Respondents had the option of skipping questions, but few 
used this option; the average missing value rate was 0.66% 
(median = 0.00%; interquartile range = 0.71%). Thirteen par-
ticipants with more than 10% missing values were elimi-
nated from the data; thus, the analysis sample consisted of 
1987 participants (study data and materials are publically 
available [25]).

Indicators of careless responding

Individual indicators of carelessness are prone to false posi-
tives (e.g., participants misunderstanding an item) and false 
negatives (e.g., participants selecting the correct option by 
chance); therefore, multiple inattentiveness checks were 
implemented.

Instructed response item

The most direct type of screening for inattentiveness is the 
use of instructed response items [8, 13]. An item that explic-
itly instructed participants to “move to the next item without 
clicking any of the answers” was administered at a random 
location of the survey. The response was coded as correct 
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if the item was skipped as instructed and as incorrect if any 
response option was selected.

Consistency in age reports

To capture inconsistent responses to a factual question, 
respondents were asked to indicate their age twice in the 
survey, once at the beginning (asking for age in years using 
an open response format) and once near the end of the sur-
vey (using a forced choice response format with 10-year 
age brackets). The responses were coded as inconsistent if 
the open-ended and forced-choice responses did not match.

Vocabulary items

Another attention screening technique involves adminis-
tering items with a clearly correct answer [9]. While these 
items require some cognitive effort, they are relatively 
“easy” so that attentive respondents should respond cor-
rectly. Three vocabulary items were administered at random 
locations in the survey that asked for words similar in mean-
ing to the words permit, talk, and couch, respectively. Out of 
five response choices, the correct one was a synonym (allow, 
speak, and sofa, respectively), whereas incorrect choices 
represented clearly unrelated words.

Figure matching

A figure matching task was included as a non-verbal atten-
tiveness check. The task consisted of 20 items from the 
“Identical Pictures” test [26, 27]; ten were presented near 
the beginning and ten at the end of the survey. Instructions 
and two practice items were provided before the test items. 
For each item, a simple target figure appeared on the left 
side of the screen, and five response alternatives (1 matching 
and 4 clearly non-matching) on the right side of the screen. 
Subjects could spend up to 10 s to select the figure matching 
the target figure. The number of incorrectly selected figures 
was counted as an indicator of inattentive responding.

Response time

Short response times have been suggested to indicate low 
response effort and lack of cognitive processing when com-
pleting survey items [8, 9, 28]. For each respondent, we 
calculated the median of the response times to all survey 
items. Using the median was preferable over the average of 
response times because some respondents spent hundreds of 
minutes on some pages, possibly because they took a break 
from the survey. The distribution of median item response 
times was positively skewed and was normalized via log 
transformation.

Quality of life measures

PROMIS short-form measures for four QoL domains were 
administered: depression (8 items) [29], fatigue (7 items) 
[30], pain interference (8 items) [31], and applied cogni-
tive abilities (8 items) [32]. PROMIS instruments have 
undergone rigorous psychometric evaluation and have 
demonstrated excellent measurement precision [2].

Single-item measures of general health and of pain 
intensity were also administered. General health was 
assessed with the SF-36 [33] item “In general, would you 
say your health is” (1 = excellent; 5 = poor). Pain intensity 
was assessed with the Brief Pain Inventory [34] average 
pain item (0 = no pain; 10 = pain as bad as you can imag-
ine). All measures were administered and scored in the 
direction of the construct, such that higher scores indi-
cate better health and cognitive abilities, but more severe 
depression, fatigue, pain interference, and pain intensity.

Data analysis

Identification of careless responders

Prior studies have shown that multiple indicators of care-
less responding do not always measure the same construct 
[8, 9]. Accordingly, initial analyses examined the dimen-
sionality of the various careless response indicators in 
exploratory and confirmatory factor analysis models. Fac-
tor model fit was evaluated with the comparative fit index 
(CFI, > 0.95 for good fit), non-normed fit index (NNFI, 
> 0.95 for good fit), and root mean square error of approxi-
mation (RMSEA, < 0.06 for good fit) [35]. Latent class 
analysis was then used to identify potential subgroups of 
responders based on the multivariate profile of scores on 
the careless response indicators. While latent class analy-
sis is an exploratory procedure that cannot conclusively 
classify careless responders and does not impose restric-
tions on the shape of profiles in each class, we expected to 
find latent classes separated by higher versus lower scores 
across all indicators, in line with what would be expected 
if one subgroup was consistently careless. The number 
of latent classes to be retained was determined based on 
information criteria (Bayesian Information Criterion, BIC; 
Akaike Information Criterion, AIC) and on the substantive 
interpretability of the extracted profiles [36–38]. Analy-
ses were conducted in Mplus version 7.4. [39], using a 
normal distribution specification for continuous (response 
time), a logistic distribution function for binary (instructed 
response item, vocabulary items, response inconsistency), 
and a Poisson distribution specification for count (figure 
matching) indicator variables. Missing values were accom-
modated with maximum likelihood estimation.
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Sociodemographic predictors of careless responding

Logistic regression models were used to examine whether 
subgroups of careless and non-careless responders identified 
in the latent class analysis differed on demographic charac-
teristics (age, gender, race, ethnicity, marital status, educa-
tion, income). Each demographic variable was first tested 
individually as a predictor of careless responder status, fol-
lowed by a multiple logistic regression with all demographic 
variables entered simultaneously.

Impact of careless responding on psychometric properties 
of QoL measures

The impact of careless responding on measurement reli-
ability was tested only for PROMIS short-forms, given 
that multi-item scales are required for these analyses. The 
impact of careless responding on correlations between QoL 
domains and on known-groups differences in QoL was eval-
uated using both PROMIS and single-item measures.

Measurement reliability  Following established PROMIS 
psychometric testing procedures, measurement precision 
was evaluated with test information functions derived from 
IRT models (Samejima’s graded response model) fitted to 
each PROMIS domain [20, 29–32]. Information functions 
depict the reliability of a measure across the levels of the 
underlying continuum (e.g., depression, fatigue), and were 
descriptively compared between careless and non-careless 
responder groups.

Correlations between  QoL domains  The matrix of inter-
correlations between QoL measures was computed for par-
ticipants classified as careless and non-careless responders. 
Tests for significant group differences in the correlations 
were conducted using Fisher r-to-z transformed coefficients 
[40]. The magnitude of differences was evaluated using 
Cohen’s effect size q, where values of 0.10, 0.30, and 0.50 
indicate small, medium, and large differences between cor-
relations, respectively [41].

Known‑groups differences in QoL  Standardized mean differ-
ences (Cohen’s d, where 0.20, 0.50, and 0.80 indicate small, 
medium, and large effects, respectively) were computed for 
comparisons of QoL scores between groups defined by self-
reported disability status (receiving disability benefits or 
not) and medical status (presence or absence of depression 
diagnosis and chronic pain diagnosis). Whether the effect 
sizes differed between careless and non-careless responders 
was evaluated by testing interaction terms (disability/diag-
nosis by responder status) using standardized QoL scores as 
outcome variables in ANOVA models.

Detection of careless responding from person‑fit statistics

Person-fit statistics evaluate the degree to which a partici-
pant’s item scores conform to a specified IRT model, such 
that the pattern of item responses corresponds with the pat-
tern of “difficulty” (or severity) represented by the items 
(e.g., a person endorsing a moderate severity item should 
also endorse a low severity item) [23, 24]. The perfit R 
package [42] was used to obtain three major non-paramet-
ric person-fit statistics averaged across the PROMIS short-
forms: the number of Guttman errors, the normed Guttman 
statistic, and the generalized U3 statistic (see [23, 42, 43] 
for details). Receiver Operating Characteristic (ROC) anal-
yses were then conducted to examine the extent to which 
the person-fit indices discriminated between careless and 
non-careless responder groups [44]; the area under the ROC 
curve (AUC) was used to summarize diagnostic accuracy 
(where 0.50 < AUC ≤ 0.70 suggests low, 0.70 < AUC ≤ 0.90 
moderate, and AUC > 0.90 high accuracy) [44, 45].

Results

Participants had a mean age of 53.2 years (SD = 16.4, range 
21–89). Most participants where White (88.6%) and non-
Hispanic (95.0%), and almost two-thirds (59.4%) were 
married (see Table 1). One-eighth (12.3%) reported receiv-
ing disability, 21.4% reported having received a diagnosis 
of depressive disorder, and 25.5% reported a chronic pain 
condition.

Identification of careless responders

Factor analysis of the indicators of inattentiveness showed 
that a 1-factor model fitted the data well (CFI = 0.98; 
NNFI = 0.98; RMSEA = 0.048 [90% CI 0.038–0.059]; all 
loadings ≥ 0.35), suggesting a single underlying construct. 
An exploratory 2-factor model did not converge. In latent 
class models conducted with 1–5 classes, while BIC and 
AIC values continuously improved as more classes were 
extracted, inspection of “elbow plots” suggested that 
improvements in model fit leveled off markedly when more 
than 2 classes were extracted, and the 3-class model resulted 
in one very small (2%, n = 44) class. Thus, the 2-class model 
was preferred for parsimony and statistical reasons [36–38]. 
As shown in Table 2, respondents in class 2 had vastly higher 
rates of incorrect responses on all inattentiveness items, and 
showed two times faster response times, compared to those 
in class 1. Accordingly, class 2 (n = 148; 7.4%) was labeled 
“careless” responders, and class 1 (n = 1839; 92.6%) “non-
careless” responders.

The latent class model showed a high entropy of 0.97 
(where values closer to 1.0 imply better class separation), 
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which means that respondents could be assigned to the 
latent classes with very little uncertainty [46]. As shown 
in Table 2, indicator-specific entropies (which evaluate 
how well each indicator by itself can accurately identify 
the latent classes) were moderate to high for all indicators, 
with figure matching being the most successful (univariate 
entropy = 0.93) and inconsistent age reports being the least 
successful class indicator (univariate entropy = 0.63) [47].

Socioeconomic characteristics associated 
with careless responding

In bivariate logistic regressions, participants assigned to 
the careless responder class were more likely to be younger 
(OR 0.93 per 1-year increase in age; p < .001), male (OR 
3.01; p < .001), Hispanic (OR 2.75; p < .001), unmarried 
(OR 1.62; p < .01), college educated (OR 1.55; p < .05), and 
to have a higher income (OR 2.15 for income ≥ $50,000 
vs. less; p < .001) than those assigned to the non-careless 
responder class. When all demographic predictors were 
simultaneously entered in a multiple logistic regression, 
only age (p < .001) and gender (p < .001) uniquely predicted 
the responder classes. As shown in Fig. 1, rates of care-
less responders were roughly 30% (for men) and 10% (for 
women) at age 30, and they were below 1% at age 75.

Careless responding and reliability of PROMIS 
short‑forms

Unidimensional graded response models fitted to the 
PROMIS short-forms in each responder class yielded 
model fit statistics consistent with prior results for PROMIS 
measures, with CFI > 0.98 (non-careless) and > 0.98 (care-
less), NNFI > 0.98 (non-careless) and > 0.97 (careless), and 
RMSEA values ranging from 0.12 to 0.19 (non-careless) 
and from 0.11 to 0.16 (careless) [30, 31, 48]. Test infor-
mation functions of the measures showed high reliabilities 
in the non-careless responder class, in line with previously 
established results [29–32]. As shown in Fig. 2, while the 
reliabilities obtained for careless responders were somewhat 
lower for some PROMIS domains (depression, cognitive 
abilities, and pain impact), the test information functions 
still indicated reliabilities above 0.90 over wide ranges of the 
underlying constructs, suggesting that careless responding 
had a very small impact on reliability.

Careless responding and correlations between QoL 
domains

We next examined the impact of careless responding on 
the correlations between QoL domains (see Table 3). 
The subsample of non-careless responders showed the 
expected pattern of moderately positive correlations 
among domains that were scaled in the same direction 
(positive with positive and negative with negative), and 
negative correlations among domains that were scaled in 
opposite directions. By comparison, the class of careless 
responders showed almost uniformly more positive (i.e., 
closer to r = 1.0) correlations for domains scaled in the 
same direction, and less negative (i.e., closer to r = 0.0) 
correlations for domains scaled in opposite directions. 
The correlations significantly differed between careless 

Table 1   Demographic characteristics of the study sample

n %

Age
 Mean = 53.2, SD = 16.4
 21–44 690 34.7
 45–64 638 32.1
 65+ 659 33.2

Gender
 Male 994 50.0
 Female 993 50.0

Race
 African-American 121 6.1
 Asian 38 1.9
 Native American 11 0.6
 Pacific Islander 5 0.3
 White 1761 88.6
 More than one race 19 1.0
 Other 32 1.6

Ethnicity
 Hispanic 100 5.0
 Non-Hispanic 1887 95.0

Marital status
 Never married 346 17.4
 Living with partner 117 5.9
 Married 1180 59.4
 Separated 23 1.2
 Divorced 201 10.1
 Widowed 120 6.0

Education
 Up to 8th grade 10 0.5
 8th–12th grade 78 3.9
 High school graduate 905 45.6
 Some college 315 15.9
 College graduate 409 20.6
 Master’s degree 210 10.6
 Doctoral degree 60 3.0

Yearly income
 < $20,000 299 15.1
 $20,000–$34,999 374 18.8
 $35,000–$49,999 336 16.9
 $50,000–$74,999 385 19.4
 $75,000+ 588 29.6
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and non-careless responder classes for each domain pair 
(all ps < .05), except for the correlation between fatigue 
and pain intensity (p = .10); the magnitude of differences 
in correlations ranged from Cohen’s q = 0.10 to q = 0.78 
(median q = 0.38). To evaluate the effect that excluding 
careless responders from the overall sample would have, 
we also compared the correlations in the full sample (i.e., 
all participants) with those in the non-careless responder 
subsample: the median difference in correlations was 
q = 0.07 (range q = 0.00–0.10; see Table 3).

Careless responding and known‑groups validity

The subsamples of non-careless and careless responders did 
not significantly differ in self-reported rates of depression 
diagnosis (non-careless: 21.2%, careless: 24.3%; OR 1.19, 
p = .37) and chronic pain diagnosis (non-careless: 25.4%, 
careless:  25.7%; OR 1.02, p = .94). Fewer non-careless 
(11.8%) than careless (18.9%; OR 1.75, p < .05) responders 
reported being on disability. Table 4 shows the effect sizes 
for the known-group differences in QoL scores by responder 
class. For non-careless responders, all effect sizes were mod-
erate to large (ranging from d = 0.29 to d = 1.26) in expected 
directions, and highly significant (p < .001). For careless 
responders, all effect sizes were non-significant (p > .05) 
and 15 out of 18 effect sizes were significantly lower than 
those for non-careless responders (ps < .05 for the interaction 
terms of disability/diagnosis by responder class in ANOVA 
models, see Table 4). The median difference in effect sizes 
between non-careless and careless responder classes was 
d = 0.59 (range 0.23–1.23). To evaluate the effect of elimi-
nating careless responders from the data, we compared the 
effects sizes in the full sample with those in the class of 
non-careless responders: eliminating the class of careless 
responders increased the effect sizes in ranges from 5.0 to 
15.9%.

Detection of careless responding from person‑fit 
statistics

In secondary analyses, the ability of person-fit statistics to 
detect careless responding was examined. All three person-
fit statistics significantly (p < .001) distinguished between 

Table 2   Latent class profiles on indicators of careless responding

a Log-transformed item response time was used in the analysis and was back-transformed for the presentation of means in the table
b Indicator-specific latent class separation indices were calculated from univariate latent class models conducted for each indicator variable with 
all parameter values fixed at those obtained from the full model. Univariate entropy values can range from 0 to 1; higher values denote that the 
indicator is more informative at separating the latent classes. The proportion of subjects correctly assigned to latent classes, negative predictive 
values (i.e., proportion of subjects assigned to class 1 that truly belonged to latent class 1), and positive predictive values (i.e., proportion of 
subjects assigned to class 2 that truly belonged to latent class 2) were assessed by comparing true latent class memberships with observed class 
memberships (based on the highest posterior class probability)

Careless response indicator Latent class #1 Latent class #2 Indicator-specific latent class separationb

N = 1839 (92.6%) N = 148 (7.4%) Univariate 
entropy

Proportion cor-
rectly assigned

Negative 
predictive 
value

Positive 
predictive 
value

Incorrect instructed response item 4.2% 71.5% 0.74 0.94 0.98 0.59
Inconsistent age reports 0.7% 11.1% 0.63 0.93 0.93 0.60
Incorrect vocabulary item 1 (permit—allow) 4.5% 64.6% 0.73 0.93 0.97 0.54
Incorrect vocabulary item 2 (talk—speak) 0.7% 40.2% 0.71 0.95 0.95 0.82
Incorrect vocabulary item 3 (couch—sofa) 0.8% 47.8% 0.73 0.95 0.96 0.83
Incorrectly matched figures (out of 20) 6.7% 41.7% 0.93 0.98 0.98 0.97
Median response time per item (s)a 5.85 2.85 0.78 0.95 0.96 0.77
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non-careless and careless responder classes. The AUC val-
ues were 0.79 (95% CI 0.74–0.83) for the number of Gutt-
man errors, 0.73 (95% CI 0.68–0.77) for the normed Gutt-
man statistic, and 0.70 (95% CI 0.65–0.74) for the U3 index, 
indicating moderate classification accuracy of all fit statis-
tics (see Fig. 3). Statistical comparison of the ROC curves 
[49] showed that the number of Guttman errors was more 
accurate than the normed Guttman statistic (χ2[1] = 43.3, 
p < .001), which in turn was more accurate than the U3 
index (χ2[1] = 42.3, p < .001), in distinguishing between the 
responder classes.

Discussion

The problem of careless responding to survey items has not 
yet found widespread attention in QoL research, despite 
the theoretical importance of the topic for ensuring psy-
chometrically sound self-report measurement. To date, the 
phenomenon has been most extensively studied in personal-
ity research conducted with student samples [8, 16, 18, 50]. 
Thus, even though web-based data collection is popular in 
population health research and modern IRT-based QoL test 
development, little is known about the prevalence of careless 
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Fig. 2   Test information functions for PROMIS depression, applied 
cognitive abilities, fatigue, and pain interference in careless and non-
careless responder groups. The horizontal-dotted lines indicate values 
of the test information functions comparable with internal consist-

ency reliabilities of 0.90 and 0.95. Areas in which the test informa-
tion exceeds these benchmarks represent the range of scale scores that 
are commonly considered precise individual scores
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responding in general population samples and its impact on 
the quality of Internet-based QoL data.

The findings from the current study support the position 
that identifying careless responders may have important 
implications for web-based QoL research. Based on multiple 
attention checks interspersed throughout the survey, latent 
class analysis categorized 7.4% of survey panelists as care-
less responders. This prevalence is only slightly lower than 
the 10–12% careless responders documented in research con-
ducted with undergraduate students [8]. Careless respond-
ing was much more prevalent among younger and male 
panelists compared to older and female participants. These 
demographic effects are strikingly different from those found 
for other response biases, such as acquiescent and extreme 
response styles, which have been observed more frequently 
in older and female respondents [51, 52]. This suggests that 
careless responding represents a distinctive phenomenon in 
survey research and should not be viewed as interchangeable 
with other response biases.

Careless responding had little impact on the test informa-
tion functions of PROMIS measures in contrast to a previous 
study that found pronounced effects of careless responding 
on measurement reliability [13]. A potential explanation 
is that uniform response patterns predominated over com-
pletely random patterns among careless responders. Whereas 
random responses increase measurement error and attenu-
ate reliabilities, uniform patterns, in which participants 

repeatedly use the same response option, can artificially 
inflate internal consistency estimates [53]. This interpreta-
tion is also consistent with the observed impact of careless 
responding on the correlations between QoL domains, where 
correlations of QoL measures scaled in the same direction 
were inflated and correlations of measures scaled in opposite 
directions were greatly diminished or even reversed in the 
careless responder group: this effect is exactly what would 
be expected to result from uniformly repeated responses. 
While other samples of careless responders may display dif-
ferent compositions of artificial response patterns [8], the 
results show that even a relatively small number (7.4%) of 
careless participants can generate complex and meaningful 
biases in the psychometric properties of QoL measures.

With respect to “known groups” differences in QoL, the 
results showed that the presence of careless responders in the 
dataset consistently weakened the effect sizes for compari-
sons between groups with and without disability and medical 
conditions. While one might have suspected that single-item 
QoL measures may be especially susceptible to this given 
their lower reliability compared with multi-item scales, 
the effects were similar for both single-item and PROMIS 
short-form measures, suggesting that careless responders 
were consistently inattentive across multi-item scales. An 
interesting question is whether excluding careless respond-
ers from the data increases the nominal statistical power to 
detect the examined group differences. In other words, does 

Table 3   Correlations among quality of life measures for the full sample and for subgroups of careless and non-careless responders

Variable pairs are sorted in descending order of correlations in the full sample. Correlations sharing the same subscript significantly differ 
between careless and non-careless responders at p < .05 (subscript a), p < .01 (subscript b); p < .001 (subscript c)

Pairs of outcome measures Correlations Difference between correlations 
(Cohen’s q)

Careless 
responders

Non-careless 
responders

Full sample Careless versus non-
careless

Full sample 
versus non-
careless

Pain interference—Pain intensity 0.55c 0.74c 0.74 − 0.34 0.00
Depression—Fatigue 0.83c 0.67c 0.71 0.37 0.07
Fatigue—Pain interference 0.74b .59b 0.63 0.28 0.06
Fatigue—Pain intensity 0.60 0.50 0.54 0.14 0.05
Depression—Pain interference 0.72c 0.45c 0.51 0.41 0.08
Depression—Pain intensity 0.55a 0.39a 0.44 0.20 0.07
Cognitive abilities—General health 0.30c 0.39c 0.38 − 0.10 − 0.01
Pain intensity—Cognitive abilities 0.13c − 0.30c − 0.26 0.44 0.04
Depression—General health − 0.05c − 0.40c − 0.31 0.37 0.09
Pain interference—Cognitive abilities 0.21c − 0.36c − 0.32 0.60 0.05
Pain intensity—General health − 0.07c − 0.42c − 0.35 0.38 0.09
Pain interference—General health − 0.07c − 0.44c − 0.36 0.41 0.10
Fatigue—General health − 0.06c − .047c − 0.38 0.45 0.10
Depression—Cognitive abilities 0.10c − 0.53c − 0.47 0.70 0.08
Fatigue—Cognitive abilities 0.14c − .56c − 0.50 0.78 0.09
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Table 4   Effect sizes for known-groups differences in quality of life by careless responder status

‡ p < .06; *p < .05; **p < .01; ***p < .001.
a Effect sizes are all non-significant (p > .05) for careless responders
b Effect sizes are all significant (p < .001) for non-careless responders and for the full sample
ES effect size

Comparison
groups

ES (Cohen’s d)

Careless 
respondersa

Non-careless 
respondersb

Full sampleb F-value for difference in ES between 
careless and non-careless responders

% difference in ES between 
non-careless responders and full 
sample

Disability
 Depression − 0.02 0.41 0.38 3.74‡ 7.9%
 Cognitive abilities − 0.10 − 0.33 − 0.30 1.04 7.0%
 Fatigue − 0.06 0.54 0.50 7.17** 8.3%
 Pain interference 0.14 0.75 0.71 7.40** 6.0%
 General health − 0.16 − 0.74 − 0.64 6.79** 15.6%
 Pain intensity 0.01 0.66 0.61 8.58** 8.9%

Depression diagnosis
 Depression 0.37 1.15 1.04 13.67*** 10.5%
 Cognitive abilities − 0.13 − 0.81 − 0.75 11.14*** 7.2%
 Fatigue 0.30 1.05 0.95 12.78*** 10.0%
 Pain interference 0.19 0.77 0.71 8.19** 9.0%
 General health − 0.26 − 0.67 − 0.62 3.89* 8.2%
 Pain intensity 0.41 0.67 0.64 1.56 5.0%

Chronic pain diagnosis
 Depression − 0.05 0.37 0.32 4.62* 14.6%
 Cognitive abilities 0.28 − 0.29 − 0.25 8.58** 15.9%
 Fatigue 0.12 0.71 0.64 8.82** 11.6%
 Pain interference 0.27 1.40 1.23 30.25*** 13.5%
 General health − 0.36 − 0.82 − 0.77 5.18* 6.6%
 Pain intensity 0.33 1.56 1.36 34.52*** 14.6%

Fig. 3   ROC curves for the pre-
diction of careless responders 
from person-fit indices
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the gain in power due to effect size increases outweigh the 
loss in power due to sample size reductions resulting from 
the exclusion of careless responders? Simple power calcu-
lations [41] suggest that this is the case: excluding careless 
responders reduces the sample size required to detect the 
observed effect sizes with 80% power by more than 7.4% 
(i.e., by more than the sample size reduction resulting from 
excluding careless responders) for all conducted compari-
sons and QoL outcomes. This suggests that identifying and 
screening out careless responders may reduce false negatives 
(type 2 errors) in QoL research.

In terms of practical implementation of these results, we 
recognize that including all of the attention checks used in 
this survey may be impractical. However, as suggested by 
the moderate to high indicator-specific entropy values, and 
consistent with prior research [13], inserting even one or two 
questions into a survey may help detect careless responders 
with reasonably high accuracy.1 Furthermore, IRT-based 
person-fit statistics obtained from PROMIS measures were 
moderately associated with careless responding, with the 
raw number of Guttman errors slightly outperforming 
other fit statistics. This is consistent with simulation stud-
ies showing that a simple count of the Guttman errors is 
effective in detecting serious person misfit [23]. Thus, even 
though person-fit statistics are aimed at identifying aberrant 
response patterns of any kind and are not specific to inat-
tentive response behaviors, they may be a useful tool for 
flagging potentially careless responders when more direct 
indicators of inattentiveness are not available.

Several limitations need to be considered in interpreting 
the study results. Most importantly, the QoL measures were 
administered as part of a longer questionnaire, which may 
have increased the prevalence of careless responses rela-
tive to short surveys [8]. Moreover, the data were collected 
from an opt-in Internet panel. Lower data quality of opt-in 
panels compared to probability panels has been documented 
[54], even though the extent to which careless responses are 
less prevalent or impactful in probability panels needs to 
be examined. Some panelists may have spotted designated 
inattentiveness checks that look different from other items, 
which may have missed some careless responders. It is also 

unclear whether the present results generalize from anony-
mous survey settings to clinical settings, in which patients 
completing QoL measures may be much more attentive to 
the questions, especially in settings where responses may be 
perceived as impacting treatments. Finally, participant dis-
ability and medical status were determined via self-reports, 
and we cannot say whether careless responders paid insuf-
ficient attention to these items to answer them correctly. The 
impact of careless responding on known-groups differences 
may be less pronounced in studies obtaining confirmation 
of medical status from clinicians or medical tests, and the 
results may not generalize to studies that do not rely on self-
reported medical diagnoses.

In conclusion, the study results support the importance 
of identifying and screening out careless responders to 
ensure high-quality self-report data in Internet-based QoL 
research. More research is need to examine ways to avoid 
or prevent careless response tendencies before they occur. 
In addition, while the present study examined the role of 
careless response behaviors as a measurement confound, 
they may also represent a substantive individual differences 
marker (e.g., a manifestation of respondent personality, see 
[55]). An interesting avenue for future research is to examine 
whether careless responding can indicate motivational or 
cognitive deficits that may be substantively implicated in 
impaired QoL.
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