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Abstract

Background Little consensus exists regarding the most

appropriate measure of responsiveness. While most indices

are variants on Cohen’s effect size, the mathematical

relationships among these indices have not been elucidated.

Consequently, the health-related quality of life (HRQL)

literature contains many publications in which a variety of

different indices are computed and differences among them

noted. These differences are completely predictable when

the underlying analytical form of each coefficient is

explicated.

Methods In this paper, we begin with a mathematical

analysis of the variance components underlying an ob-

served change score. From this, we determine analytically

the relationships among the more commonly used indices

of responsiveness.

Conclusions Based on this analysis, we conclude that

Cohen’s effect size and the Standardized Response Mean

are the two most appropriate measures, as each provides

unique information and each best captures an important

relation between treatment effect and variability in re-

sponse. However, the latter should be interpreted with

caution, as under some circumstances, any measure based

on variability in change scores can give misleading infor-

mation. On this basis, we recommend that future analysis

of responsiveness be restricted to the Cohen effect size to

ensure interpretability and comparability with treatment

effects in other domains.

Keywords Responsiveness � HRQL � Equivalence �
Mathematics

In 1985, Kirshner and Guyatt [11] proposed a new index for

assessing the usefulness of a health-related quality of life

[HRQL] measure, which they called ‘‘responsiveness’’. If

the goal of therapy is, in most cases, to improve HRQL, (or

to maintain HRQL in a situation of a chronic degenerative

disease), it was reasonable to examine the extent to which

an HRQL measure was sensitive to changes induced by

therapy as a useful addition to the standard psychometric

indices of reliability and validity. Although some authors

have disputed whether responsiveness is really a new cri-

terion or can be simply included as one aspect of reliability

[13] or validity [10], most studies of HRQL measures in-

clude some reference to responsiveness. Interestingly, the

notion of responsiveness, sensitivity to change, or the

ability to detect change as a critical component of instru-

ment validation appears to be unique to measurement of

HRQL; highly regarded standards such as those of the

American Psychological Association [1] give no mention of

responsiveness to change as an essential aspect of validity.

Although many within the field of HRQL research

would argue that responsiveness is important, little con-

sensus exists regarding how to measure it. Confusion exists

at the level of conceptualization, study design and mea-

surement. Conceptually, some authors view responsiveness

as simply an index of how much change occurred as a
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consequence of treatment. Others have incorporated inter-

pretation of the change and framed responsiveness as the

ability to detect some minimal change, as defined by some

external criterion, called a ‘‘Minimally Important Differ-

ence’’ or a Minimum Clinically Important Difference’’.

Differences of definition abound; ‘‘minimal’’ can be

viewed as a ‘‘just noticeable difference’’, i.e. any changed

that can be detected by the participant, or as some chnage

that is important to patients and clinicians, however

importance is defined. In this paper, we will take the more

inclusive view that responsiveness is an index of ability to

detect any change.

In the area of study design, initial studies of responsive-

ness examined change induced by treatments of known

effectiveness, such as hip replacement or cataract surgery, to

determine the extent to which an instrument could detect the

change. However, this is problematic on both theoretical and

practical grounds. The conceptual problem is that there is no

defensible way to standardize the amount of treatment, and

any measure will show a larger responsiveness to a very

effective treatment than to a less effective treatment. The

practical problem is simply that in order to examine

responsiveness to an effective treatment, the investigator

must conduct a trial of a therapy of known effectiveness,

which raises both ethical and logistical issues. One alterna-

tive is to simply assess patients longitudinally on two or more

occasions, ask patients to retrospectively identify whether

they have or have not changed and by how much, then

determine the difference between changed and unchanged

groups, again using some standardized index. However as

Norman et al. [15] pointed out, such an approach confounds

differences within groups with treatment effects.

Another area of continuing debate is the appropriate

statistic to measure responsiveness. In contrast to reliabil-

ity, where there has long been consensus that an intraclass

correlation (or its equivalent, weighted kappa [23]) is most

appropriate, a number of responsiveness statistics have

been proposed. In perhaps the most exhaustive review of

the area, Terwee et al. [24] identified 31 different measures

of responsiveness. They pointed out that different measures

lead to different conclusions, while stressing that many of

these differences reflect different underlying conceptual-

izations of responsiveness.

One consequence of this dilemma of differing method-

ologies to assess responsiveness is that numerous studies

compute more than one responsiveness statistic [15] to

determine which is larger, but provide no basis for choice

of a specific methodology beyond the magnitude of the

results. A number of review articles [5–7] have examined

various approaches, and again, supply no basis for choice,

but advocate the use of multiple methods [24].

Most of the proposed responsiveness coefficients are

conceptual variants on an effect size, (mean/standard

deviation) [4] and have several common features. How-

ever, a number of coefficients, in particular those associ-

ated with the definition of responsiveness as ability to

detect any change [24], use a statistical test such as a paired

t test, an unpaired t test [3], or equivalently, a significant

effect of time in a repeated measures ANOVA [2]. While

such coefficients may be useful within a study to compare

one instrument to another with the same sample size and

patient population, they are not useful as an attribute of the

instrument in general, because their magnitude depends on

sample size, so must be converted to a sample size free

index like an effect size, and we will briefly these con-

versions later. Similarly, coefficients which rely on the use

of a Pearson correlation with changes in other variables as

surrogates for ‘‘real change’’ are of little use to assess

responsiveness of a HRQL measure. Such coefficients,

because they depend on the variance in both measures (and

hence the heterogeneity of changes in the sample under

study) as well as their association, are too study-specific to

provide useful information as an index of a measure.

Therefore these indices will not be considered further.

Parenthetically, as we will discuss later, it is likely sim-

plistic to view any numerical estimate of change under any

circumstances as uniquely a property of the instrument;

rather it reflects the use of the instrument in a particular

situation. In this respect, we parallel discussions of reli-

ability in other literatures [1].

There is one last class of responsiveness measures. Deyo

and colleagues [7, 6] have approached the issue of

responsiveness in a different manner altogether. Like many

of the other methods, he identifies a group who has chan-

ged and a second group who has not changed, based on

some external measure. He then calculates a Receiver

Operating Characteristic (ROC) curve. The ROC approach

does not involve any distributional assumptions, so in the

general case, cannot be mathematically equated to any of

the effect size-based measures. However, if one does as-

sume a normal distribution of scores in the changed and

unchanged groups, then the difference between the two

groups can be expressed as an effect size, called d’. Thus,

in principle, there is a one to one correspondence between

the effect size and the parameters of the ROC curve.

Returning to coefficients with the form of an effect size,

all involve, in some way or another, a ratio of the change

observed in a group over time or a difference between

groups, to a measure of variability such as a standard

deviation. However, coefficients differ primarily in the

choice of the denominator; the standard deviation at

baseline, the standard deviation of difference scores, the

standard error of measurement, the standard deviation at

baseline of a stable group, etc. Not surprisingly, for a given

set of data, different coefficients can give substantially

different results. However, as we will show, an examina-
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tion of the mathematical form of each coefficient permits a

precise expression of the similarities and differences

among the coefficients, the relative magnitude of each, and

eventually the assumptions underlying each and the

strengths and weaknesses. To begin, we must carefully

analyse the components contributing to the error in any

computed change score.

Variance components in the measurement of change

Consider an individual patient who is assessed with a

HRQL measure before and after a course of treatment.

Considering first a measurement prior to treatment, a

baseline score, the jth observation on subject i (where in

this case, j = 1), this can be written, using the notation of

Classical Test Theory, as:

Oij ¼ pi þ eij ð1Þ

whereOij is the observed score, which consists of a term pi

representing the true score of patient i, and an error term, eij

associated with the jth observation on patient i, i.e. mea-

surement error.

From this equation, it follows that the variance of

baseline scores is a sum of variances due to differences

between subjects and measurement error (details of this

and subsequent equations are in Appendix 1).

r2
baseline ¼ r2

p þ r2
e ð2Þ

where rp
2 is the variance due to differences between

patients and re
2 is the variance due to measurement error,

which is frequently referred to as the Standard Error of

Measurement. The standard deviation of baseline scores

then follows directly:

SDbaseline ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

r2
p þ r2

e

q

ð3Þ

If we consider now a test–retest situation, where base-

line scores are subtracted from post-intervention scores,

then differences between subjects disappear, but error of

measurement arises twice, once from baseline and once

from post-intervention. As we show in Appendix 1, the

total variance is now:

r2
pre�post ¼ r2

e þ r2
e ¼ 2r2

e ð4Þ

The standard deviation of the difference scores is then

the square root of this expression:

SDpre�post ¼
ffiffiffiffiffiffiffi

2r2
e

q

¼
ffiffiffi

2
p

re ð5Þ

There is a simple relationship between test–retest reli-

ability, R, the baseline standard deviation, SDbaseline and the

Standard Error of Measurement, re, which follows directly

from the equation for reliability [22], and which will be

relevant to future considerations.

re ¼ SDbaseline

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ð1� RÞ
p

ð6Þ

Finally, if we compute a change score after treatment,

the error variance resembles the pre-post variance, but now

contains an additional term from the ‘‘patient · Treat-

ment’’ interaction.

r2
change ¼ r2

e þ r2
e þ r2

p�T ¼ 2r2
e þ r2

p�T ð7Þ

and the standard deviation of change scores is:

SDchange ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2r2
e þ r2

p�T

q

ð8Þ

The purpose of this paper is to use these expressions to

examine the mathematical basis of a number of more

common responsiveness coefficients and draw inferences

about the relation among the coefficients.

Responsiveness coefficients

In our review, we have identified a number of coefficients

that all resemble an effect size in form, but differ in specific

choice of the numerator and denominator. The first and

most straightforward example is the effect size, defined by

Cohen [26] as simply the average change from pretest to

post-test divided by the standard deviation at baseline.

Other coefficients tend to use different indices of variation

in change such as the standard deviation of change scores,

or multiply by some constant. As one example, Guyatt’s

Responsiveness Coefficient [9] uses the standard deviation

of change scores of a stable group; as another, the Stan-

dardized Response Mean [12] divides by the standard

deviation of the change scores. All the measures (with the

exception of Deyo’s ROC curve, [2])can be grouped into

three classes: (1) those that are based on the variability of

baseline scores (i.e. differences among patients), (2) those

that are based on variability in change scores, and (3) those

based on statistical tests.

Measures based on variability in baseline scores

Cohen’s effect size

The effect size was defined by Cohen [4] as the difference

resulting from treatment (either a simple mean change
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score or difference between treatment and control group

change scores), which simply equals the posttest mean

minus the pretest mean, divided by the standard deviation

of baseline scores. From Eq. 3, SDbaseline contains two

components, the variance due to true differences among

patients and error variance.

ES ¼ ðXposttest � XpretestÞ
SDbaseline

¼ ðXposttest � XpretestÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

r2
p þ r2

e

q ð9Þ

The standardized effect size and the normalized ratio

Two variants on this statistic have been proposed, the

‘‘standardized effect size’’ (SES) [8, 17], the ‘‘Normalized

Ratio’’ (NR) [19]. Both are based on a pretest–post-test

control group design, but differ in the baseline standard

deviation is used.

SES ¼ ðXposttest � XpretestÞ
SDbaselineðimprovedÞ

¼ ðXposttest � XpretestÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

r2
p þ r2

e

q ð10Þ

NR ¼ ðXposttest � XpretestÞ
SDbaselineðstableÞ

¼ ðXposttest � XpretestÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

r2
p þ r2

e

q ð11Þ

Under the assumption that patients are randomized to

treated and untreated groups, the baseline true and error

variances can be assumed to be the same, and these coef-

ficients can be assumed to give, on average, identical re-

sults to the effect size.

Measures based on error of measurement

The second class of coefficients use either the error of

measurement or variants on the standard deviation of

change scores in the denominator. All of these coefficients

can be viewed as simply special cases of effect size, as

mentioned by Cohen [21, p.48]. Nevertheless all differ in

specific form of the denominator.

Effect size based on the standard error of measurement

The simplest coefficient (which we will call the Effect Size

based on Standard Error of Measurement (SEM) or ES-

SEM), is to divide the change by the SEM, re, so that the formula

would now become:

ESSEM ¼
ðXposttest � XpretestÞ

re
ð12Þ

Interestingly, to our knowledge, such a coefficient has

not been proposed, although Wyrwich’s work on the

Minimally Important Difference [28] showed that the MID

appears to be about equal to the SEM. From Eqs. 6 and 9

above, it follows directly that the SEM coefficient can be

related back to Cohen’s effect size as:

ESSEM ¼
ES
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ð1� RÞ
p ð13Þ

Since
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ð1� RÞ
p

is equal to or less than 1, this coefficient

will always be the same as or larger than the Effect Size.

Responsiveness statistic

The responsiveness statistic [3] is presumably intended to

reflect the variability in change scores, so includes a factor

of � 2 multiplying the SEM; however, it omits the p x T

interaction term in the change score:

RS ¼ ðXposttest � XpretestÞ
ffiffiffi

2
p

re

ð14Þ

Because of the factor of � 2, it will be systematically

smaller that the effect size based on the SEM (ESSEM).

Guyatt’s responsiveness coefficient

Guyatt’s coefficient defined responsiveness as the mean

change in the treatment group divided by the standard

deviation of change in a stable group. In some applications,

this stable group was defined by having patients retro-

spectively declare whether they had or had not changed, a

method that has been criticized in the past [15]. The upper

limit of this coefficient is the SD(Change) in the control

group, which does not contain the patient · Treatment

interaction.

RG ¼ ðXposttest � XpretestÞ
SDChangeðControlÞ

¼ ðXposttest � XpretestÞ
ffiffiffi

2
p

re

ð15Þ

Since the population error variance in treatment and

control groups will, in general, be the same, it is expected

that this coefficient will be larger than, or equal to the

Responsiveness Statistic above.

Standardized response mean (SRM)

The SRM is defined [9] as:

SRM ¼ ðXpost � XpreÞ
SDchange

¼ ðXpost � XpreÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

r2
p�T þ 2

q

r2
e

ð16Þ

The SRM denominator includes the error variance

multiplied by 2 as does the Responsiveness Statistic.
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However, it also includes the p · T interaction, so is

systematically smaller than the RS. The difference be-

tween the SRM and ES is the use of the standard devi-

ation of change instead of the standard deviation of

baseline scores.

Reliable change index (RCI)

Jacobson [20] used a coefficient related to the SRM but

included a factor of 1.96 to ensure that a value of 1.0

would correspond to a statistically significant difference

for a sample size of 1. From the above, then, the RCI is

just:

RCI ¼ ðXposttest � XpretestÞ
1:96 � SDchange

¼ ðXposttest � XpretestÞ
1:96

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

r2
p�T þ 2r2

eÞ
q ð17Þ

Since the RCI contains a factor of 1.96 in the denomi-

nator, it will always be true that the RCI is the smallest of

the coefficients based on change scores.

Coefficients based on statistical tests

As we indicated earlier, some authors assess respon-

siveness by conducting a statistical analysis and com-

puting a statistical test such as a paired or unpaired t

test. Since these tests are sample size dependent, they

can be used within a study to examine relative respon-

siveness of different measures, but cannot be used to

compare across studies. However, since any t test is the

ratio of the difference to the standard error of the dif-

ference, and the standard error is simply the standard

deviation of the relevant difference divided by the square

root of the sample size, conversion of a t test result to an

effect size is simply a matter of dividing by the square

root of the sample size. Thus, an unpaired t test exam-

ining differences between a treated and control group is

simply:

tunpaired ¼ ESx
ffiffiffi

n
p

ð18Þ

Similarly, a paired t test, examining the difference

between a baseline and a post treatment score, is simply

related to the Standardized Response Mean:

tpaired ¼ SRMx
ffiffiffi

n
p

ð19Þ

Others [25] have used F tests derived from analysis of

variance as an expression of responsiveness within a study.

While the mathematics is more complex and is omitted,

these too can be related back to an equivalent effect size

form.

An example

To show how the various coefficients emerge, consider a

simple measure of health status, which has been adminis-

tered three times to a sample of 50 patients. The first

administration is a baseline measure. A week later, and

before any treatment is undertaken, the measure is re-

administered. Treatment then begins, and after 6 weeks,

the questionnaire is administered a third time. To work

through the example, we generated a set of data using a

random number generator in Excel to create observations

from a standard normal distribution. A distribution of

‘‘patients’’ was created, with variance = 0.6 (SD = 0.77);

three error distributions with variance = 0.4 (SD = 0.63),

and a (patient · Treatment) distribution with vari-

ance = 0.3 (SD= 0.55). The variance estimates are arbi-

trary, and are chosen simply to provide plausible values for

reliability, responsiveness, etc. Pretest and posttest scores

were then computed by adding the first and second error

components to the ‘‘patient’’ component. Post treatment

scores were computed by adding the third error component

and p · T component to the’’patients’’ component and

adding a fixed number, 2.0, to represent the true overall

treatment effect.

Variance components were then estimated using the

following steps:

Step 1

A repeated measures ANOVA on pretest and posttest

scores to estimate the patient variance and error variance.

The ANOVA table is shown in Table 1.

The MS(within) is equal to the error variance = 0.421,

and the variance between subjects follows from:

MSðpÞ ¼ r2
e þ 2:0 � r2

p ð20Þ

so rp
2 = (1.694–0.421)/2 = 0.63. These estimates are, of

course, reasonably close to the population values from

which the distributions were generated.1

Step 2

A repeated measures ANOVA on the pretreatment and post

treatment scores to estimate the (patient · Treatment)

interaction. This ANOVA table is shown in Table 2. From

this analysis, it turned out that the estimated treatment ef-

fect was 1.87, slightly smaller than the population value of

2.0 used to create the distribution.

1 These equations for variance components can be determined from

standard statistical texts and some measurement books, e.g. Ref. [6].
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Now this time:

MS(Error) ¼ r2
e þ r2

p�T ¼ 0:679 ð21Þ

so, the estimate of rp · T
2 is (0.679 – 0.421)/2 = 0.258,

somewhat smaller than the population estimate of 0.30.

And on this occasion, MS(patient) can be used to compute

rp
2 as before, which equals:

MS(patient) ¼ r2
e þ 2r2

p ð22Þ

so, this time:

r2
p ¼ ð2:199� 0:679Þ=2 ¼ 0:76 ð23Þ

which is slightly larger than the original estimate of 0.60.

Averaging the two estimates, the mean of rp
2 is (0.63 +

0.76)/2 = 0.695.

We then used these estimates to calculate the various

measures of responsiveness. As can be seen in Table 3, the

coefficients vary considerably in magnitude, although,

since the ‘‘design’’ was a single group, pretest–post-test

design, the three estimates based on baseline variances

were the same since all used the same estimate of baseline

variance. The differences among the coefficients based on

change scores are in the expected order, with the ESSRM the

largest and the RCI the smallest. There is no clear trend

between the two families of coefficients, since this depends

on the relative magnitude of variance at baseline and var-

iance of change.

Discussion—Comparison among the effect size

measures

By expressing the coefficients in terms of the underlying

variance components, we have placed the relative magni-

tude of each on a mathematical basis. If rp
2 is less than re

2

(which amounts to a test–retest reliability less than 0.5)

then the ES will be larger than all the measures based on

standard deviation of difference scores. While this may

seem improbable, it is not at all uncommon in studies of

HRQL for the two variance components to be quite com-

parable. For example, in a recent review, measures of

minimal difference using the baseline SD were comparable

to measures using SD of change [16]. If rp
2 is greater than

re
2, then there may be less predictable difference between

the Cohen ES and the change-based measures.

Examining the change based measures, the formulas

demonstrate ESSEM will always be the largest, because it

uses only the standard error of measurement in the

denominator. The Responsiveness Statistic (RS) will be

next largest, as it contrasts the average change to twice the

standard error of measurement, and omits the

patient · Treatment interaction from the denominator.

The Guyatt coefficient (RG), based on a ‘‘stable’’ group,

will be identical to RS if the variance of the control group

is used as the measure of change in a stable group. To the

extent that ‘‘stability’’ is assessed by retrospective judg-

ment, RG may be larger than RS. The SRM includes both

the variance due to change and the patient · Treatment

interaction, hence is smaller than the previous coefficients.

The Jacobson RCI will be the smallest, since it multiplies

the denominator of the SRM by 1.96.

Which is ‘‘right’’ or ‘‘righter’’? First, measures based

on baseline differences and measures based on change

scores yield different information. The former is a com-

parison of the average observed change to differences

among patients, so one could make a statement about how

someone in the 50% percentile of treated patients might

compare to untreated patients. The latter family is a com-

parison of the average change to the variability in change,

so is analogous to a statistical test, examining the size of an

effect relative to its error. If the goal is to compare the

change due to treatment against the expected variability in

change, like the usual interpretation of an effect size, then

the SRM would appear to be the most unbiased, because it

represents the ratio of the average difference to the error in

this difference. The SEM and RG ignore the

patient · Treatment interaction, which is a necessary

contribution to the variance in response to treatment, and

the RCI introduces an additional 1.96 into the denominator.

However, the use of some measure of variability in

change scores in the denominator may result in problems of

interpretation. If, for example, all patients were to change

exactly the same amount, regardless of how large or small

the actual treatment effect, then the standard deviation of

change is 0, the statistical test is infinitely large and all of

these the indices of responsiveness are infinitely large [14].

While this hypothetical example is unlikely to occur in

Table 1 ANOVA table for prepost simulated data with 100 subjects

Source SS df MS F p

Patients (p) 83.0 49 1.694

Time (T) 0.356 1 0.356 0.845 .36

Error (p · T) 20.62 49 0.421

Table 2 ANOVA table for change (intervention) simulated data with

100 subjects

Source SS df MS F p

Patients (p) 107.75 49 2.199

Time (T) 177.60 1 177.60 261.5 .000

Error (p · T) 33.27 49 0.679
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reality, nevertheless, the implication of using a measure of

variability of change in the denominator means that any

change, regardless of clinical importance or practical

consequence, could result in a very large index of

responsiveness. Further, since there is no consensus about

which of the many responsiveness measures based on

change is the ‘‘rightest’’ one, the proliferation can lead to

potential confusion, as there can be as much as a factor of

nearly 3 (1.96 · � 2) between the smallest and the largest.

On this basis, it may be more sensible to anchor ob-

served change against variability at baseline, which is

likely less vulnerable to extreme values and more readily

interpretable. If so, then the most defensible measure of

responsiveness is also historically the first, Cohen’s effect

size. Use of ES also facilitates interpretation since changes

in HRQL measures can then be compared to both standards

of size, such as Cohen’s small (0.2), medium (0.5) and

large (0.8) thresholds and to a large body of literature about

treatment based on computed effect sizes. A practical

reason to accept the Cohen ES as a standard is that, as

HRQL measures become adopted as a useful endpoint for

clinical trials, there must be no potential for confusion or

misinterpretation of a responsiveness coefficient. Since

there is no clear consensus for choice among the change-

based measures, and no clear advantage of using such

measures, the prudent course might be to remain with the

accepted standard, the Cohen effect size.

Finally, regardless of the particular coefficient ulti-

mately chosen, it must be remembered that, however

tempting to view the computed coefficient as a measure of

the responsiveness of the instrument alone, such an

extrapolation is logically unjustified. The measure of

responsiveness depends on the average amount of change

induced, either by a treatment or by contrasts within sub-

groups, and a measure of variability, either at baseline or in

changes. Each can be large or small within a particular

study. Thus, the caveat applied to studies of reliability

should be reiterated here. After all is said and done,

responsiveness is a measure of a particular instrument

applied to a particular situation and population and cannot

be viewed in any absolute sense.

Appendix 1: Derivation of variance components

As described in the paper, from Classical Test Theory, any

observed score is considered to have two components, a

true score and an error:

Oij ¼ pi þ eij ð24Þ

where Oij is the observed score, pi represents the true score

of patient i, and the error term, eij is associated with the jth

observation on patient I. By definition, errors have a mean

of 0, and a standard deviation, re
2. From this equation, the

variance of baseline scores is a sum of variances due to

differences between subjects and measurement error.

r2
baseline ¼ r2

p þ r2
e ð25Þ

If we now consider a pretest–posttest situation, where there

is no treatment effect, the difference between observed

pretest and posttest, from Eq. 1, is:

Di ¼ Oi2 � Oi1 ¼ ðpi � piÞ þ ðei2 � ei1Þ ¼ ðei2 � ei1Þ
ð26Þ

where the pretest corresponds to j = 1 and the posttest to

j = 2. From this, the variance of the difference scores is:

Table 3 Various indices of responsiveness and calculated value based on simulated data

Coefficient Abbreviation Formula Result

Based on baseline differences

1) Effect size ES D/ Pooled baseline SD 1.67

2) Standardized effect size SES D/ Baseline SD (improved) 1.67

3) Normalized ratio NR D/ Baseline SD (control) 1.67

Based on differences in change

4) Effect size (SRM) ESSEM D/ SEM 2.88

5) Responsiveness statistic RS D/ � 2 SEM 2.04

6) Guyatt responsiveness RG D/ SDchange(Control) = D / � 2SEM 2.04

7) Standardized response mean SRM D/ SDchange 1.78

8) Reliable change index RCI D/(1.96 SDchange) 0.91

Based on statistical tests

9) Unpaired t test t unpaired D / Baseline SD x �n 11.80

10) Paired t test Tpaired D / � 2 SEM x �n 14.42

D = (Mean post treatment score – Mean baseline score)
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r2
pre�post ¼ r2

e þ r2
e ¼ 2r2

e ð27Þ

If there is a treatment between the pretest and the

posttest, Appendix Eq. 3 contains an additional term cor-

responding to the effect of treatment on patient i, which we

will call ti. This can be viewed in turn as the sum of the

overall treatment effect, T, and the difference between the

overall treatment and the response of patient, i, which

amounts to a (p · T) interaction.

Changei ¼ T þ ðti � TÞ þ ðei2 � ei1Þ ð28Þ

Since the variance of the overall change, T, is zero, the

variance of the change score is then:

r2
change ¼ r2

e þ r2
e þ r2

p�T ¼ 2r2
e þ r2

p�T ð29Þ
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