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Abstract
The impact of computational technologies and the worldwide use of Internet entails a 
theoretical and methodological challenge for social scientists, considering the purpose of 
observing, interpreting and explaining human and social behaviour. Today, the digital envi-
ronment seems to be an adequate space for this exploration and the emergence of the Web 
2.0 offers common people the possibility of expressing and sharing their opinions on a 
daily basis. Due to the ubiquity of technology, Internet and social media in people’s lives, 
socialization and its expressiveness have changed. If this is the case, the means to meas-
ure the perceptions, opinions and judgements of citizens should also change. The immense 
quantity of data available to be analysed today poses a challenge for the traditional sci-
entific model. In this sense, it could be necessary for social research to move towards the 
analysis of the web and consider the potential predictive capacity of digital demoscopy. A 
new field of study has opened, with interest in exploring the predictive capacity of social 
media in electoral contexts. As a research group comprised by linguists, communication 
experts and engineers we explored the predictive potential of social media in three national 
elections that took place in Chile during 2017. Our objective was to explore a methodolog-
ical design that allows predicting the result of political elections through the use of induc-
tive algorithms and the automatic processing of messages with political opinion in social 
media. Through computational intelligence, we were able to follow, collect and analyse 
millions of tweets, and to improve our forecast each time. Our learning based on empirical 
research was fundamental to improve our procedures and to refine our variables and, thus, 
improve our prediction.
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1  Introduction

The impact of computational technologies, Internet and mobile telecommunications is 
creating one of the greatest reconfigurations in humanity in the last 300 years. Changes 
occur exponentially, which have enabled the development of a new age of technology, 
based on the Internet of Things, robotics, nanotechnology and Artificial Intelligence 
(Schwab 2016). There have been transformations in political management and state gov-
ernance models, in the formation of social movements, etc.

One of the consequences of this technological revolution (also known as the Fourth 
Industrial Revolution) is the increasing and unstoppable use of Internet and digital tech-
nologies in all areas of human life, both public and private. All indicators show that this 
use is more widespread and intensive every day, i.e., more people of all ages, genders, 
and social strata from different places around the world access Internet and spend more 
time staring at their digital devices to carry out multiple activities.

In just a few years, we moved from a situation in which many people that grew up 
with analog technology and had to adapt and migrate to digital technology, to a reality 
in which it is increasingly frequent to be digital natives and heavy users, i.e., people for 
whom digital devices are normal and part of their everyday lives. Not only people, but 
also various institutions—financial, banking, mass media, educational, corporate, etc.—
had to adapt to change and incorporate ideas coming from digital environment.

In this regard, the study of digital technologies is increasingly important for social 
research, considering its purpose of observing human behavior, both institutional and 
social, in order to interpret it correctly and to develop methods and theories that enable 
the progress of knowledge on subjects, organizations and social entities. Consequently, 
this new revolution entails a challenge for scientists, both on a theoretical and methodo-
logical level. Social research is, per se, sensitive to historical and cultural changes, and 
is commonly faced by a recurring question: how and where should we “read” society in 
order to interpret, explain and hopefully foresee tendencies, dynamics, attitudes, behav-
iors, and opinions of human collectives? Today, the digital environment seems to be an 
adequate and even essential space for this exploration (Burrows and Savage 2014; Ceron 
et al. 2014; McCormick et al. 2015; Sloan et al. 2015). If this is true, it means that we 
must know how to work with new types of data, with both their quality (automated, dig-
ital, binary, instantaneous) and quantity (huge volumes); then, the challenge for social 
research, besides being theoretical and methodological, is also interdisciplinary.

Accordingly, many authors took notice of the potential of these new types of data 
that social scientists may use. Jungherr et al. (2017), for example, argue that the “digital 
trace data”—data produced by people while interacting with digital services—may have 
some potential for the study of public opinion, if methodological and conceptual meas-
ures are taken. Following that line we wanted to explore a methodological design that 
allows predicting the result of political elections through the automatic processing of 
political opinion in social media.

Beauchamp (2017: 490) argues that “the social media data “can track representa-
tive measures of public opinion (…) and can provide a method for extrapolating vote 
intentions” to do social media prediction. The nature of this type of data differs from 
both traditional data and survey data, which has been used in Social Sciences to analyze 
societies and make predictions. Unlike survey data, digital trace data enables a “social 
media analysis” whose role in social research is still an open question (Schober et  al. 
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2016: 182), and within its context researchers are attempting to unlock the potential of 
digital trace data in the study of public opinion” (Jungherr et al. 2017: 2).

In this sense, computational intelligence, digital traceability and Big Data defy social 
scientists to redefine the nature of knowledge and the descriptive power of Social Sciences 
(Burrows and Savage 2014).

Due to its digital nature digital data are radically different from typical data. This 
explains that, for example, “data scientists” are taking over statistician jobs as a new type 
of professional that claims expertise on social analysis. As it was demonstrated (Burrows 
and Savage 2014: 3), “Google Trends shows how in mid-2013 searches for ‘data scientist’ 
surpassed those for ‘statistician’ for the first time”. Not only that, but also many profession-
als unrelated to Social Sciences are producing social knowledge based on the analysis of 
digital traceability.

All these changes influence the ways in which knowledge is being generated. A meth-
odological and theoretical discussion has started; some suggest that a new way of making 
science is being created, one in which the modus operandi is purely inductive by nature 
(Kitchin 2017), and in which the traditional deductive method that infers observed facts 
based on general laws is replaced by the inductive method, in which laws are proposed 
from observed facts, in an emerging logic. Other researchers such as Anderson (2008) 
asserted that, in the era of petabyte information, the traditional, hypothesis-driven scientific 
method would become obsolete. Other authors point out the methodological differences 
concerning sample representativeness, “from the perspective of data scientists, representa-
tiveness is not an issue when one has access to all of the data (Schober et al. 2016).

Mazzocchi (2015) claims that the analysis of vast volumes of data will yield novel and 
often surprising correlations, patterns and rules. This unprecedented volume of available 
data requires a maximum inclusion analysis, without needing to focus on limited portions 
of data, concerns about randomization techniques and sample size are minimized, for size 
is no longer an issue. With the abundance of data, multiple aspects of the same problem 
can be investigated, rather than focusing on a random portion of it. Macrodata reduce 
measurement errors and better reflect the complexity of natural phenomena. Finally, mac-
rodata require a strong emphasis on the correlations among data as a heuristic tool to find 
unexpected associations created by chance alone.

1.1 � The demoscopic tension: Where and how to analyses the social in a digital era?

The emergence of the Web 2.0 and its evolution towards the Web 3.0 (Sheth and 
Thirunarayan 2012) offers people the possibility of expressing and sharing their opinions 
on a daily basis and through multiple applications and, since every device is connected to 
the web, the services can be used anywhere at any time. The evolution of social networks 
has contributed enormously to this proliferation of discursive flows, providing a global, 
accessible and instantaneous platform, like social media (SM), to share points of view on 
products, services and, of course, also current politics. Millions of people, in SM like Twit-
ter or Facebook, give their opinions in continuous and voluntary flow on the most diverse 
topics, making their opinions, likes, attitudes, and preferences known. Beauchamp (2017: 
490), for example, who proposes a method for extrapolating vote intention in states that are 
poorly polled, by extracting “from the social media data stream the textual features that are 
the best predictive of the polling data”, points out that approximately 100 million tweets 
were produced on any given day during his collection period in the United States.



906	 P. Santander et al.

1 3

Besides being massive, all these online expressions that we can conceptualize as social 
media data (SMD) can be traced; they represent, in this sense, a real register of points of 
view of a large part of humanity regarding their most diverse interests.

Consequently, the scientific community is discussing new research methods to analyze 
public opinion and to improve our understanding of the social world, for example, through 
opinion mining (Ravi and Ravi 2015), and by comparing SMD with traditional survey data. 
An inevitable tension arises between new and traditional procedures and methods for social 
measurement and social analysis, that is what we call the demoscopic tension. Multiple 
attempts at using digital trace data as a sensor of off-line phenomena in various areas are 
being made worldwide, for example, to test the predictions power of social media analysis.

In this context, as a research group comprised by linguists, communication experts and 
engineers we wonder if taking into account the development of data science, it is possible, 
through the use of inductive algorithms and the automatic processing of messages with 
political opinion in social media, to generate electoral predictions in a context of three 
national elections that took place in Chile during 2017.

2 � Social media analysis and survey data

Nowadays we witness the crisis of two traditional devices used in social research to carry 
out social analysis: media and opinion polls. During most of the twentieth century, com-
mon sense dictated that surveys were key to help us understand, guide, and coordinate the 
actions of individuals in complex environments (Lippmann 1922; McCombs and Shaw 
1972; McQuail 1991; Thompson 1998). For decades, their efficacy has been relied upon 
to conduct macrosocial readings and to operate as a social thermometer. Polls, for exam-
ple, would offer the possibility to understand what many authors define as public opinion 
(Habermas 1986; Price 1994). However, it is a fact that his predictions have not always 
been successful in recent years.

Moreover, members of the public are increasingly unwilling to participate in surveys 
(Schober et al. 2016). At the same time, while SM grows as channels used by people to 
express their opinion, so does the research of the potential of SMD for social analysis. 
Consequently, the importance of traditional survey data for exploring society is being chal-
lenged today by the research of social media data, generating a kind of demoscopic tension.

This dispute becomes even more intense if we consider that a traditional ally of public 
opinion polls, the media—which have been the main devices of diffusion of these polls—
are also facing a difficult and complex situation. Media is another institution originated 
during the twentieth century and often used in social research as a historical and discur-
sive document. Nowadays, media are facing its own crisis. The appearance of the Web 2.0 
caused their loss of privileges: they are not, as they were during the whole of the twentieth 
century, the main source of mass information for people and the central nodes of informa-
tion transmission (Dubois et al. 2018; Meraz 2011). We can observe an increasing migra-
tion of diverse activity towards digital platforms, e.g. the political one, especially during 
electoral campaigns (Issenberg 2012). The use of SM has become widespread during elec-
tions, becoming increasingly important for users, political parties and the campaign designs 
of the candidates, and for their everyday direct communication with their electors (Beau-
champ 2017; Gulati and Williams 2013; Kreiss 2016; Lobo 2017). Consequently, social 
media analysis has become research object for social sciences. However, how trustworthy 



907Analyzing social media, analyzing the social? A methodological…

1 3

such measurements are and knowing exactly if SMD is a sensor of off-line phenomena are 
still open questions being debated by the scientific community.

At present, predictive power of social media analysis is being tested in differents areas, 
also in the field of electoral forecasting, with the idea that the analysis of digital trace data 
can be useful to anticipate dynamics and predict trends. This demoscopic exploration of 
the digital environment implies methodological challenges. There are differences in how 
participants understand the activity they are engaged in; taking a survey is not the same as 
posting in SM. There are also differences between the collection of survey data based on 
intrusive, face-to-face methods, in which respondents offer a discursive and retrospective 
account of their actions and preferences to an unknown person, and the non-intrusive digi-
tal data collection methodology, which is continuous and does not alter the natural context 
in which data is produced, and in which digital traceability and the use of Big Data allow 
access to new repertoires and circuits. The nature of the data to be analyzed is also differ-
ent (digital social media data versus analogic survey data). Schober et al. (2016) make a 
comprehensive comparison between survey data and SMD, comparing the differences in 
terms of ethics, collection, and analysis.

2.1 � Sampling criticism and methodological challenges

Those who distrust the predictive capability of SM often focus of their arguments on sam-
pling issues. It is argued that online users do not represent the population and that social 
media analysis is always a form of nonprobability sampling which may introduce new 
kinds of bias and measurement error. In other words, there is no equivalence between the 
demographic data of online users and the general population, particularly in relation to 
variables such as age, social condition and place of residence; therefore, the sampling of 
predictive studies based on the analysis of social media users is a priori biased and invalid.

This population representativeness problem is the core issue that often separates data 
scientists from the traditional statisticians. Social media analysis, unlike traditional sur-
veys, always uses non-probabilistic samples and, in that sense, sample quality is challenged 
since they were not designed to represent the population. However, for data scientists, sam-
ple representativeness is less important if they can access all data. “Reaching for a ran-
dom sample in the age of big data is like clutching at a horse whip in the era of the motor 
car” (Mayer-Schönberg and Cukier 2013: 31). Even though it is true that Internet users 
do not necessarily represent all populations, social media have shown a surprising poten-
tial for predicting electoral results in many real cases. Barberá (2015), for example, points 
out that Twitter data is widely acknowledged to hold great promise for the study of social 
and political behavior; Beauchamp (2017: 491) points out that “there exists something of 
a minor industry dedicated to measuring public opinion using social media”, and Schober 
et al. (2016: 186) point out that “data-driven methods have the potential to uncover patterns 
that researchers have not pre-identified”.

The predictive validity of social media analysis does not necessarily rely on how rep-
resentative the users are of the general population (Ceron et al. 2014; McCormick et al. 
2015; Jaidka et al. 2018). We find ourselves before a “new data collection paradigm”, 
in which the challenge is knowing how to select the most appropriate methods for the 
new digital reality (McCormick et al. 2015). At the same time, it is also mentioned that 
also the traditional survey methods make electoral predictions with non-representative 
polls, making suitable statistical adjustments, post-stratifying responses to emulate a 
representative sample (Wang et al. 2015). The sampling critic that is used to question 
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the predictive potential of social media analysis bases its criticism on the no use of the 
classical poll patterns that employs statistical and demoscopic methods. This criticism 
disregards, however, the fact that current empiric evidence shows us the limitations of 
the traditional statistical methods for demoscopic purpose, even if those patterns are 
used and all sampling precautions are taken. As we mentioned before, in recent years, 
these predictions have been wrong repeatedly in multiple elections and different places 
all around the world. This sampling criticism that demands the use of traditional statisti-
cal procedures in digital demoscopy, does not consider that the number of samples, time 
intervals and spatial boundaries do not always match between the analog context and the 
digital environment (Aradau and Blanke 2016). Science is facing a new situation: the 
immense and unprecedented volume of data available for social analysis today. And as 
in many other fields of social life, there has been a transition from analog to digital, and 
the same changes should occur in the study of public opinion, were the use of SMD is 
being used increasingly.

Likewise, theoretical and methodological deficiencies of social media analysis are 
pointed out based on the proposed similarities between the political preferences shown 
by digital environment users and its equivalence in the political support of the candi-
dates. In other words, the equivalence hypothesis (Aparaschivei 2011; Deltell  et al. 
2012; Tumasjan et al. 2010) that suggests that a high level of on-line interest could be 
indicative of political or electoral support is being questioned. This criticism is aimed 
at the conceptual basis that supports the equivalence between SMD (for instance, a like) 
and off line behaviors (for example, a vote), and points out that the link between SMD 
and political support is far from stable, in a manner that digital trace data cannot auto-
matically be considered as a sensor of off-line phenomena (Jungherr et  al. 2017). In 
this regard, several on line predictive studies are criticized based on their hypothetical 
interpretation of favorable opinions of a candidate in social networks as equivalent to 
a vote, based on a weak equivalence hypothesis. This criticism is no longer focused 
on demographic partiality criteria, but rather on a conceptual issue, that is, the equiva-
lence between digital attitudes—for instance, positive comments or on line search traffic 
(Granka 2013)—and the effective electoral behavior of citizens in ballot boxes.

In this sense, Jungherr et al. (2017) note a recurring conceptual weakness of many 
investigations that analyze SMD for the study of public opinion, i.e., either to infer cur-
rent levels of support towards political actors or to predict their support in upcoming 
elections. They note a “classic fallacy” (Jungherr et  al. 2017: 2): using a quantitative 
indicator to draw inferences on a latent target concept, but instead measuring another 
concept. This often occurs, for example, when Twitter-based metrics are linked with 
metrics of political support in selected cases. Measuring the activity of Twitter users 
is an indicator of “digital attention”, but not necessarily of “political support”. In this 
sense, the equivalence hypothesis supports many investigations based on Twitter met-
rics that use confusing indicators and are supposed to measure political support, though 
they actually measure digital attention towards politics. As we will see further down, 
in our research we considered these conceptual precautions and created a methodologi-
cal design that allows making inferences regarding political support based on Twitter 
metrics.

The context has changed, and in a radical manner, some already talk about the “algorith-
mic turn” (Klinger and Svensson 2018). Our challenge is knowing how to extract signifi-
cant signals from these unconventional samples, i.e., knowing how to read them adequately 
for social analysis in the context of this new complexity. This tension requires methodolo-
gies for this new context.
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3 � Our research, our method, our electoral forecast

Due to the widespread and intensive use of SM, as well as the importance acquired by SM 
in electoral campaigns and in political communications, a growing body of research exam-
ining the relationship between SM and politics has appeared. In this regard, according to 
Ceron et al. (2017), seven main streams have emerged to analyze this relationship: (1) the 
political impact of the Web; (2) the agenda setting power of SM; (3) SM, collective action 
and public policy (digitally networked action); (4) the phenomenon of E-campaigning; (5) 
estimating of policy positions by analyzing social media data; (6) analysis of perceptions 
expressed on SM as a source of information to measure the attitudes of the on-line public 
opinion; and finally (7) the potential predictions power of social media analysis, under the 
idea that information available online can be useful to anticipate dynamics and forecast 
electoral results. Our research has been focused on the latter.

Any social media analysis that seeks to generate this kind of knowledge must take con-
ceptual and methodological precautions.

1.	 Firstly, not adopting weak correspondence hypotheses that, as Jungherr et al. (2017) 
point out, make us use quantitative indicators like Twitter-based metrics to draw infer-
ences on a target concept like “political support”, although we are measuring another 
concept instead, for instance, political attention.

2.	 Secondly, not making false equivalencies between a post and a survey response.
3.	 Thirdly, Beauchamp (2017) mentions four requirements for using social media analysis 

for extrapolating vote intention:

(a)	 Statistical testing
(b)	 Benchmarks
(c)	 Training
(d)	 Out of sample

Our research generated a validation strategy that took into consideration the points men-
tioned above. Likewise, it is worth noting that the methodological approaches most used to 
explore the potential prediction power SM are three: the Volumetric Analysis (AV), Social 
Network Analysis (Net) and Sentiment Analysis (SA). The first is focused on the volume 
and frequency of mentions and/or followers (for instance, for candidates and political par-
ties). Meanwhile, Net is focused on estimating the strength of an on-line community that 
supports a candidate or political party, identifying central positions (nodes), extent and 
expansion potential in user networks (Jaidka et al. 2018). Finally, the Sentiment Analysis is 
focused on exploring positive and negative sentiments, as well as the emotions expressed 
by users towards the candidates. We can distinguish mainly two types of classification of 
emotions (Turner 2000), binary classification (coarse-grained classification of sentiment 
polarity) and multi-class classification (fine-grained classification multiple classes).

In 2017, six scholars formed a research group called DeepPUCV (https​://deepp​ucv.cl/), 
comprised by linguists, communication experts and engineers. Our main objective was 
to predict the result of presidential elections through the use of inductive algorithms and 
the automatic processing of messages with political opinion in the social network Twit-
ter, using SA. During 2017, three national elections took place in Chile: primary elections 
to choose presidential candidates from two political coalitions (July 2), the first round of 
the presidential election (November 19) and the second round (December 17). It was an 

https://deeppucv.cl/
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intense electoral year and, therefore, a period of intense use of both traditional media and 
SM among Chilean users and presidential candidates to talk about politics.

In this context, using SA, our research was aimed at exploring Twitter’s predictive capa-
bility, the most social network used during presidential campaigns to express electoral and 
political preferences (Ceron, et al. 2014; Jaidka et al. 2018; Kreiss 2016). For this, we car-
ried out a collection of all messages and metadata of Chilean users that mentioned any of 
the candidates at least once during the campaign period. For this purpose, through a social 
media monitoring company we automatically extracted the tweets of all these users.

In this way, we collected 9,367,127 tweets, from 372,665 users, through three search 
criteria:

(a)	 Mention of a candidate’s account;
(b)	 Mention of the name of the candidate;
(c)	 Mention of a hashtag related to an event of the candidates.

After the collection and storage procedure, the tweet classification process was carried 
following the SA criterion that categorizes messages as positive/negative/neutral accord-
ing to what is expressed regarding the candidates (Aparaschivei 2011; Deltell et al. 2012). 
In a first stage, this classification process was carried out manually by 6 professionals that 
tagged 640,224 tweets in the categories mentioned above. The human cataloging work was 
the basis for training the supervised learning algorithms, i.e., for the machines to correctly 
define the positive/negative/neutral value of a new message; this stage, called machine 
learning, is necessary to develop predictive models (see Figs. 1, 2). 

Aware of the criticisms made on the equivalence hypothesis, which questions, for exam-
ple, the lienality that matches one positive mention with one vote, or holding false equiva-
lencies between a post and a survey response we guided the human classification in a con-
ceptually purposeful manner (characteristic of inductive and non-randomized methods). 
Thus, the professionals who carried out the manual tagging of data only classified tweets 
generated by Chilean users during the broadcasting of live media events (radio or televi-
sion) of high political-electoral importance.

This way, we designed our research with a very specific selection of our analysis unit: 
tweets generated by users during the television or radio broadcasting of debate programs. 
We distinguish two types of media events:

(a)	 presidential debates broadcasted live by Chilean radios and television;

Fig. 1   Supervised learning. Own elaboration



911Analyzing social media, analyzing the social? A methodological…

1 3

(b)	 live interviews with candidates in the most important political TV shows in the country;

In other words, although the tweet collection process was continuous during 2017 (over 
9 million tweets), the human classification of these tweets in positive/negative/neutral was 
focused only on the tweets generated during media events, with the collection starting 2 h 
before the media event and finishing 2 h after the program. In total, in 2017, there were 
three radio debates, four television debates and four political programs with individual can-
didate interviews, instances in which humans classified 640,224 tweets.

Multiple conceptual criteria guided us to take the decision of carrying out human classi-
fication only with the tweets collected during these media events, and not any tweet. From 
a conceptual standpoint, we wanted to develop a strong correspondence hypothesis that 
allowed us to claim that the opinions expressed by online users regarding one candidate 
resemble their political support. We are assuming that the people that watch these politi-
cal shows do so voluntarily, they choose to watch them instead of many other programs 
offered by other channels at the same time, and then voluntarily choose to express their 
political opinions regarding what is said in those shows in the social networks. In our opin-
ion, when we analyze the tweets generated by users during the occurrence of live politi-
cal programs in which candidates debate, the equivalence hypothesis is also strengthened, 
even more so in countries where, as in Chile, voting is voluntary, since these are moments 
when thousands of users voluntarily express their opinions and preferences regarding the 
candidates, generating a national public debate in the digital context. Although it is true 
that the socio-economic characteristics of those who use social media do not exactly match 
the demographic characteristics of populations, this difference is reduced, and, therefore, 
sampling similarity increases when the sample includes only those who express voluntary 
their political opinion on the Web (Ceron et al. 2014), in countries where voting is volun-
tary. Thus, we compare three voluntary actions: watching the political program, expressing 
political opinions about it in the social networks, and voting. The volumetric weight ana-
lyzed should also be considered, namely, millions of tweets by hundreds of thousands of 
users, as shown in Fig. 2.

We took methodological and conceptual precautions to avoid the error observed by 
Jungherr et al. (2017), that is “using quantitative indicators and draw inferences on a tar-
get concept like political support, but instead measuring another concept, for instance, 

Fig. 2   External parameters for the second round of the presidential election. Own elaboration
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political attention”. With our qualifying technique, we propose a methodology in which we 
match digital attention (Zhang et al. 2010), political attention and political support.

It is known that there is an important connection between television and social media 
(Deltell et al. 2012; Gallego 2013; Lahey 2016), between tweeting and television ratings 
(Fábrega and Paredes 2012; Wang et al. 2015), and between the audience and Twitter users 
that has created the phenomenon of double or multiple screens. Tweeter is a medium that 
catalyzes audience discussions and interactions about television; topics related to television 
frequently appear in Twitter’s trending topics, this is the case especially for live television 
(Deltell et al. 2012; Harrington et al. 2013). In spite of the discredit of politics, presidential 
debates still attract the attention of citizens, who actively comment and discuss regard-
ing the candidates and generate a parallel debate in the digital context that is triggered 
by the live debate in traditional media (Benoit and Sheafer 2006; McKinney and Carlin 
2004; Ruiz del Olmo and Bustos 2017). This “double debate” occurs in a context of “multi 
screens”, in which the audiences of traditional media, such as radio and television, are also 
users of digital platforms in which they interact with other people (Claes and Deltell 2015; 
Gallego 2013; Harrington et  al. 2013; Wang 2016). Thus, the experience of consuming 
television can become a social exercise in which the audience virtually exchange opinions 
and ideas with strangers—supporters and opposition—candidates and their teams, as well 
as journalists and the producers of television shows, etc. In this sense, a social media like 
Twitter can become a thermometer that minute by minute provides information and met-
rics regarding the reactions, interactions and opinions of viewers (Harrington et al. 2013; 
Lahey 2016).

All these factors were considered by our team in order to take the classification deci-
sion mentioned above, strengthening, in this sense, data quality regarding the analytical 
objective.

3.1 � Automated classification

Concerning the classification procedure for estimating vote intention, we took into account 
the four requirements proposed by Beauchamp (2017): Statistical testing, benchmarks, 
training and out of sample.

Given the nature of our data and analysis, statistical tests were used to compare the 
performance of our models, establishing statistical differences among their different pre-
dictions. In other words, given our methodology and its application, we made no statistical 
comparisons between real and predicted data, but between different data predicted by our 
algorithms.

In terms of benchmarks, our points of comparison were the real results of the three elec-
tions, provided by the Electoral Service of Chile. This way, we measured the success of our 
model against the official and real electoral results.

Regarding the Training set, again, considering the nature of our investigation, we trained 
our models with data categorized by human experts during political debate events, in a way 
that allowed us to relate comments with the intention to vote for one candidate or the other. 
This way, we have addressed the so-called “lack of representativeness of Twitter users”. 
Subsequently, we have trained our models with a set of categorized messages, which allows 
us to learn a function of voting intention categorization based on sets of examples.

Finally, in terms of out of sample, we tested the performance of the model with 
unclassified data but based on the previous training that was carried out with human 
data categorization, which allowed us to generate learning and imitation algorithms. In 
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this way, we applied a classification model with which we generated electoral predic-
tions a few days in advance. This prediction was determined in a prediction window 
called “Testing Window”, which was designed by us as an input parameter of the model 
(Figs. 2, 3). Thus, the testing set measures the performance of the model and the predic-
tion window predicts the election, extrapolating the vote intention.

Regarding automated classification, we define three “input parameters” and two 
“configuration parameters” to control the supervised and automated processing of data 
in the best way possible. We understood these parameters as independent variables that 
were refined as our research progressed. In other words, we adjusted the prediction vari-
ance according to five independent variables, three external and two internal, namely:

where a: Training window, b: prediction testing window, c: prediction day, d: Representa-
tion, e: Classification algorithm.

Input parameters were also called “external parameters”, since they are variables 
used before automated data processing, in other words, are outside the algorithmic pro-
cedure yet condition it. We considered three external variables, also called input param-
eters (see Fig. 2).

Input parameters (external):

(a)	 Training window

The training window is defined by the set of manually classified messages that 
allows us to adjust the internal parameters of the learning algorithm. In our case, as we 
explained before, humans classified these messages during relevant media events. These 
tweets were used to train the algorithm with the purpose of enabling a prediction based 
on this learning.

(b)	 Prediction Testing window

P = f (a, b, c, d, e),

Fig. 3   Stages and variables of the classification process. Own elaboration



914	 P. Santander et al.

1 3

This is understood as a specific set of days in which data collected in these days are 
classified based on the previous training. These are used to make predictions, mean-
ing, this is where we define how many days of “history of opinions” are required to 
make predictions. After testing different time windows during our research, the 10 days 
window provided the best performance, with predictions closer to the real values and a 
smaller margin of error. It is worth mentioning that the size of the classification window 
is particularly important when some events that could change the citizens’ voting inten-
tion occur a few days before voting.

(c)	 Day of the prediction

This third external parameter is related to the decision of which day should the pre-
diction be made. It implies, therefore, deciding how many days pass between the end of 
the classification window (which used to be 10 days) and the election day. In our case, 
this parameter usually ranged from the election day to 3 days before it.

In case of the presidential second round, with the two candidates (Piñera and Guil-
lier), 271,170 tweets that mentioned them were manually classified. This learning 
base, the automated classification (Prediction Testing) was carried out from November 
onwards, and for that, 592,891 tweets will be analyzed.

Configuration (internal) parameters:
On the other hand, configuration (or internal) parameters are those related to auto-

mated learning; therefore, they are related to the selection of textual representations for 
classifier tasks, such as the very determination of classifiers. We considered two internal 
variables (see Fig. 3).

(d)	 Representation (n-gram)

The automatic classification of natural language has been studied for decades. For 
that purpose, a series of textual representation methods have been developed, which are 
usually based in term weighing, including, for example, the Boolean model, Tf-idf and 
its variants. Overall, to weigh terms in the vector space model, the term frequency or 
the frequency of documents that contain a term can be used. Some elements used to 
represent a text are n-grams, the ones that we used. A n-gram is a subsequence of “n” 
elements of a given sequence, a word, phrases, logical terms and statement or any other 
semantic and/or syntactic unit that can be used to describe text content (Schütze et al. 
2008).

(e)	 Classification algorithm

The second configuration variable is related to the automated classification of tweets 
using algorithms that receive the messages and its class defined by a human, meaning, the 
representation of the message and voting intention that a human assigned to that message. 
With it, the algorithm is trained to separate, identify and relate the messages to the voting 
intention in the best way possible. It is expected for the algorithm to classify new messages 
with the same competence than during its training (first external variable). In our case, we 
used the following algorithms: (1) Decision tree, (2) Random Forest, (3) Adaboost and (4) 
Linear Support Vector Machines (LSVM).

Figure 3 represents these procedural stages and their considerations within a diagram.
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The manipulation and adjustment of external and internal parameters were aimed at 
decreasing the mean absolute error (MAE) as much as possible and, thus, improving the 
predictive capability of the classifiers. The margin of error that occurs with the prediction 
is called mean absolute error (MAE), a metric used to evaluate the performance in the pre-
dictions and that accounts for the average difference between the estimates obtained by the 
classifiers used and the actual results (Willmott and Matsuura 2005). The closer the MAE 
is to 0, the closer to the actual result of the elections. This metric is calculated with the fol-
lowing formula:

In it, xi corresponds to the real value of an i event, yi corresponds to the value of the esti-
mate made for an i event, and finally n corresponds to the number of existing events to be 
estimated. A MAE below five qualifies as acceptable, as occurs in the metrics of traditional 
surveys (Bermingham and Smeaton 2011).

During our research, our MAE improved progressively in each election, due to the 
processing of great data volumes and different algorithms that allowed us to improve our 
capacity to find relevant patterns; thus, we refined the automated mode of processing data 
during several months. In each of the three elections, we learned from our mistakes and 
perfected our methodological procedures in connection with variable management and 
adjustment. Santander et al. (2017) and Rodríguez et al. (2018) have published part of the 
results.

4 � DEEP PUCV forecast

As we mentioned before, there were three important elections in our country during 2017: 
primary elections, the first round of the presidential election (November 19) and the second 
round (December 17). In the case of this investigation, we will show mainly the results of 
the two presidential elections.

The first was on July 2; it was the primary election, voluntary and legal, in which the left 
wing alliance Frente Amplio (two candidates) and right wing alliance Chile Vamos (three 
candidates) chose their presidential candidates, respectively. Due to problems and internal 
conflicts, the ruling party did not participate (political center). A total of 1,811,411 people 
went to the polls that day. Our prediction (Fig. 4) was far from forecast the real votes for 
every candidate (Fig. 5); but we went from our initial pessimism to a cautious optimism 
after seeing that we succeeded at predict the order of preference of the candidates.

This election was our first test and allowed us to analyze our mistakes and successes. 
Regarding the configuration parameters, for instance, we could identify the two algorithms 
that best suited the prediction and that produced the lowest MAE. Regarding the external 
parameters, we identified the best windows and days for prediction, both for the Frente 
Amplio (Fig. 6), and the right Chile Vamos (Fig. 7).

What we learned from this first test was used to face the first presidential round (Novem-
ber 19) in which 8 candidates participated. The favorites, according to all polls, were 
three: Sebastián Piñera (right wing; “Chile Vamos”); Beatriz Sánchez (left wing, “Frente 
Amplio”), and Alejandro Guillier (ruling party candidate, political center; “Nueva Mayo-
ría”). The latter, as we explained before, did not participate in the primary elections, which, 
as we will see, had consequences for our learning and the prediction we made (Fig. 8).

MAE =

∑n

i=1
�
�yi − xi

�
�

n
.
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Fig. 4   Electoral prediction made by deep-PUCV, primary elections 2017, Chile. Own elaboration

Fig. 5   Official electoral results; primary elections 2017, Chile; own elaboration. Source: Chilean electoral 
service
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As we see in the comparison between both graphs, our figures showed a very low MAE 
for two of the three strongest candidates: Sebastián Piñera (32.2% versus 36.6%) and Beat-
riz Sánchez (19.6% versus 20.3%). However, with the other candidate, Alejandro Guil-
lier, our prediction was completely wrong according to the official results, 2.3% vs. 22.7% 
(Fig. 9). 

Upon analyzing this tremendous deviation, we realized that the cause of the problem was 
data recollection, since, unlike the surnames of the other two strong candidates (Piñera and 
Sánchez), the French surname “Guillier” is very rare in Chile, and most users wrote it wrong; 
in fact, it was misspelled even in the headquarters of his campaign, as we checked. Therefore, 
our error was to algorithmically collect mentions with the right spelling of the surname only, 
since it significantly undermined the sample and the posterior analysis, since Guillier, along 
with Piñera, continued to the second round. However, realizing this error in the first round 
allowed us to collect mentions adequately, in order to make our predictions for the second 
round that took place a month after, on December 17 (see Figs. 10, 11), in which Sebastián 

Fig. 6   Lowest MAE for Frente Amplio. Source: Own elaboration

Fig. 7   Lowest MAE for Chile Vamos. Source: Own elaboration
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Fig. 8   Deep-PUCV prediction for the first electoral round. Source: Own elaboration

Fig. 9   Official results for the first electoral round. Source: Chilean electoral service
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Piñera and Alejandro Guillier ran for presidency. This time, the MAE related to the real results 
was minimum.

As we can see, this time our results were practically identical to the official electoral results, 
disclosed by the Electoral Service of Chile. This was the third time that we tried to predict the 
results of an election. Our learning based on trial and error in the primary election and the first 
presidential round was fundamental to improve our procedures and to refine the independent 
variables and, thus, improve the prediction.

Fig. 10   Daily prediction by deep-PUCV, second round of the presidential election, Chile. Source: Own 
elaboration

Fig. 11   Comparison: Deep-PUCV prediction and official results for the second round of the presidential 
election, Chile; own elaboration. Source: Deep-PUCV and Chilean electoral service



920	 P. Santander et al.

1 3

5 � Conclusions

As it could be observed in the preceding pages, our knowledge production mode was 
methodologically inductive and non-randomized. It was a data-driven research where 
we used inductive algorithms, i.e., algorithms which refine their way of processing not 
structured data according to the most appropriate use that can be made. During the three 
electoral moments we operated under the trial and error logic, essential to the induc-
tive research logic, in which knowledge emerges as the research progresses. We proved 
the importance of external and internal variables, their progressive adjustment and the 
resulting reduction of MAE. Through computational intelligence, we were able to fol-
low, collect and analyze the presidential campaign by processing over 9 million tweets, 
that represented all the universe of messages writes naming the terms examinates. This 
allowed us to possess a great volume of data, and meant that we collected natural and 
not experimentally produced data, thus avoiding the bias of the so-called social desir-
ability, very typical in cases in which it is necessary to know the political opinion of the 
respondents.

We achieve our objective, this was to predict the result of presidential elections 
through the use of inductive algorithms and the automatic processing of messages with 
political opinion in the social network Twitter, using Sentiment Analysis approach.

It is clear that a great volume of data does not generate knowledge by itself; being 
aware of this, we did not carry out a randomized collection of data, but a data collection 
process guided by precise conceptual, methodological, and instrumental frameworks. 
In turn, we strengthened the equivalence hypothesis with conceptual density. This was 
carried out through the human classification of messages produced during media events, 
which are moments characterized by triggering an intense activity in SM, generating a 
massive and voluntary political debate of users that follow the debates of presidential 
candidates.

To this we must add the following hypothesis that emerges as a result of this 
research: in a country with voluntary vote as Chile, Twitter users are very similar to 
those who actually go voluntarily to the polls on the day of the elections. It is likely that 
in a country with mandatory voting (for example, Argentina or Brazil) the similarity 
may be lower.

These and other considerations should continue to be examined since what is clear is 
that the impact and use of SM in people’s daily lives is increasing, therefore, there are 
increasingly more opinions of citizens about the most various topics in the networks. 
At the same time, the algorithms are being refined more and more, which suggests that 
in the future many of them will be used to measure the moods of the users in relation 
to different topics, for example, popularity of candidates, evaluation of policies pub-
lic, adherence to brands, etc. This could redefine participation in public policies and 
democracy.

As a future challenge, it is still pending to conceptually understand the performance 
differences of the classifiers, as well as verifying the scalability and applicability of the 
model in other political-electoral contexts in order to develop a predictive methodol-
ogy that may be used in other elections and even other kinds of contexts, such as opin-
ions on brands or public policies. For that, we could explore transfer learning and other 
approaches from machine learning.
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