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Abstract Attribute Selection is an important issue for developing a prediction model,
however, how to determine an effective attribute selection algorithm is an important but
difficult issue. Attribute selection can effectively delete the irrelevant and redundant attri-
butes to increase the prediction accuracy, and evaluating attribute selection methods usually
need to consider several criteria such as accuracy, type I error, and type II error. In this
paper, the selected attribute process is modeled as a group multiple attributes decision mak-
ing (GMADM) problem. In evaluating different GMACD methods, the most results usually
are consistently, But there are some situations where the evaluated outcomes have different
results. The GMADM method is useful tool for evaluating attribute selection algorithms,
and the TOPSIS is capable of identifying a compromised solution when different GMADM
method result in conflicting rankings. Therefore, this paper proposes an objective (persua-
sive) GMADM-based attributes selection method to solve this disagreement and help deci-
sion makers pick the most suitable method. After verification, the proposed model is more
persuasive to evaluate the attributes selection methods for developing prediction model.
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1 Introduction

Attribute selection is an important and widely studied topic in many disciplines, including sta-
tistics, artificial intelligent, operation research, computer science, data mining and knowledge
discovery (Peng et al. 2010). Datasets usually include many redundant data, these redundant
data not only increase the dimension of the dataset but also affect the subsequent analysis
performance. Due to attribute selection can improve the quality of the dataset in a pre-
processing stage, many attribute selection methods have been proposed in the last two
decades, such as disease diagnosis, text categorization, credit analysis, software risk man-
agement, financial crisis, and network intrusion detection, a variety of methods (Chatfield
and Janek 1972; Tan et al. 2009; Cornelis et al. 2010; Chuang et al. 2011) and algorithms
(Maldonado and Weber 2009; Menjoge and Welsch 2010; Lee and Leu 2011; Li et al. 2011)
have been developed for attribute selection in recent years.

The basic problem of attribute selection is optimized the measure function, with a
performance measure for each subset of attributes is to measure its ability of classifying
the samples. The problem is to search through the space of attribute subsets to identify the
optimal or near-optimal subset, with respect to the performance measure. In dataset analy-
sis, it is usual to have redundant attributes, and the selected attributes will affect the model
performance. Therefore, attribute selection become an interesting research topic, and applied
to extract a set of input attribute in predicting the target attributes.

Jong and Young (2010) derived 24 attributes which are related to credit card transaction
period, number of transactions, and transaction amount by using credit card sales informa-
tion. Among them, for the attributes of the month suspended, average of sales, maximum and
minimum amount of sales, variance of sales, average of transaction and variance of trans-
action during 3 and 6 months period, t test statistics for the 6 months period are higher than
those of 3 months period. Hence the 13 attributes including the derived attributes of 6 months
period are selected for the input attributes.

Cho et al. (2010) use t statistic to test 56 financial ratio attributes turned out to be signifi-
cantly different between the bankrupt and healthy groups. Then, they applied four attribute
selection methods. Method #1: decision trees with the chi-square algorithm select five attri-
butes. Method #2: decision trees with the entropy reduction algorithm select four attributes.
Method #3: stepwise logistic regression obtain 26 significant attributes, then select six attri-
butes based on the most frequently appearing attributes in the credit field expert analysis.
Method #4: after obtaining 26 significant attributes by a stepwise logistic regression, select
seven attributes based on the most frequently appearing attributes in the credit field expert
analysis.

Ravisankar et al. (2010) using training data is fed to MLFF (multilayer feed forward
neural network), PNN (probabilistic neural network), GP (genetic programming), t statistic
and f statistic separately for feature selection. Top 10 features are selected in each fold for a
given technique and it was observed that different folds yielded different features as the top
features. In order to arrive at a unified and optimal feature subset, computed the frequency
of occurrence all the features in the top 10 slots across all folds. Then, all the features are
sorted in the descending order of the frequency of occurrence. This helps them in selecting
feature subset for that particular technique. They repeated the same method for every other
technique. In case of rough sets, we had taken the top 10 features from the results obtained
by Bose (2006). In each case, top 10 features that contribute to high accuracy are selected
from the 24 features. The feature subset so formed is fed separately to MLFF/PNN/GP for
classification purpose in the second phase. In case of rough sets based approach, however,
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the top 10 features are taken from Bose (2006), who followed hold-out method of 80–20
ratio.

Melek et al. (2009) apply t tests to 20 financial ratios which do not show a significant
difference are taken out of the pure data set and a new data set is created. The 20 attributes
there is not a significant difference regarding 11 of them considering the banks which were
transferred to the SDIF (savings deposit insurance fund) and which were non-failed. There-
fore the rest 9 ratios are thought to be more useful in making a difference between the failed
and non-failed banks. Li et al. (2009) each year’s features employed were selected separately
from 35 original financial ratios account items through the stepwise discriminant analysis,
final 16 feature sets employed.

According to that mentioned above, a good attribute selection method can remove unnec-
essary attributes which may affect both on the rule of comprehension and prediction per-
formance, and good attribute selection method can influence on the accuracy of prediction.
Thus, find a suitable attribute selection method to evaluate prediction model becomes a very
important issue apparently. However, since there are so many attribute selection methods,
how to select an effective one for a given task becomes an important yet difficult issue. The
evaluation of attribute selection methods normally involves more than one criterion, such
as accuracy, type I error, and type II error (Tsai 2009). Therefore attribute selection can be
modeled as group multiple criteria decision making (GMCDM) problems.

A variety of GMCDM methods have been developed over recent years and it is a chal-
lenging task to decide which GMCDM methods are suitable for a problem. Because different
GMCDM methods rank alternative using different approaches and may yield different results
when applied to the same problem, one feasible way is to apply combinations of GMCDM
methods is more trustful than one generated by a single GMCDM method. While many
empirical studies show that the rankings of alternatives provided GMCDM methods may be
in conflict result, there are situations where different GMCDM methods generate different
rankings and how to reconcile these differences has not been fully investigated (Peng et al.
2011).

The decision making is complicated problem, as attribute selection becomes more chal-
lenging today. There is a need for simplicity, systematic, and logical methods or mathematical
tools as guide for decision makers in considering among different selection attributes and
their interrelations. The objective for attribute selection procedure is to identify appropriate
selection attributes and acquire the most appropriate combination of attributes in cope with
the real need. Thus, efforts need to be extended to identify those attributes that influence
attribute selection for a given prediction to exclude unsuitable alternatives, and subsequently
for the selection of the most appropriate alternative adopting simple and logical methods.

The purpose of this paper is to apply GMADM method to rank attribute selection methods
to improve a compromised solution in conflicting rankings generated by different attribute
selection methods. The proposed method helps the decision maker to arrive at a decision
based on either the objective importance of the attributes or his/her subjective preferences,
that is considering both the objective weights and the subjective preferences. The proposed
approach is examined using examples Tsai (2009) six attribute selection methods are included
to illustrate the proposed method. The results show that the proposed approach is able to gen-
erate an optimal ranking of attribute selection methods in different domains.

The rest of this paper is organized as follows. In Sect. 2 the attribute selection methods
and TOPSIS (Technique for order preference by similarity to ideal solution) are described.
The experimental design of study is provided in Sect. 3. Section 4 presents and analyzes
the experimental results. The Sect. 5 summarizes the findings and discusses future research
directions.
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2 Related works

This section briefly reviews the related literatures which includes attribute selection methods,
multiple criteria decision making, and TOPSIS.

2.1 Attribute selection methods

This section focuses on the statistical methods applied on quantitative data, which are corre-
lation matrix, factor analysis, t test, stepwise regression, and principal component analysis.

(A) Correlation matrix

Correlation matrix (Sadanori 1979) is to confer the correlation of two quantitative groups,
as well as to analyze whether one group affects the other one. A correlation coefficient is
the result of a mathematical comparison of how closely related two attributes are. The rela-
tionship between two attributes is said to be highly correlated if a movement in one attribute
results or takes place at the same time as a similar movement in another attribute. To select
appropriate attributes affecting much more parts of the result by this technique could obtain
related advantages (Atiya 2001).

(B) t test

The t test method (David et al. 1993) is often used to assess whether the means of two groups
are statistically different from each other by calculating a ratio between the difference of
two groups means and the variability of the two groups. It helps to answer the underlying
question: do the two groups come from the same population, and only appear differently
because of chance errors, or is there some significant difference between these two groups.

Three basic factors help determine whether an apparent difference between two groups is
a true difference or just an error due to chance (Pagano 2001):

1. The larger sample, the less likely that the difference is due to sampling errors or chance.
2. The larger the difference between the two means, the less likely the difference is due to

sampling errors.
3. The smaller variance among the participants, the less likely that the difference was created

by sampling errors.

(C) Principle component analysis

PCA (Principle component analysis) can be used for reducing complexity of input attributes
when there are large volumes of information and it is intended to have a better interpretation
of attributes (Wang and Paliwal 2003; Noori et al. 2010d). In this method, the information
of input attributes will present with minimum losses in PCs (Helena et al. 2000).

PCA model identification ends with the assessment of the number of PCs (principle com-
ponents) as the result of a trade-off between dimension reduction and the relative cumulative
variance (RCV). This choice is often made in a subjective way, especially in explorative
studies. One approach is based on the eigenvalue scree plot. An alternative approach is based
on cross-validation. Both will be used to come to a proper choice, next to a visual inspection
of the candidate PCs.
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(D) Factor analysis

Factor analysis (Schneeweiss and Mathes 1995; Alexander 1994) is a statistical method that
is based on the correlation analysis of multi-attributes. The purpose is to reduce multiple
attributes to a lesser number of underlying factors that are measured by the attributes. In
other words, it uses fewer dimensions to present original structures of data and keeps the
most information. Factors are formed by grouping the attributes that have a correlation with
each other. Factor analysis is effective when the sample size is more than 300. Factor analysis
has mainly four steps, which is described in the following.

(1) Initial solution: Attributes are selected and an inter correlation matrix is generated for
including all of the attributes. An inter-correlation matrix is a k × k (where k equals
the number of attributes) array of the correlation coefficients of the attributes with each
other. The correlation coefficients value should be significance value greater than 0.3.
Kaiser–Meyer–Olkin (KMO) and Bartlett’s tests of sphericity (BTS) are then applied
to the studied attributes in order to validate if the remaining attributes are factorable.
The KMO value should be greater than 0.6 for a satisfactory factor analysis. The BTS
should show that the correlation matrix is not an identity matrix by giving a significance
value smaller than 0.05.

(2) Extracting the factors: The PCA method is the most common form of factor analysis.
The loadings values of PCA are easy to compute and explain the factors. An appropriate
number of components (factors) are extracted from the correlation matrix based on the
initial solution. In the initial solution, each attribute is standardized to have a mean of 0
and a standard deviation of ±1. Thus, the eigenvalue of the factor should be larger than
one, if it is to be extracted.

(3) Rotating the factors: In general, factors are rotated in order to clarify the relationship
between the attributes and the factors. Factor rotation methods including orthogonal
rotation (the varimax, quartimax, equimax method is the most commonly used) and
oblique rotation (the oblimin, oblimax, quartimin method is the most commonly used).

(4) Naming the factors: Results are then derived by analyzing the absolute factor loadings
more than 0.5 or communality more than 0.5 of each attribute. Appropriate names are
given to each factor by considering the factor loadings.

(E) Stepwise regression

Using regression to build models, one common technique to find the best combination of
predictor attributes is stepwise regression. Although there are many variations, the most
basic procedure is to find the single best predictor attribute and add attributes that meet some
specified criterion. The result is a combination of predictor attributes, all of which have sig-
nificant coefficients. A list of several potential explanatory attributes is available and this
list is repeatedly searched for attributes which should be included in the model. The best
explanatory attribute is used first, then the second best, and so on. This procedure is known
as stepwise regression (Tsai 2009).

2.2 Group multiple criteria decision making

A decision making problem usually involves more than one criterion (factor), and criteria
often conflict with each other. In GMCDM, it is usually assumed that the criteria are indepen-
dent. The decision-making process involves identifying problems, constructing preferences,
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evaluating alternatives, and determining the best alternative (Hwang and Yoon 1981). How-
ever, when decision-makers evaluate the alternatives with multiple criteria, many problems,
such as the weights of the criteria, preference dependence, and conflicts among criteria, seem
to complicate the decision-making process and should be resolved by more sophisticated
methods.

Last decade, some of the popular solved GMCDM methods include: (1) Analytic hierar-
chy process (AHP) (Saaty 1980) can be enhanced with incremental analysis by a benefit–cost
ratio. (2) Data envelopment analysis (DEA) (Charnes et al. 1978) evaluates the efficiency of
decision making units through identifying the efficiency frontier and comparing each DMU
with the frontier. (3) TOPSIS (Hwang and Yoon 1981) is chosen as the target for the anal-
ysis because of its stability and ease of use with cardinal information. (4) Decision-making
trial and evaluation laboratory (DEMATEL) (Fontela and Gabus 1976) technique is used to
detect complex relationships and build a network relation map among criteria for environment
watershed measurement and evaluation.

Each GMCDM method reflects a different approach to solve GMCDM problems. How
to obtain a final decision by integrating the different opinions from different experts is an
important issue. In general, a GMCDM problem can be concisely expressed in matrix format.

C1 · · · C j · · · Cn

D =

A1
...

Ai
...

Am

⎡
⎢⎢⎢⎢⎢⎢⎣

x11 · · · x1 j · · · x1n
...

...
...

xi1 · · · xi j · · · xin
...

...
...

xm1 · · · xmj · · · xmn

⎤
⎥⎥⎥⎥⎥⎥⎦

(1)

where A1, A2, . . . , Am are possible alternative, C1, C2, . . . , Cn are criteria with which per-
formance of alternatives are measured, D is the rating of alternative Ai with respect to criteria
C j . The decision maker prefers to give his opinions. Hence, the rating xii of alternative Ai

and the weights of the criteria are assessed in terms.

2.3 Technique for order preference by similarity to ideal solution

TOPSIS is one of the major techniques in dealing with GMADM problems. The TOPSIS was
first developed by Hwang and Yoon (1981), and it concept of TOPSIS is that the most pre-
ferred alternative should not only have the shortest distance from the positive ideal solution,
but also have the longest distance from the negative ideal solution. In short, the positive-ideal
solution is composed of all the best values attainable of criteria, whereas the negative ideal
solution is made up of all the worst values attainable of criteria. Despite many GMCDM
techniques, the proposed use TOPSIS method is chosen as the target for the analysis because
of its stability and ease of use with cardinal information.

3 The proposed method

Attribute selection is an important pre-process, the interesting patterns and useful relation-
ships are extracted from the analysis of the input data. From Tsai’s paper (Tsai 2009), the
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evaluated index (Accuracy, Type I Error Rate and Type II Error Rate) is utilized as the perfor-
mance of attribute selection method under each dataset. For example, German credit dataset
use “Accuracy” to rank the ordering, the result is {FA > t test > Stepwise regression >

Correlation matrix > Baseline model >PCA}. And used the top two positions which have
the highest scores are seen as the best attribute selection methods. i.e., FA and t test are
selected as the best attribute selection methods. However, the ranking may be biased due to
relative values or the ratio scale used in the evaluation. And most decision making problems
have interactions in the real-world, these decision making problem have multiple attributes.
Therefore, evaluation these decision making problems necessary to conduct an overall con-
sideration of the relevant attributes and comprehensive assessment. For this reason, the past
approaches are not good for the purpose of ranking and selection and cannot reflect the true
dominance of attribute selection method.

For overcoming mentioned problem above, this paper proposes a GMADM-based attri-
bute selection methods to deal with the disagreement of ranking and help decision makers
pick the most suitable attribute selection method. These alternatives and criteria (factors)
are formed GMADM framework. Then the decision matrix is calculated by TOPSIS method
(Hwang and Yoon 1981) to find the optimized attribute selection method. Due to the result
of TOPSIS is more robust fashion, the TOPSIS analysis is essential for solving GMADM
ranking and selected attribute selection method. ie., this paper utilizes six attribute selection
methods: t test (A1), Stepwise (A2), correlation matrix (A3), FA (A4), PCA (A5) and baseline
model (A6, not reduce attribute) as GMADM alternatives, and the evaluated criteria (factors)
are accuracy, Type I error and Type II error. Additionally, the ratings of GMADM are from
the calculated five datasets as expert’s ratings. The five datasets include Japanese credit,
Australian credit, Bankruptcy dataset, German credit and UC Competition from Tsai (2009).
Therefore, the process of building a GMADM model consists of alternatives and criteria,
which forms the decision matrix and maximizes the decision problem by TOPSIS.

For easy understanding, the proposed method is shown in Fig. 1. the firstly five attribute
selection methods belong to inferential statistics. With inferential statistics, we try to infer
from the sample data about what the population might be like, or make judgments of the
probability that an observed difference between groups is a dependable one. Applying those
six methods to acquire the most representative attributes can affect the accuracy of prediction.
For evaluated criteria, Type I error rate means that the error rate for the risk cannot categorize
the normal company as a normal company, Type II error rate means that the error rate for the
risk cannot categorize the failure company, and Accuracy means the obvious way to assess
the quality of the learned model and to see on how long term the predictions given by the
model are accurate.

Next, the proposed algorithm will be introduced in detailed, which includes 8 steps in the
following:

Step 1: Construct the group decision matrix

Suppose that there are m attribute selection methods (A1, A2, …, Am) will be evaluated
in accordance with n decision criteria (C1, C2, …, Cn). Let w = (w1, w2, ..., wn) be
the weight vector of criteria. The group decision matrix D is constructed by aggregating
the ratings of K decision maker as Eq. (2):

D = ⌊
xi j

⌋
m∗n where xi j = 1

K

K∑
k=1

xk
i j

k = 1, 2, · · · K (2)
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Fig. 1 The GMADM-based selection attribute method

Step 2: Normalize the group decision matrix D = [
xi j

]
m∗n using the Eq. (3):

ri j = xi j√∑m
i=1 x2

i j

, i = 1, 2, . . . , m, j = 1, 2, . . . , n (3)

where ri j is the normalized rating of Ai with respect to CJ . m and n denote the number of
alternatives and the number of criteria, respectively. For alternative Ai , the performance
measure of the i th criterion CJ is represented by xi J .

Step 3: Calculate the weighted normalized group decision matrix

V = ⌊
vi j

⌋
m∗n , vi j = w∗

j ri j , i = 1, 2, . . . , j = 1, 2, . . . , n (4)

where w j is the relative weight of CJ , and
∑n

j=1 w j = 1.

Step 4: Determine the positive ideal (A∗) and negative ideal (A_) solutions as follows:

A∗ = {
v∗

1 , v∗
2 , ..., v∗

n

}
(5)

A_ = {
v

_
1, v

_
2, . . . , v_

n

}
(6)

where V ∗
J

= max
i

{
Vi j

}
is associated with benefit criteria and V _

J
= min

i

{
Vi j

}
is associ-

ated with cost criteria.

Step 5: Calculate the Euclidean distances of each attribute selection method from the
positive ideal solution (PIS) and the negative-ideal solution (NIS), respectively. It can be
represented as
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D∗
i =

√√√√
n∑

j=1

(vi j -v∗
j )

2, i = 1, 2, . . . , m (7)

D_
i =

√√√√
n∑

j=1

(vi j -v
_
j )

2, i = 1, 2, . . . , m (8)

Step 6: Calculate the relative closeness of each attribute selection method. The relative
closeness of the attribute selection method Ai is calculated as

CCi = D_
i

D∗
i + D_

i
, i = 1, 2, . . . , n (9)

Step 7: Rank the attribute selection method according to the relative closeness values. The
higher the CCi , the better the attribute selection method Ai . Thus, if CCi > CC j then the
method Ai is better A j .

4 Numerical verification

In order to verify the proposed method, five datasets are calculated as expert’s ratings to ver-
ify the proposed method. From Sect. 3, attribute selection has become a GMCDM problem
in proposed method, six attribute selection methods is A1(t test), A2 (Stepwise regression),

Table 1 Performance of attribute selection (unit %)

t test Stepwise Correlation FA PCA Baseline
matrix models

Japanese credit

Accuracy 63.53 82.64 60.16 74.22 74.00 85.88

Type I error 55.33 32.27 74.55 29.17 47.46 90.05

Type II error 17.29 6.77 3.49 23.75 10.37 22.40

Australian credit

Accuracy 89.27 84.74 89.31 86.08 89.93 81.93

Type I error 9.38 12.80 13.33 14.58 7.93 21.89

Type II error 11.72 16.71 8.33 13.60 11.53 13.89

Bankruptcy dataset

Accuracy 82.98 77 76.08 72.91 79.59 71.03

Type I error 7.69 37.27 22.76 22.50 16.55 12.85

Type II error 28.57 5.56 25.45 32.73 26 30.42

German credit

Accuracy 75.87 75.51 74.84 78.76 67.03 74.28

Type I error 61.28 51.34 54.36 48.69 84.92 55.39

Type II error 8.62 12.25 12.04 10.66 6.27 9.63

UC competition

Accuracy 97.25 96.33 96.70 97.30 96.47 96.92

Type I error 74.82 79.25 96.47 94.00 90.00 81.68

Type II error 0.16 0.35 0.04 0.08 0.13 4.05

*Data from Tsai (2009)

123



3344 S.-F. Huang, C.-H. Cheng

Table 2 Decision matrix

Five dataset t test (A1) Stepwise
regression
(A2)

Correlation
matrix (A3)

FA (A4) PCA (A5) Baseline
model
(A6)

Accuracy (C1) 81.7800 83.2440 79.4180 81.8540 81.4040 82.0080

Type I error (C2) 41.7000 42.5860 52.2940 41.7880 49.3720 52.3720

Type II error (C3) 13.2720 8.3280 9.8700 16.1640 10.8600 16.0780

Italic value denotes superior in same criteria

Table 3 Normalized decision matrix

Five dataset t test (A1) Stepwise
regression
(A2)

Correlation
matrix (A3)

FA (A4) PCA (A5) Baseline
model
(A6)

Accuracy (C1) 0.9824 1.0000 0.9540 0.9833 0.9779 0.9852

Type I error (C2) 0.5009 0.5116 0.6282 0.5020 0.5931 0.6291

Type II error (C3) 0.1594 0.1000 0.1186 0.1942 0.1305 0.1931

Italic value denotes superior in same criteria

A3 (Correlation matrix), A4(FA), A5(PCA) and A6(baseline model), three criteria include: C1

(Accuracy), C2 (Type I error) and C3 (Type II error), and five decision makers (datasets) are
D1 (Japanese credit), D2 (Australian credit), D3 (Bankruptcy dataset), D4 (German credit)
and D5 (UC Competition). The performance of each dataset (decision maker) be calculated
which is expressed as decision goal for each attribute selection method on each criterion.
The results of t test, Stepwise, correlation matrix, FA, PCA and baseline model for the five
datasets are listed in Table 1. The proposed method is currently applied to solve this decision
making problem and the computational procedure is summarized in the following:

(1) Construct the group decision matrix and normalize decision matrix.
From Step 1–2 of proposed algorithm, use Eq. (2) to construct the group decision matrix
as Table 2. And normalize group decision matrix by Eq. (3), the normalized group deci-
sion matrix is shown in Table 3.

(2) Calculate the weighted normalized group decision matrix.
In the process of decision making for focus different prediction result, it is evident that
for each criterion as Accuracy, Type I error and Type II error, the perspective of the
decision makers is not given the same importance. Therefore, a weighted vector W is
introduced to denote the importance of weight for that criterion regarding the opinion of
the decision maker. According prediction result focus of importance is assigned for each
criterion. Assume that they express their preferences as Table 4. The weighted normal-
ized decision matrix can be obtained from multiplying each assigned criterion weighting
by normalized decision matrix, Table 5 shown the weighted normalized decision matrix
under weighted vector W4 = [

0.7 0.1 0.2
]
.

(3) Determine the positive ideal solution (A∗) and negative ideal solution (A_)
The positive ideal solution and the negative ideal solution are then determined by Eqs. (5)
and (6) shown in Table 6.

(4) Calculate the separation measures using the Euclidean distance.
The separation of each alternative from PIS and NIS are then determined by Eqs. (7)
and (8) shown in Table 7.
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Table 4 The importance weight of the criteria

Weight W1 W2 W3 W4 W5 W6 W7 W8 W9

C1 0.1 0.3 0 0.7 0.5 1 0.1 0.1 0

C2 0.6 0.5 1 0.1 0.2 0 0.1 0.2 0

C3 0.3 0.2 0 0.2 0.3 0 0.8 0.7 1

Table 5 The weighted normalized decision matrix

A1 A2 A3 A4 A5 A6

C1(0.7) 0.6877 0.7000 0.6678 0.6883 0.6845 0.6896

C2(0.1) 0.0501 0.0512 0.0628 0.0502 0.0593 0.0629

C3(0.2) 0.0319 0.0200 0.0237 0.0388 0.0261 0.0386

Table 6 The distance
measurement

A∗ A_

C1 0.7000 0.6678

C2 0.0501 0.0629

C3 0.0200 0.0388

Table 7 Each alternative from PIS and NIS

A1 A2 A3 A4 A5 A6

D∗ 0.3049 0.3135 0.2949 0.3035 0.3029 0.3014

D_ 0.2301 0.2338 0.2291 0.2279 0.2293 0.2242

(5) Calculate the relative closeness to the ideal solution and rank the preference according
to CCi .

The relative closeness to the ideal solution is determined by Eq. (9) shown in Table 8.
Rank the preference ordering in terms of the values of CCi . In the numerical example the

ranking of six attribute selection method is A3 > A5 > A1 > A4 > A2 > A6. Obviously,
the best selection is candidate A3.

For sensitivity analysis, this paper repeatedly changes the criteria weight to rank attribute
selection method by proposed algorithm under each different weight. The results of nine
different weights are listed in Table 4, automatically one alters the preferences and the calcu-
lation of the impact of the attribute selection method, which, in turn, may modify the ranking
of the attribute selection method. From Table 9, the correlation matrix method is relative
important in overall consideration of the relevant attributes and comprehensive assessment
(A3 is first ordering with 4 times).

Table 8 The relative closeness to the ideal solution

A1 A2 A3 A4 A5 A6

CCi 0.4301 0.4272 0.4373 0.4288 0.4309 0.4265
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Table 9 Ranking of the attribute
selection method

Weight Methods ranking

W1 A4 > A1 > A2 > A5 > A6 > A3

W2 A4 > A1 > A2 > A5 > A3 > A6

W3 A1 > A4 > A2 > A5 > A3 > A6

W4 A3 > A5 > A1 > A4 > A2 > A6

W5 A3 > A5 > A1 > A4 > A2 > A6

W6 A3 > A5 > A1 > A4 > A6 > A2

W7 A3 > A2 > A5 > A1 > A6 > A4

W8 A2 > A1 > A5 > A3 > A4 > A6

W9 A2 > A3 > A5 > A1 > A6 > A4

Some findings can be figured out from Table 4 corresponding to Table 9:

(1) The Accuracy (C1) is higher weight (W4, W5, W6), the correlation matrix method will
be the best selection.

(2) The Type I error (C2) is given higher weight (W1, W2), the FA method (A4) will be the
best selection.

(3) The Type II error (C3) sets higher weight (W8, W9), the stepwise regression method
(A2) will be the best selection.

In simulation experiment, this paper used six attribute selection methods, three decision crite-
ria and five decision makers only to verify the proposed method. We can see that the proposed
method has found the best attribute selection method.

5 Conclusion

A variety of algorithms have been developed for attribute selection problems. How to select
an effective and appropriate algorithm for a given task is an important yet difficult task.
Since algorithms evaluation normally involves more than one criterion, it can be modeled
as GMCDM problems. The proposed method has verified that attribute selection methods
(t test, Stepwise, correlation matrix, FA, PCA and baseline model) are considered as GMADM
to evaluate the optimal selection problem, the proposed method could resolve the problem
of ranking conflicts.

From experimental results, we can obtain that applied attribute selection is better results
than using all available attributes. And the proposed method can provide a compatible rank-
ing when TOPSIS techniques yield conflicting results. It’s a challenging task to find a general
approach which can correctly rank attribute selection methods in any circumstances. This
study has proposed GMADM-based method to rank attribute selection methods and has ver-
ified its feasible solution. As a future research direction, more datasets from various domains
could be tested, and the other GMCDM methods also could be applied, such as VIKOR,
DEA, and AHP.
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