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Abstract. Design has been recognized for a long time both as art and as science. In the six-
ties of the previous century design-oriented research began to draw the attention of scien-
tific researchers and methodologists, not only in technical engineering but also in the social
sciences. However, a rather limited methodology for design-oriented research has been devel-
oped, especially as to the social sciences. In this article we introduce evaluation methodol-
ogy and research methodology as a systematic input in the process of designing. A designing
cycle is formulated with six stages, and for each of these stages operations, guidelines and
criteria for evaluation are defined. All this may be used for a considerable improvement of
the process and product of designing.

1. Introduction

Up till the last decade most of research methodology in the social sci-
ences is primarily concerned with theory-oriented research, as at that stage
most of these disciplines aimed at knowledge just for knowledge (l’art pour
l’art). As a consequence of a push from society, from then on scientific
researchers and methodologists pay increasing attention to practice-ori-
ented research. In this challenge they are mainly focussed on improvements
of existing reality. More specifically, they aim at the solution of what may
be called improvement problems. However, the last few decades gradually
came into being another type of practice-oriented research that is aimed
at the creation of a new artefact. Here the researcher aims at a solution
of a so called construction problem. In design literature these improve-
ment and construction problems are labelled “normal”, respectively, “radi-
cal” (Vincenti, 1990) or “inventive” (Dasgupta, 1996) problems.

In this article, we will focus on research aiming at solving construc-
tion or inventive problems, which we will call design-oriented research. This
type of research exists already for a long time in the technical disciplines.
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But in the social sciences it is rather new, so that it lacks in large part
the support of design methodology. Moreover, in our view existing design
methodology does not provide sufficient explicit rules on evaluation as an
integral part of a designing process. Literature on designing (Alexander,
1979; Brown, 1988; Simon, 1996) indicates that designers should be well
aware that designing involves more “perspiration than inspiration”. That
is, the designer must be very critical as to the utility and satisfaction of
the future users and the other stakeholders. So the artefact to be designed,
once realized, should satisfy a set of design criteria. From this it follows
that evaluation should play an important role in the process of design-
ing. And this in its turn means that the designer may benefit from existing
research methodology in general (Yin, 1984; Creswell, 1994; Denzin and
Lincoln, 1994; Yin, 1994; Babbie, 1998), and from evaluation methodology
in particular (Mohr, 1995; Patton, 1997; Rossi et al. 1998, Pawson 1998;
and Tiley, 1997). For that reason in this paper both evaluation and empir-
ical research will have a central role in the process of designing. We will
match design-oriented research on the one hand, and existing know how
on evaluation research and research methodology in general on the other.

We firstly unravel the process of designing in six stages, the so-called
designing cycle, as a counterpart of the intervention or policy cycle in busi-
ness and policy administration (Section 2). Next we give a short overview
of different types of evaluation that are relevant for designing (Section 3).
Then criteria for evaluation of processes and products of designing are for-
mulated, ready for use as touch stones in each instance of evaluation (Section
4). Finally with the aid of these tools we elaborate on evaluation within each
of the six stages of the designing cycle (Section 5), followed by conclusions.

2. The Designing Cycle

In order to create in Section 5, a detailed overview of the role that eval-
uation may play during and after the designing process, we firstly make a
systematic and generic inventory of the designing process. We distinguish
six stages of what we will call the designing cycle.

(1). First hunch: The very first stage of a designing process is the appear-
ance of a first hunch and initiative for constructing a new material
or immaterial artefact. The main result of this stage should be a
small set of goals [G] to be realised with the artefact to be designed.
For instance the goal of an aircraft designer may be the construc-
tion of a new type of aircraft aimed at the transportation of flowers
from Africa to the northern hemisphere. Or a manager may want to
have designed a helpdesk system that supports all employees of an
organisation with respect to the use of office applications such as a
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spreadsheet program and a word processing program.
(2). Requirements and assumptions: The next step entails a specification

of the requirements [R] to be fulfilled within the frame that is defined
by the goal(s) [G]. We distinguish three main types of requirements,
of which two are to be divided in sub types. The first are function-
al requirements [Rf ]. They indicate the functions that the artefact
should fulfil or enable to perform once it is realised, given the goal(s)
[G]. In our example functional requirements derived from the goal
[G] of the aircraft designer are that it allows rapid charging, and that
internal climate conditions can be controlled within a wide range of
temperature and humidity. Functional requirements of the helpdesk
in the other example are that it can retrieve and deliver adequate
information to employees who got stuck with one of the office programs.
The rest of the requirements to be fulfilled in the process of design-
ing regard the interface between the artefact to be designed and the
“world outside”. A first category of requirements of this type is the
set of users requirements [Ru], to be fulfilled on behalf of the future
users of the artefact. In the first example, these are demands of the
pilot, of the rest of the crew, of the pursers and of the employees
in charge of the maintenance of the aircraft. The user’s requirements
of the helpdesk may be that the help comes in time, and that it is
offered in different forms such as audiovisuals and text.
A third and last category of requirements are the contextual require-
ments [Rc]. These are prerequisites set by the political, economical,
juridical and or social environment. In our aircraft example there may
be all kinds of constraints set by the governments involved as to the
environment, pollution and noise caused by the aircraft. The design
of the helpdesk system will have to take into account laws that are
intended to protect employees and for instance to prevent repetitive
strain injury or complaints related to intensive display screen use.
However, the designer not only has to design the artefact in such a way
that it fulfils the desires of the future users and the demands coming
from the context. He or she should also specify what qualities the users
and the context should have in order to make a fruitful use possible.
We will denote these as assumptions [A]. They are (to be) made by the
designer, and thus must be checked with respect to their credibility
and feasibility as part of the designing process. Just as was the case
with the design requirements, the assumptions may regard the future
users [Au], the context [Ac] and the functions to be fulfilled [Af ]. For
instance, as to the users of the aircraft, the designer will have to make
assumptions about the minimum length of the legs and arms of the
pilot. As to the context, the runway should have a certain length, and
there are constraints as to the existence of obstacles in the form of
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buildings at the end of it. Without cooperation of local and national
authorities the realization of these assumptions [Ac] may be difficult
or even impossible. The helpdesk system designers will also have to
make assumptions, such as assumptions about the language or lan-
guages that will be supported.

(3). Structural specifications: In this stage, we derive from the design
requirements [R] and assumptions [A] the structure of the artefact-
to-be, i.e., the characteristics, aspects and parts that the material
or immaterial artefact must have in order to satisfy the whole set
of requirements [R] and assumptions [A] from stage 2. These will
be called the structural specifications [S]. In the aircraft example, a
few structural specifications [S] may be derived from the functional
requirements [Rf ] already specified. These are: a relatively light engine,
a large cargo door, and a climate control system with a wide operating
range. Of course, all three should be further specified. The end product
of the first three stages is a document on paper or in some electronic
form, describing a first draft of the design in full detail.
In fact this third stage is the most complex one of the designing cycle,
as here the design has to get its first form. For that reason we will
make a few further distinctions. The first regards a distinction between
systems and sub-systems. Systems of an aircraft are the fuselage, the
engine, the electrical system, the hydraulic system, the wings and the
landing gear. Sub systems of the electrical system are the battery, the
wiring, the alternator and so on. However, sometimes it is easier to
focus on a hierarchy of processes rather than of structures. For instance
the task of the helpdesk in our second example is clearly a process that
can be decomposed into sub-processes such as accepting a helpdesk
call, interpreting it, matching the call with a set of possible responses
et cetera. This last sub process can be decomposed into a full text
search, an indexed search, browsing a frequently asked questions list,
et cetera. The building of a smart hierarchy of different processes and
sub-processes may result in a more efficient or effective helpdesk.
Another distinction is the one between a general (or rough) and a spe-
cific (or detailed) design. The general design is an overall architecture
of the object to be designed. It will contain only the first and second
level of the hierarchy of subsystems of this object. Decision-making
at this preliminary stage is of strategic nature in the sense that these
strategic decisions have consequences for the remainder of the design-
ing process, for the result as a whole, and cannot be reversed without
reversing many other decisions as well. Decision making during the
specific design stage is of a tactical/operational nature in the sense
that decisions in the detailed design stage are only related to subsys-
tems at a lower level in the hierarchy, have limited consequences for
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other subsystems, and require limited or no knowledge of the system
as a whole.

(4). Prototype: The next step is realisation (immaterial artefact) or
materialisation (material artefact) of the design into a prototype (‘’).
This prototype embodies the complete design and is useful for empir-
ical evaluation. The designer should make clear whether all the struc-
tural specifications [S] are preserved in the prototype once it is realised.
If there are differences, he or she has to find out whether these are logic
or functional. Both in the case of the flower transport aircraft as in the
case of the helpdesk system, we can realise such a prototype. However,
with the current state of technology the helpdesk system will mainly be
a business process performed by helpdesk employees. Although sup-
ported by software, we should be aware that the helpdesk prototype
is not just a “thing” like the aircraft prototype.
A special form of a prototype is a, mostly incomplete, mock up. It
is used as a means to make discussions about the functional [Rf ]
and the users requirements [Ru] less abstract (Stapleton, 1997). For
instance, in the early stages of the design of a decision support sys-
tem (DSS) a series of mock-ups may show the users what they may
expect from the DSS. As this form of a prototype in principle is not
an object for evaluation, in this article we will refer to the first com-
plete and full sized form of a prototype unless mentioned otherwise.

(5). Implementation: In this stage, the designer has to put into prac-
tice the prototype, preferably in a real life context, as a first check
whether it will work appropriately in the next stage. This means that
a context must be realised that is compliant with the assumptions.
As the designers had to assume at least certain competencies for
different classes of users, implementation almost always implies quite
a bit of training of those users who will take part in the tests of
the prototype. For instance, the employees of the helpdesk may be
trained in and or tested for communication skills, and the clients of
the helpdesk who take part in the tests may be trained in how they
are supposed to access the helpdesk.

(6). Evaluation: The last step of the designing cycle is to check whether
the short and long term effects of utilisation of the prototype fit the
design goal(s) [G] and satisfy the expectations of the designer and
notably of the various stakeholders. This appears to be mainly the
ex post summative type of evaluation (Section 3).

After this overview a few remarks on the designing cycle have to be made.
First of all it should be noted that very often evaluation in stage 6 points
out that the artefact not yet fully comes up to the goals [G] and the expec-
tations or requirements of the stakeholders. This may be an occasion to
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start a second run of the designing cycle. If on the basis of evaluation it
is clear in what stage in the first run deficiencies occurred, then the second
run may start at this very stage. If not the designer most probably has to
start a second run in the first or the second stage of the cycle.

A second remark is that, although the two final stages of the designing
cycle explicitly aim at evaluation, we will explain how important it is that
evaluation takes place during the whole process of designing. This is exten-
sively elaborated in Section 5.

And last but not least, although the stages of a designing process are
presented in a linear order, it should be realized that the designing pro-
cess should be highly iterative. This means that the designer continuously
goes back and forth between the several stages (at least mentally), look-
ing what repercussions a decision in one stage has for earlier as well as
for later stages. Often a number of iterations both within one stage and
across stages is necessary to obtain a final or definitive design or artefact
that is well balanced and comes up to all our expectations. Especially, if
the design stages are very time consuming and/or expensive, it is worth-
while to prevent disappointments in later stages by means of early control
measures, both in terms of feed forward, feed back and ex ante evaluation
(see Section 3). Finally, in industrial designing the transition to large scale
production involves a number of extra stages (Asimow, 1962). These do not
fall within the scope of this article.

3. Types of Evaluation

There is quite a bit of literature on design methodology, although this
is more the case in the domains of technical engineering (Asimow, 1962;
Cross, 2000), architecture (Alexander, 1964) and the building of informa-
tion systems (Dasgupta, 1991; Gamma et al., 1994) than in the social sci-
ences. However, this literature is surprisingly implicit on the subject of
evaluation. What we need is an explicit role of evaluation in the process
of designing, as well as a conception of evaluation that goes far beyond
common sense. For that reason in this and the following section, we will
link the designing process to existing evaluation methodology and research
methodology.

In this article, by evaluation we mean: “to compare separate parts of a
designing process with selected touchstones or criteria (in the broadest sense
of the word), and to draw a conclusion in the sense of satisfactory or unsat-
isfactory”. Within the context of designing we make a distinction between
the following three rough stages of designing: (a) The plan (on paper) of
the design, i.e., the product of the first three stages of the designing cycle,
(b) the realisation or carrying out of this plan, which roughly regards the
stages 4 and 5, and (c) the effects that the use or the presence of the
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artefact has, i.e., stage 6. This threefold grouping of stages coincides with
a well known distinction in evaluation methodology, i.e., plan, process and
product evaluation, respectively. So the first three stages 1–3 the methodol-
ogy of plan evaluation should be used, in the stages 4 and 5 we may make
use of process evaluation and in the last stage 6 product evaluation is at
stake.

Plan evaluation implies an assessment of the quality of the design on
paper. If we call the combined set of requirements [R], the assumptions [A]
and the specifications [S] the means to achieve the goal [G], then a plan
evaluation involves mainly a separate test of the adequacy of (1) the goal,
(2) the means and (3) the relationship between the goal and the means.
More details about plan evaluation follow in Section 4, where criteria for
evaluation are formulated.

For the second group of stages a focus on process evaluation implies
that the issues and objects of consideration are the constructive activities
and the means that are used in realizing the plan that was the result of
stage (3).

Product evaluation, finally, involves finding out what are the results of
the designing process, what the value of these results is, and what are the
short and long term effects of the artefact once it came into being.

Although, above the three types of evaluation are linked with three
rough stages in the designing cycle, we may also use process and product
evaluation to each separate stages 1–6. That is, besides an evaluation from
the designing activity as a whole, each separate stage asks for carrying out
activities (process) and should end up with a result (product). So, each of
the six stages should also be evaluated on its own merits by means of pro-
cess and product evaluation. Especially, process evaluation of this type is
very important.

Plan, process and product evaluation differ highly as to the aim of the
evaluation and the way the evaluation has to be carried out. The aim of a
plan evaluation is a logical, ethical and empirical check of (the quality and
appropriateness of) all separate design requirements [R], design assump-
tions [A], structural specifications [S], and the design goal(s) [G]. It should
also be evaluated whether they form a coherent and balanced whole. One
reason for the latter is that the whole in principle is, or at least should be,
more than the sum of its parts.

In general the aim of a process evaluation is to improve the process,
and via this the product, of designing. Very often process evaluation is also
essential in order to prevent defects that will be hard to detect, let alone
to repair, in the very last stage of the designing process. For instance, the
number of tests that should be done on the final version of the software of
the helpdesk system in order to ensure that there are no errors, is too large
and too time consuming from a practical point of view.



740 PIET VERSCHUREN AND ROB HARTOG

The aims of a product evaluation differ from those of a process evalua-
tion. One possible aim of product evaluation is making a decision whether
to stop or continue the designing process. The decision to stop the design-
ing process may either be based on lack of progress, or because the design
goal [G] is fully achieved, so that the artefact is not needed any longer.
A second and mostly very important aim of a product evaluation may be
legitimating the activity for the stakeholders, the efforts it takes and the
money it costs, or motivating the stakeholders for delivering or continuing
their passive or active support.

The three types of evaluation, plan, process and product evaluation not
only differ with respect to their aim. They also are to be conducted in a
quite different way. First of all process and especially product evaluation
both are mainly empirical, i.e., based on sensory observation. In contrast a
plan evaluation besides an empirical also is a logical and mental test, and
thus in principle refers to desk research besides an empirical research. Sec-
ond, in a process evaluation we in principle need a diachronic or longitudi-
nal approach, as we want insight in the designing process. More specifically
this regards the process of development and implementation of the proto-
type. For doing this most often qualitative methods of research are more
apt than quantitative ones. The reason for this is that processes mostly are
so complex that we need tenths or even hundreds of variables to grasp it
in its full extent (Verschuren et al., 1997).

Types of qualitative data gathering are open or participant observa-
tion, qualitative content analysis of written and audio-visual documents
and open or in-depth interviews with relevant actors. As a qualitative over-
all research strategy the case study design may be used. For more informa-
tion on qualitative research methods the reader is referred to (Yin, 1984;
Creswell, 1994; Denzin and Lincoln, 1994; Verschuren, 2003).

In contrast, in a product evaluation we in principle need measure-
ments at least at two different points in time; once just before the arte-
fact to be designed is realised, used or put into practice, and once after
it is realised or used for a while. By comparing the results of these
two measurements we know whether something has changed or not, and
if so, how much and in what direction it changed. This effectiveness
research most often is of a reductionistic type (Verschuren, 2001), based
on quantitative measurement. In general two different research strategies
may be used here, i.e., the correlational approach (large scale survey) and
the (quasi) experimental research strategy. Applied to the designing cycle,
product evaluation may mean that the researcher/designer tries to figure
out whether the artefact helps in achieving the goal [G], both in the
short and the long run. This involves a check whether this goal came
closer compared to the situation before the artefact became operational.
Besides this overall evaluation, product evaluation can also be applied to
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each separate stage of the designing process, as will be pointed out in
Section 5.

Closely related to the distinction of plan, process and product eval-
uation is the distinction between summative and formative evaluation.
Roughly the difference may be indicated as follows: “If the client tastes
the soup this is summative, and if the cook tastes the soup this is for-
mative evaluation”. In fact the definition in italics of evaluation above fits
summative evaluation. For formative evaluation we have to add to this
definition “ . . . in order to make an improvement, i.e., to come closer to
[G], [Rf ], [Ru], [Rc], [Af ], [Au], [Ac] and [S]”. Here the main objective of the
designer/evaluator is to find out how the activity or the product of this
activity, i.e., a design or an artefact, can be improved so that it fits better
the set of requirements, assumptions and specifications. To achieve this we
in principle need to know how the designing process was executed. For that
reason, formative evaluation often involves what is called a process eval-
uation. In short, formative evaluation is to be characterised as a learning
activity on the basis of both process evaluation and product evaluation.

Although summative evaluation comes close to product evaluation, and
formative evaluation to the combination of plan and process evaluation,
they better are not regarded as the same. First of all there are different
forms of product evaluation, depending on the touchstone or criterion for
testing that is being used. Only some of them may be qualified as sum-
mative. Four generic criteria may be used in product evaluation: (a) Has
something changed? (b) In the right direction, i.e. the direction of the
design goal [G]? (c) As a consequence of the designing activities or of the
resulting artefact? (d) With minimal efforts, costs and or negative conse-
quences or side effects? Type (b) indicates goal achievement, (c) represents
the effectiveness criterion, and (d) implies a current definition of efficiency
of the designing process. In general only (c) and (d) are qualified as sum-
mative evaluation. Thus we cannot take summative evaluation and prod-
uct evaluation as identical. Second, sometimes we directly know on the
basis of the type of deficiencies of the product, how the designing process
can be improved, without ex post evaluation of this process. Thus process
evaluation and formative evaluation neither can be regarded as identical,
although they are closely related.

According to the above, often used alternative concepts for summative
evaluation of type (c) are effect measurement and effectiveness assessment.
Here the designer/evaluator has to find out whether the use or simply
the presence of the artefact has the effect that was aimed at, i.e., the
achievement of the goal [G]. This boils down to proving a causal rela-
tionship between the presence or use of the artefact on the one hand,
and the changes that are observed afterwards on the other. Implicitly here
we use the following definition of causality: A phenomenon X is said to
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cause another phenomenon Y if a change in Y, the effect, would not have
occurred without an earlier change in X, the cause. So in the case of
designing, an effectiveness assessment entails the observation of a change in
the object or process to be changed, in the direction of the set goal(s) [G],
and that would not have occurred without the designing activity. If only
the first two requirements are realised this is an instance of goal achieve-
ment. The latter only indicates effectiveness of the designer under the con-
dition that there is a causal relationship between the goal achievement and
the designing activity.

A third distinction that is important in the context of designing arte-
facts is the one between ex ante and ex post evaluation. Ex ante evalua-
tion of an activity (process) or its result (product) is evaluation before this
activity has started, respectively, before the aim of this activity is realised
or put into practice. Ex ante process evaluation is usually meant to assure
the correctness of the designing process and to incorporate guarantees that
the resulting design will not be a failure. (Asimow, 1962) formulates it in
terms of confidence; ex ante evaluation is a process of finding evidence that
increases or decreases our belief that a particular concept can be realised
physically. Ex post evaluation is evaluation after the construction has been
finished or the result of a stage has been realised or brought to practice.
In an ex ante evaluation we preview the guidelines and constraints of later
stages of the designing process, in order to take these into consideration
in advance. The function of ex post evaluation of designing is mostly to
give feed back to the actor about his or her performances or to decide
on continuation or discontinuation of the designing process or of a line of
thought in the designing process. In contrast ex ante evaluation is rather
oriented at feed forward, that is to set constraints on future actions in the
process of designing in order to assure its outcome. As such ex ante evalu-
ation is at the heart of an iterative designing strategy. In fact ex ante eval-
uation is an important means to reduce the number of iterations needed.

Some authors argue that in our case of designing ex ante evaluation
is the most important of the two, and often even is the only realistic
option for the designer because ex post evaluation may come too late (see
Alexander, 1964). For instance, ex post evaluation of the design of a sky-
scraper, assessing the potential danger of earth quakes is not a realistic
option. Generally, if changes turn out to be disastrous it is too late to
change the design. Another instance of little or no use of an ex post eval-
uation, occurs if the situation that required the design does not exist any
more after the completion of the artefact. This may be the case in situ-
ations that change very quickly. This makes ex post evaluation a purely
academic activity. However, all this does not imply that ex post evaluation
should not be carried out. It just means that ex post evaluation is not rel-
evant for that specific design.
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Besides, the reader should keep in mind that the concept of ‘ex post’ is
relative. Ex post evaluation may be relevant for further improving the arte-
fact after the first run of the designing cycle is finished. That is, it can be
used as an input for a second run aimed at a further development of the
artefact or for adapting it to changing conditions. This situation may hap-
pen quite often, as most (construction) problems are so complex that they
cannot be solved in one single run. In that case it has a formative function
as opposed to summative evaluation. And, last but not least, ex post eval-
uation is important for improving design methodology. That is, especially
with respect to our faults made during the process of designing as a whole
we can learn how to do better next time.

A fourth distinction is the one between goal based and goal free eval-
uation. In a goal based evaluation we judge a design or parts thereof as
to the extent that it contributes to achieving the design goal(s) [G]. So,
as a generic example, effectiveness assessment is goal based by definition.
In contrast, in a goal free evaluation the evaluator observes whether the
design satisfies general professional or practical criteria or standards not
directly linked with the design goal [G].

For most people goal based evaluation is the normal case. However,
there are at least two handicaps in goal-based evaluation in the context of
designing that may make it a difficult if not impossible job. The first is as
already said that in general the design goal [G] seldom is quite clear at the
beginning of the designing process. And if it is clear it often is defined only
at a conceptual level instead of in operational terms. The reason for this
is that there is very easily disagreement between the stakeholders as to the
design goal(s). Keeping them at an abstract level or vague is one of the
most used strategies to achieve consensus. Secondly there may be several
goals without an indication of their order of priority. For obvious reasons
in a goal-based evaluation we need operationally defined, stable goals that
have a predetermined order of priority.

Finally a reason why goals in general and designing goals in particular
are often not operationally defined is that people in general are less “goal
rational” than they seem to be at first sight. Accordingly, the design goals
[G] very often are not clear at the start and the designer further develops
them during the designing process. Unfortunately for the evaluator this is
rather common practice. (Verschuren and Zsolnai, 1998). He or she may
try to solve this by carrying out a goal-free evaluation. This may mean that
instead of using design goals as a standard, the designer/evaluator has to
use other general criteria, such as whether future users will accept the arte-
fact to be designed, or whether the artefact comes up to general profes-
sional standards or to expectances of the public.
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4. Criteria for Evaluation

According to our definition of evaluation we have to compare facts,
i.e., processes, plans and products of designing, with a touchstone or a set
of criteria. In this section, we will develop criteria that may be used by a
designer. We will elaborate on criteria for (a) plan evaluation, (b) process
evaluation and (c) product evaluation respectively, both on the level of de
designing process as a whole and to each separate stage. A plan evaluation
mostly is not needed on the level of each separate stage.

Plan evaluation: As already said, a plan evaluation entails an over-
all evaluation of the design on paper, i.e., a first draft, which covers the
first three stages of the designing cycle. The reader should make sure that
these three stages have a hierarchical order, in so far as they constitute a
goal – sub goal structure. That is, the design requirements [R] and design
assumptions [A] represent sub goals to achieve the design goal [G]. The
requirements and assumptions in their turn will be fulfilled with the aid
of the structural specifications [S] of the design. So the entities that are
at stake in a plan evaluation are the goals [G], the requirements [R], the
assumptions [A] and the structural specifications [S]. In a plan evaluation
these have to be considered as to: (a) their own separate value and (b) the
way they arerelated to each other.

As to (a), criteria from which the evaluator/designer might choose in
order to judge the design goals [G] are clearness, consensus of the stake-
holders, feasibility, affordability, opportunity, ethical acceptability, and in
case there is more than one design goal [G], whether they are rank ordered
as to priority. Especially clearness is very important, as a most popular
means to achieve consensus of the stakeholders is to keep the goals vague.
This vagueness will severely hinder a product evaluation of the artefact
later on, as already pointed out above.

Clearness also is a very important criterion for evaluating at face value
the requirements [R] and the assumptions [A]. For purposes of goal based
product evaluation to be carried out later on in the designing process
they mostly are neither sufficiently detailed nor operational. So they have
to be (a) unravelled into several constituting parts and aspects, and (b)
made operational. In the context of designing operationalisation means
two things: (1) To make clear at what modality (nominal variable) or score
(metric variable) on a criterion the designer can be satisfied, i.e., putt-
ing concrete and exact norms. (2) To make clear what the designer has
to do in order to (better) come up to the norms in case of formative
evaluation. An example of unravelling is the following one. Imagine one
of the users’ requirements for the aircraft example is that it has favour-
able control characteristics. Then “control characteristics” has to be broken
down into aspects such as “behaviour in turbulent conditions”, “sensibil-
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ity for crosswind during take-off and landing”, and “response time to the
control wheel”. These in their turn may ask for further unravelling. For
instance, “behaviour in turbulent conditions” may regard different catego-
ries of users. It may include the effects on the control wheel and rud-
der pedals (pilot), the shaking of the fuselage (passengers) or the allowed
maximum speed in specified conditions (all).

As to type 1 operationalisation, an example can be taken from instruc-
tional design, more specifically from course design. If the goal [G] in a
course “decision theory” is that students become motivated to achieve
generic insights in the phenomenon of decision-making, this by far is not
an operationally defined goal. An operational specification is for instance
that 90% or more of the students who attend at least 80% of the lectures
should have at least an 80% score on a measurement scale for measuring
motivation. The reader should make clear that here again a list of addi-
tional conditions must be specified as to the type of students, the type of
teachers, all kinds of learning aids et cetera, in order to make the require-
ment fully operational. Once the requirements [Rf ], [Ru] and [Rc] have been
unravelled and operationalised, i.e., translated in observable or measurable
terms, they are labelled (operational) design criteria [C]. Depending of what
type they are, they are denoted [Cf ], [Cu] and [Cc]. They are the result of
unravelling and an operational specification of more roughly defined func-
tional, users and contextual requirements, respectively.

As to type 2 operationalisation the following is relevant. Defining a
mode or a score is not enough if it comes to formative evaluation. If for
instance the aircraft turns out to consume more kerosene than was speci-
fied in advance, this fact alone does not provide any clue as to what can
be done in order to come closer to the required criterion in the next test.
However, a design requirement regarding the composition of the exhaust
fumes may point to incomplete combustion or combustion at certain tem-
peratures, and thus give information about the efficiency of the combus-
tion. Also if the students of the course “decision theory” receive a low
score for motivation this in itself does not tell the designer how to improve
the learning material. For a formative evaluation we also need information
as to which parts of the learning material are appreciated most and which
least by the students.

Besides, this operational clearness, for an evaluation of the requirements
Rf , roughly the same criteria may be used as for the goal(s) [G]. As to Ru

and Rcby far the most important criterion for evaluating is validity, i.e., the
question whether these correspond to reality. Next may also be used crite-
ria such as clearness, feasibility, affordability, consensus and ethical accept-
ability.

As to the second instance of plan evaluation concerning the relations
between the several demands, we can be short. Here the central criterion
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to be fulfilled by the designer is fit. For instance, do the structural speci-
fications [S] fit the design criteria [C] and the design assumptions [A], and
via these, do they fit the design goal(s) [G]? Referring to the fact that it is
a goal – sub goal structure, we distinguish three components: (a) are lower
demands in the hierarchy sufficient to achieve the demand next higher in
this hierarchy. If not this is an error of omission, and we have either to
improve the elements lower in the hierarchy, or to extend their number, or
both. (b) Are the “lower” demands not achieving more than intended by
the designer. That is, these demands may be too far reaching in both a
qualitative and a quantitative sense, with respect to achieving the “higher”
demands. If yes this is an error of commission, and we have to reduce the
scope of the elements lower in the hierarchy. (c) Are the sub goals logically
consistent with their goals? Furthermore the designer/evaluator may use a
set of general criteria, such as effectiveness (in contributing to a “higher”
demand) ethical norms, opportunity, acceptance for the stakeholders, and
practical criteria such as feasibility and affordability.

Process evaluation: A next step is the evaluation in/of the stages (4) (pro-
totype) and (5) (implementation). Here in principle a set of actors become
involved in the designing process. Quite a few criteria may be relevant to
evaluate their activities such as: the degree and quality of their co-oper-
ation and of their communication, their expertise and skills, the aids and
infrastructure that they use, the efforts they do, to mention only a few.

Besides, these criteria which are specific for the stages (4) and (5), there
are also general process criteria that should be followed during the whole
process of designing. In the literature on designing these are often called
design guidelines. The reader should realise that design guidelines are essen-
tially an articulation of a design methodology.

We distinguish generic and specific guidelines. For instance in designing
instructions for students a general guideline may be to conceive the design
as a compound of modules. This involves the designing of several relatively
independent components of the artefact to be designed that later on may
be plugged as independent units into the design (artefact) as a whole.

As designing an artefact involves decision-making, one category of
generic design guidelines can be derived from decision theory. An exam-
ple of a generic guideline borrowed from decision theory is the following.
The effort invested in collecting information by the designer must be in
balance with the expected importance of the decision that will be based
on it. This design guideline will ensure that limited capacity for searching
information will not be wasted on minor decisions. It can be formulated
as follows in a generic way: “Allocate resources to design stages in pro-
portion to the expected benefits of improving the design”. It implies that
the designer should not spend too much design effort during the design
process on a minor aspect of the design. Another generic design guide-
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line that can be derived from decision theory is that the scope of decisions
during the designing process will be explicitly formulated and underpinned
by arguments as well. This helps to reduce the number of design decisions
with overlapping scope, and thus helps to reduce the number of potentially
conflicting design decisions.

Another criterion for process evaluation borrowed from decision theory
is whether the designer makes a distinction between strategic, tactical and
operational decisions, and whether he or she does not make a mistake as
to the order in which these decisions have to be taken. Strategic design
decisions are essentially decisions about the artefact as a whole. They will
be taken in the initial stages of the designing process. Reversing the order
of strategic and tactical decisions incurs relatively high costs. In our air-
craft example a strategic decision is the choice of both the type and the
material of the fuselage and wings. This decision is strategic for several rea-
sons. First of all it requires an overall view of the field of aircraft design.
This in contrast to decisions about the form and the material of the fuel
tanks, which domain is a rather narrow one. The latter is a tactical decision
that can be delegated to someone whose expertise is much more limited,
but maybe also much more detailed within its limitations. Second, changing
a decision about the fuselage and wings will have consequences for many
other decisions: another fuselage will have more or less mass, the mass will
be distributed differently, the form of the aircraft will be different, the way
it behaves in the air currants may be different et cetera. Finally operational
decisions are decisions of a very detailed and recurrent nature such as deci-
sions about the lay out of the hydrolics throughout the aircraft.

Next, we have to decide how to check process guidelines in the context
of a process evaluation. Empirical measurement of departures from design
guidelines may be difficult, because of the many, often not formalised and
moral aspects that may be involved and that ask for human consideration.
Currently there seem to be two options: we can invite experts to check if
predefined process guidelines are being obeyed during the process or we
can translate guidelines into requirements for intermediate products and
check if the intermediate products satisfy these requirements. The latter is
often feasible as has been shown for instance in Quality Function Deploy-
ment (Hauser and Clausing, 1988). However, it may slow down the design
process considerably because of the extra effort that must be invested in the
production of intermediate products. The modular design guideline is easy
to test by checking if intermediate products are modular. But it is difficult
to check whether the designing process is constantly aimed towards a mod-
ular design, i.e., by checking if the designer consciously thinks in terms of
modules with minimal interdependencies and maximum internal coherence.
On the other hand this form of expert review is exactly what an advisor of
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a student does in design-oriented studies. So we all will recognize that it is
a feasible approach.

At the end of this stage of process evaluation both the utilisation and
the performance of the prototype has to be evaluated in order to improve
it before the large scale production of the artefact starts. As will be pointed
out in Section 3 below this is an instance of formative evaluation. Ideally
components of the design will have been prototyped earlier and tested as
well. For instance the climate control system in our aircraft should have
been tested before the first test flight. However, further tests during test
flights will be necessary as well, in order to know whether everything works
as an integrated whole. This implies that also the assumptions [Af ], [Au]
and [Ac] should be tested once again at this stage.

Product evaluation: Once the prototype is realized and implemented the
designer has to find out whether it comes up to our expectations, or
whether in another sense it has favorable effects or outcomes. This is to
be done in stage (6). First of all we refer to the four generic criteria for
product evaluation in the last section, i.e., change, goal achievement, effec-
tiveness and efficiency. As the two latter types of product evaluation are
goal based, the design goal [G] of course functions as a main touchstone.
Moreover, the question of causality has to be solved. In other words, the
designer has to find out whether the artefact directly or indirectly is respon-
sible for the outcomes or not. In principle for this we need to do measure-
ments in the domain of [G] at least at two points in time; one before the
artefact comes into being and one after it has been functioning or used for
a while. For more information on this type of effectiveness assessment see
Pawson and Tiley, 1997.

Thus far the product evaluation regards summative evaluation. How-
ever, if effectiveness assessment at stage 6 (or some time later) points out
that the artefact fails to achieve the goal(s) partially or totally, then it may
be worthwhile to start a formative evaluation. That is, we have to look at
all those parts of the designing process in order to see (a) whether there is
a reason for this failure, and (b) how we can improve the artefact. Espe-
cially, we have to check whether the requirements [R] and assumptions
[A] are adequate and correctly derived from the goal(s) [G], whether the
structural specifications [S] are adequate and correctly derived from the
requirements [R] and assumptions [A], and whether the requirements and
specifications were correctly transferred to or translated into the prototype.
This in fact means that we start a second run of the designing cycle.

A final remark is that besides or instead of goal based evaluation we
may also want to see whether the artefact has favorable outcomes that have
nothing to do with the design goal [G] and thus were not envisaged, but
that nevertheless have a positive value. This is an instance of goal free eval-
uation. This especially may happen if the goal(s) are shifting over time, that
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is if circumstances and demands of stakeholders have been changing during
the process of designing.

5. Evaluation in Stages

Once it is clear how the designing process should be structured, what types
of evaluation are relevant, what is the role of design guidelines and require-
ments, and what type of criteria may be used, we can start a discussion on
evaluation as part of the designing process. For each stage in the design-
ing cycle we discuss the evaluation that should at least make part of the
designing process. Here may be at stake local process and product evalua-
tion on the one hand, and overall plan, process and product evaluation on
the other.
1. First hunch: In this first stage of the designing cycle the designer/evaluator
has to answer the question whether all conditions were fulfilled to have a
fruitful idea about the creation of a new artefact. He or she especially must
check whether the design goal [G] really covers the desires of the stake-
holders. If the desires where studied by means of empirical research such
as an interview, a questionnaire or documents, then the evaluators have to
check the validity, reliability, researcher-independence and verifiability of the
research. These are standard scientific quality criteria, largely elaborated in
methodological handbooks.

Although many people may take this first stage of the designing cycle
for granted, being more a matter of common sense, intuition and arts
rather than of systematic thought, rationality and science, it is worthwhile
to consider this stage from a methodological and an evaluative point of
view. For obvious reasons it is very important that, right from the start,
the designer has a clear idea and overview of all the recent social and
technological, material and immaterial commodities, raw material, (half)
manufactures, modules and subroutines that are available and from which
he or she can make use in the process of designing, especially in the
stages 4 and 5. It is very unlikely that new and fruitful ideas come out
of the blue. (Alexander, 1964; Brown, 1988; Nonaka and Takeuchi, 1995;
Csikszentmihalyi, 1996; Simon, 1996). If the designer is not up to date
and well informed in this respect, the artefact to be designed and produced
most probably will not be sufficiently innovative. (Csikszentmihalyi, 1996).
It even may be superseded before it is produced. Thus a design guideline
for this stage is that the designer(s) should invest sufficient effort in acquir-
ing knowledge and information of all those aspects and details that may
be important to construct the prototype, i.e., to realise the design. If in
the helpdesk example the business process designers do not understand in
detail the variety of problems with respect to office programs, if they are
not familiar with office programs, and neither with the many different types
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of users, nor with the different forms of pressure that can be exerted on
help desk employees, it is very unlikely that their concepts will turn out
to be effective. In short, local process evaluation during stage (1) involves
at least a check whether the designer is knowledgeable or invests efforts in
knowledge acquisition.

However, a test whether relevant fields and disciplines were taken
into consideration is not enough. An unexpected and innovative hunch
becomes more probable whenever we bring together experts from (totally)
different fields who normally have no contact with each other. For an iter-
ative brainstorm of experts the researcher may make use of participatory
research techniques such as Delphi, workshop techniques, focus group
interviewing, gaming and scenario building with experts to elicit their
relevant knowledge and information. The choice of experts and the com-
munication and fine-tuning between them, must be balanced against the
importance of the design problem and the opportunities of the designer. In
many cases this implies that the construction problem at hand is already
sufficiently well formulated in order to entice a number of people to invest
attention in it.

However, this initial stage of the designing process is seldom satisfac-
torily formulated. Thus it is advisable to invest efforts in reformulating
the design challenge and looking at the problem from different perspec-
tives. It is clear that ex post evaluation of the result of stage (1) will
not easily convey to what extent the designers have looked at the prob-
lem from different perspectives. So we have to ask them questions (inter-
view or questionnaire) as part of the evaluation. At the same time it is
clear that during the initial stages of the process of designing the guide-
line to look at the design challenge from different perspectives, may lead
to the formulation of different partially mutual exclusive sets of func-
tional requirements (Rf ). For instance, in the case of the helpdesk, one
line of reasoning is that the helpdesk provides information to employees
who encounter a problem. Another line of reasoning is that the helpdesk
should monitor what problems cost much time in the organisation, and
then should come up with proposals for alternative ways of proceeding.
If many employees ask helpdesk support with respect to the data han-
dling options in the spreadsheet program, the helpdesk can try to find out
why so many employees do individual data handling. It also may (help)
answer the question why they want to do this with a spreadsheet pro-
gram and what might be an alternative for the organisation as a whole.
A helpdesk with this function will differ considerably from a helpdesk that
only gives information with respect to a specific detail of an office applica-
tion.

A designer looking for input from different perspectives should rea-
lise that these perspectives often stem from different underlying para-
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digms. Here communication between experts may invoke a problem, as
it requires at least some overlap in language and conceptual knowledge.
This will require a skilled facilitator and/or a learning effort of the experts
involved. This too may be part of the designing task. In general, as is
well known in literature on technical designing, design methodology must
provide a vehicle for communication between users and designers as well
as among designers themselves. Such vehicles are for instance a pattern
language (Alexander, et al., 1977), entity type relationship type modelling
(Chen, 1976), object role modelling (Halpin, 1995), unified modelling lan-
guage UML (Booch et al., 1998; Rumbaugh et al., 1998) , blueprints and
diagrams (Cross, 2000), logical constraints (Chandrasekaran, 1990) and the
house of quality (Hauser and Clausing, 1988).

Thus, if the designer communicates with peer reviewers during this stage,
these peers can observe and judge a line of reasoning and give feedback on
it. For instance, if the designer aims at designing a system that supports
the construction of schedules for schools, universities, transport compa-
nies, trains et cetera, someone with a background in classical optimisation
techniques may implicitly assume that it is always possible to define an
object function that satisfies all stakeholders. Peers with different disciplin-
ary backgrounds such as artificial intelligence or organisational sociology
will soon make explicit such an [A] and question the corresponding line of
reasoning and the underlying paradigm as well.

Finally, with regard to a local product evaluation of this stage we for-
mulate some dimensions for criteria to be put at the goal(s) [G], besides
the one of clearness already mentioned. To be mentioned are feasibility,
affordability, opportunity, acceptance by the stakeholders, moral justifiabil-
ity, and opportunity costs. The latter criterion regards the question whether
the adoption of another goal would have more profit.

In conclusion, we can say that the criteria for ex post evaluation at the
end of this first stage of the designing process may be captured in the
following questions: (1) Was the involvement and variety of experts well
balanced against the expected impact of the design? We could set a quan-
titative norm for “well balanced” when we can assume that there is a rela-
tion between the total design effort and its expected impact. Based on this
assumption we can require that the investment of different experts in the
first stage should at least be budgetted at x% of the total design budget. (2)
Is the goal [G] sufficiently sharp defined in order to derive the functional
[Rf ], contextual [Rc] and users requirements [Ru], and to give direction to
the next stages in the designing process? (Feed forward or ex ante evalu-
ation). (3) Have standard methodological guidelines for empirical research
been followed during the process that led to the formulation of [G]? Or
has empirical research been excluded in this stage on the basis of sound
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arguments? See also other criteria to be used at this stage, as these were
formulated in the last section.
2. Requirements and assumptions: In this stage empirical research should be
carried out in order to find out what are the users [Ru] and the contextual
requirements [Rc]. Thus standard criteria for evaluation here are the empir-
ical validity and reliability, as well as the researcher independence and ver-
ifiability of the results. As to Rf , at this stage the designer/evaluator has to
carry out a logical test, whether the functional demands really fit the set
goal(s) [G] of stage 1. The set of functional requirements [Rf ] should cover
this/these goal(s), no more (error of commission) no less (error of omis-
sion). (see Verschuren and Zsolnai, 1998). Next the designer needs insight
in the user requirements [Ru]. It stands to reason that whenever there is a
very large group of potential users, we may draw a random sample out of
the target population, and send them a questionnaire by post or by email.
Interviews may be better because they offer an opportunity to interact with
the respondent, but these are more time consuming. Again compliance to
standard scientific criteria is required. The questionnaire or interviews may
yield a big number of different and even contrasting demands. If these
demands cannot be reconciled in a satisfactory way, the designer either has
to reduce the target group or to design different variants of the artefact, or
both. The same holds for an operational translation of initial formulations
of requirements into design criteria [C].

If the members of the users group are supposed to interact and com-
municate intensively in employing the artefact once it is realised, then once
more in many cases the researcher preferably uses participatory techniques
such as focus group interviews and workshop techniques. Because in these
methods interaction and communication between the participants play an
important role, this gives a better opportunity for obtaining relevant data
than individual face-to-face interviews. A good option is gaming. This is a
form of human simulation. By building a game of something that resem-
bles the artefact as the object of gaming, followed by playing the game
with the future users of the artefact, the researcher in principle obtains a
clear and detailed insight in what is important or not. However, gaming is
very expensive and time consuming. In any case it is important at this stage
that the stakeholders get a clear idea of the artefact to be designed and of
the context in which and the purposes for which it will be used.

Of course, all this is an instance of ex ante evaluation as the arte-
fact still is not realised. Thus, if gaming is not opportune the questions
must be answered on the basis of imagination and a “mental eye” of/on
a future state of affairs. In principle methods and strategies for empirical
research are of little use here. In fact this means that the specification of
users requirements [Ru] may remain a problem (Dasgupta, 1991). Experi-
ence has shown that for innovative design users often do not know what
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they want, which makes validation of user requirements ex ante very diffi-
cult if not impossible. This is also the main reason for a designing strategy
that involves forms of rapid prototyping in order to enable the prospective
users to experience the opportunities and threats of the proposed innova-
tions (Stapleton, 1997).

Finally the researcher has to find out what are the relevant contextual
requirements [Rc]. What practical, social, political or juridical side condi-
tions are at stake? Here to a certain extent the same arguments are valid as
is the case with the assessment of the user’s requirements [Ru]. Besides, as
sometimes requirements are laid down in official documents, the researcher
should gather these documents and carry out a systematic content analysis.

To derive and verify the separate design requirements [R] is a necessary
but not a sufficient task at this stage. On top of it, as a part of a plan evalua-
tion the designer has to check the logic of the combination of and the relations
between the three classes of exogenous requirements [Rf ], [Ru] and [Rc]. Here
not only expert knowledge may be used. Besides, some special procedures are
available. One of these is Quality Function Deployment (QFD) (Hauser and
Clausing, 1988). This is a methodology that supports the process of making
explicit the relations between [G], [Ru], and [Rc]. Central in the description of
these relations is a series of matrix like constructs. Such a construct is called
“the house of quality” in which the rows describe detailed user requirements
in the language of the user, and the columns describe engineering variables
in the language of the engineer. The roof makes a connection between engi-
neering variables from different engineering aspects. This methodology may
function as a design guideline and thus as a testing criterion for evaluation
at this stage. However, as long as there is no experience with QFD in a suffi-
ciently wide range of different design areas, application of it is certainly not
a trivial exercise (Costa et al., 2001).

Another approach in the process of specifying exogenous requirements
is to use a pattern language (Alexander et al., 1977; Gamma et al., 1994)
to describe design patterns. A pattern language enables us to make explicit
those design requirements that became clear during a series of previous
design efforts in the same design area. Alexander (1964) sees “the process
of achieving good fit between two entities as a negative process of neu-
tralising the incongruities, or irritants, or forces, which cause misfit”. His
approach of defining design patterns aims at describing advice for neutral-
ising those incongruities and forces. As an example we present one of the
design patterns that are typical for a farm house in the Bernese Oberland:

“North south axis//west facing entrance down the slope// two floors//hay
loft at the back//bedrooms in the front//garden to the south//piched roof//half
hipped end//balcony toward the garden//carved ornaments//. (Alexander,
1979)”. The use of design patterns as a checklist for evaluation has called
growing interest in completely different fields (Gamma et al., 1994). The
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minimal form of process evaluation for this stage is a check whether they
have used a methodology in order to establish the functional requirements
[Rf ], the user requirements [Ru] and the contextual requirements [Rc], and
whether they have used a methodology to translate these requirements into
operationally defined requirements, i.e., design criteria [Cf ], [Cc] and [Cu].
As pointed out in Section 3, this entails unraveling key variables in parts
and aspects, setting modalities or scores on these variables that should be
achieved, and finding criteria that make clear how a design can be improved
if formative evaluation urges this. The next step is to decide whether the
designers did select a useful methodology for this stage, followed by a check
whether the designers did correctly follow the guidelines in the chosen meth-
odology.

Product evaluation in this stage involves answering the question whether
the output of this stage consists of operationally defined design require-
ments, and if these requirements really cover the exogenous requirements
and at the same time match the goals [G].

If all requirements are operationally defined, and if it could be estab-
lished unambiguously that the requirements fully cover the goal(s) [G], then
empirical evaluation in the later stages can be straightforward. In that case,
the soft spot in the evaluation is localised in stage 2. In practice the output
of stage 2 seldom completely satisfies all stakeholders. A number of design
requirements is often formulated ambiguously or there is doubt whether
these requirements [R] cover the exogenous demands and the goals. Both
shortcomings of the outcome of stage 2 will lead to proliferation of soft
spots to other stages of the designing cycle and make evaluation in other
stages more difficult. This may force the designer to go back to stage 2 and
to improve the formulations of the requirements. This again is an instance
of an iterative designing strategy.

Finally at this stage, the designer/evaluator has to check the credibility
and acceptance of the assumptions [Af ], [As] and [Ac]. This of course pri-
marily is a matter of empirical research. In case of insufficient credibility
the designer either has to induce changes in reality, for instance by giving
information and instructions, or to adapt the design or both.
3. Structural specifications: In this stage evaluation aims at an assessment
of the quality of the translation of the design requirements into the struc-
tural specifications. This is a logical rather than an empirical test. Here,
we especially have to look at structural alternatives. That is, mostly a given
functional requirement [Rf ] may be served by several alternative structural
characteristics of the artefact to be designed. For instance, in our exam-
ple in Section 2, the functional requirement of rapid charging the aircraft
may not only be satisfied by a large cargo door as has been proposed. A
structural alternative is the use of containers on a rail system that may be
charged in advance. For several reasons it is seldom feasible to select one
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and only one alternative as “the best”. For that reason (Simon, 1996) intro-
duced the term “satisficing” as the most typical characteristic of this stage
of the design activity. The choice of the alternative depends on the infra-
structural circumstances, desires of the users and stakeholders, and finan-
cial costs. So these too may be used as criteria for evaluation.

Besides, in this stage we have to evaluate as part of an iterative design-
ing strategy whether the functional requirements [Rf ] from stage 2 can be
mapped to a composition of (sub) systems or should be adapted. The lat-
ter essentially implies a reiteration of earlier stages. Such iteration is quite
common.

As already said, the output of stage 3 is a design on paper, i.e., a
detailed outline of the artefact. It has the form of a blueprint that allows
direct implementation of the outline into a prototype in the next stage. Pro-
cess evaluation at this stage involves a methodological check of the spec-
ifications that are used during this stage, after they have been unraveled
and operationalised (if necessary). A product evaluation implies a check
whether the results of this stage are compliant with the design criteria [Cf ],
[Cu] and [Cc], and a check whether the results of this stage are sufficiently
clear for those who have to work with the structural specifications in stage
4 (feed forward).

One of the differences between experienced and young designers is that
the first mostly are able to directly evaluate and exclude at face value pos-
sible structural alternatives. Thus they efficiently allocate their resources to
that set of alternatives that matters. A guideline that may be helpful nota-
bly to inexperienced designers is the following: First look at those con-
straints that cut off the largest parts of the set of alternatives but at the
same time leave as much options open as possible. In other words search
for those constraints that make many solutions not worth considering. But
be also sure that you do not throw away a solution before you are con-
vinced that the solution is not feasible.

By means of a continuous reflection on guidelines for efficient evalua-
tion of possible alternatives (“the problem space” (Simon, 1996)), we may
guarantee that the design resources are not spoiled on unpromising corners
of this space. It is unlikely that a good design will result if most design
efforts were wasted in the wrong parts of the problem space.

With respect to product evaluation in this stage, it is clear that the
results of both the preliminary and the detailed design stage must be eval-
uated against the design criteria. As the design is not yet implemented in
this stage, an empirical test of these criteria is still not feasible.

As to an eventual modular structure of the design, evaluation may
involve a check by experts in order to make sure that the interfaces of
the modules have been defined according to a specific formalism. Thus, for
a modular course in higher education the interface of a module usually
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should consist of a specification of the prior knowledge that the student is
assumed to have before he or she starts with the module and a specifica-
tion of the type of assignments the student will have to be able to complete
satisfactory when finishing the module. Both for prior knowledge descrip-
tion as well as for assignment types a specific format can be defined. A
check on modular design will mainly involve a check on the interfaces. In
this case, it will involve answering questions such as: is for each module the
required prior knowledge listed and listed according to the specified for-
mat? In fact this part of the interface is identical to [Au].
4. Prototype: In stage 4, the designers have to assure that the structural
specifications are actually preserved in the prototype, no less, no more. Pro-
cess evaluation for this stage implies a check on what the designers did to
assure that the structural specifications are preserved. More specifically, a
formative process evaluation at this very stage aims at realising the as yet
best possible transformation of the structural specifications into a proto-
type.

When the structural specifications are completely unambiguous the eval-
uation implies that the designer or external experts review the transforma-
tion process along formal lines of reasoning. However, in reality structural
specifications are seldom complete or unambiguous. This implies that the
transformation process involves decisions. A review of the decision making
moments in stage 4 should therefore be based on general decision making
guidelines.

This involves a preliminary consideration of the functional criteria [Cf ],
the user’s criteria [Cu] and the contextual criteria [Cc], as well as the design-
ing guidelines [D]. If the prototype or the process to realise this do not
satisfy these criteria, a diagnosis must be made in order to find out what
exactly lacks or does not fit, and why this is the case. This in principle
leads to a revision of the structural requirements [Rs] in order to improve
the match with the design goal(s) [G], the users’ requirements [Ru] and
contextual requirements [Rc]. The designer has to adapt either the struc-
tural specifications [S] themselves, and/or the way these have been realised
or materialised, and/or the functional requirements [Rf ]. If this still does
not work, most probably the functional, the users and/or the contextual
requirements have to be changed, which again is an instance of iterative
designing. This of course is rather sweeping as it may touch the roots of
the design. Nevertheless this happens quite often, especially in situations
where there is much uncertainty.

At this stage, product evaluation involves a check whether the prototype
actually comes up to the structural specifications [S]. And if it differs as a
consequence of an iterative designing strategy, we have to check whether
this deviation is based on (a) sound arguments and (b) still fits the goal
[G] and the requirements [Rf ],[Ru] and [Rc]. If the latter appears not to be
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the case, then the researcher has to adapt the structural specifications or
the way these are realised, or both.

In short, product evaluation at this stage regards at least the relation
between the design (on paper) on the one hand, and the prototype on the
other. This evaluation is an analogy of the verification step in modeling
(Schlesinger et al., 1979). A mismatch between the symbolic representation
and the prototype may be detected in an expert review or as a result of
an empirical test of the behaviour of the prototype in the context where
it should function in the next stage of the designing cycle. Also a focus
group interview with the future users may shed light on the question how
to improve the prototype.

Although other forms of prototyping do not fit the scope of this article,
a few remarks should be made here. If the design does not aim at mass
production, such as the design of a skyscraper, or a nuclear waste stor-
age facility, or a law), or in case the costs of mass production are virtu-
ally zero (such as the design of digital materials) it does not make sense to
realise a full-blown prototype. In such cases a scale model or partial prod-
uct may substitute the role of a prototype. Testing whether a scale model
or a partial product satisfies the design requirements is then the only real-
istic option, even though such a test is based on assumptions that relate
the test results to the behaviour of the full blown product. Evaluation of
the process that led to the scale model or to a partial product, implies an
assessment of the theoretical line of reasoning that leads to the conclusion
that the scale model or partial product both fit the structural specifications.
5. Implementation: In this stage, the process and the outcome of the imple-
mentation of the prototype has to be evaluated. In the context of a process
evaluation, primarily formative rather than summative, we try to answer
the question whether this implementation process was properly carried out.
The designer next has to follow the adapted implementation process guide-
lines, leading to an improvement of the prototype.

Evaluation in stage 5 means that we must check whether the condi-
tions under which the prototype is supposed to operate all have been rea-
lised. This boils down to a check whether the elements in set [A] have
been satisfied. In the example of the helpdesk it is likely that the design-
ers have made assumptions [A] about the way employees will access the
helpdesk. Thus, the implementation of the helpdesk may imply that every-
one will receive instructions or follow a training in how to access the help-
desk. Thus, implementation guidelines will involve a systematic check on
all assumptions, and some action of the designer whenever an assumed
condition turns out not to be fulfilled.

During the implementation stage or even during the test stage we often
will detect assumptions which were made implicitly and must first be made
explicit, or assumptions that were fulfilled when we started the design but
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are not fulfilled any more because the environment has changed while we
were in the designing process.

Evaluation of the implementation stage of all this involves a check
whether all the contextual design criteria [Cc] and contextual assumptions
[Ac] have been satisfied. For instance, as to the latter, in our helpdesk
example one of the assumptions [Ac] may be that every employee has a
sound card on his or her desktop. Other assumptions may be that every
user speaks and understands English, or that employees are willing to
transfer responsibility for decisions at a detailed level to the helpdesk. For
the latter they must have the right attitude. All these assumptions should
have been made explicit.

Sometimes a problem with assumptions about the environment can
directly be solved. For instance, in our example a soundcard can be added
to those desktops that turned out to have no soundcard after all. Of
course, it should be evaluated if the employees who will take part in the
prototype test, got the right and sufficient instructions. This instruction
must also raise the right expectations with these employees. Again these
“right expectations” should have been formulated as elements in the set
[A].

At this stage, the evaluator often has to rely on the opinion of practical
and theoretical experts in relevant domains. For doing this in a method-
ologically sound way we may bring together these experts in a workshop
or a focus group, thereby making use of appropriate participatory tech-
niques. Besides, qualitative research methods such as systematic observa-
tion, in depth interviews and qualitative content analysis of written and
audio-visual documents may be useful, rather than quantitative methods.
The reason for this is that several aspects of the context have to be bal-
anced. This can hardly be done in a quantitative or reductionalistic way,
such as by means of paired comparisons of experts. We rather need a
holistic approach, i.e., the use of group techniques and qualitative research
methods (Verschuren, 2001, 2003).

At this stage, the evaluator should also check whether the right users
were selected with respect to knowledge, skill, experience and attitude. And
also whether the users have access to a relevant infra-structure and logis-
tics. For checking compliance with these guidelines in a professional way
the designer again preferably uses qualitative and participatory methods for
data gathering.

At the end of this stage, the prototype is set into operation in an
environment that is compliant with [A]. Then the behavior of the proto-
type and its environment is compared with the design criteria mentioned
in Section 3. (Notice that some design criteria may refer to environmen-
tal variables! For instance, in case of the aircraft there could be a design
criterion defining maximum wake turbulence and in case of the helpdesk
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there could be a design criterion defining minimum employee satisfaction).
Evaluation of the test process implies reference to guidelines for evalua-
tion of the outcomes of the tests (Pawson and Tiley, 1997). In this article,
we include interpretation of the test results in this stage. Product evalua-
tion entails answering the question whether the prototype functions well,
given the design goal(s) [G], the design criteria [Cg], [Cu] and [Cc] and the
assumptions [Ag], [Au] and [Ac]. Of course, this is an instance of formative
evaluation, as the objective is the improvement of the prototype. This may
be helped by asking how the users and other stakeholders experience the
(use of the) prototype, what problems they encounter, how they cope with
them, and with what results. In case the prototype does not yet function
very well the evaluator/designer has to check the adequacy of requirements
[R], assumptions [A] and specifications [S], as well as the way they are
derived from items higher in the goal – sub goal hierarchy.

All these elements should have been captured in the design criteria [C].
And if the designers have been able to formulate a fully clear and oper-
ational design, testing will be straightforward. We just have to execute the
operations defined in the design criteria and compare the outcome with the
criterion at hand.

However, in practice this is not probable, often as a consequence of
shortcomings in stage 2 that are proliferated to this stage 5. To evaluate
and tackle this we in principle prefer the use of qualitative and participa-
tory research methods. Once more the most important qualitative research
technique to be carried out by the designer is systematic observation of the
users while they use or apply the artefact. Of course, this may be reinforced
by means of interviews with the users and other stakeholders, and of qual-
itative content analysis of relevant written and audio-visual documents, in
order to know what they think and feel about the artefact. The advanta-
ges of such a combination of methods are described in the methodological
literature under the heading of triangulation.
6. Evaluation: In the words of Simon: “Everyone designs who devises
courses of action aimed at changing existing situations into preferred
ones.” (Simon, 1996). In most cases, this implies answering the question
whether, and if so to what extent, the construction problem at hand has
been solved, i.e., the goal(s) [G] is/are achieved. In such cases evaluation
implies goal based evaluation. It is also summative evaluation of the prod-
uct, i.e., the artefact that is the result of the designing process in the first
five stages of the designing cycle. More specifically this is an assessment
of the effects of the artefact. Here the researcher has to find out to what
extent the artefact leads to a preferred new situation or new processes, and
what the benefits of this new situation are, as a consequence of (the use of)
the artefact. So here we have to corroborate a causal relationship between
the (use of the) artefact on the one hand, and the positive and negative
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results and affects of this use on the other. For this causal principle we
need a randomised experiment. Next best is a correlational design in which
we keep constant suspect variables that may bias a causal conclusion or
which we analyse by calculating partial correlations. Still another possibil-
ity is a case study design, where an intensive and qualitative study of the
process of causation must test the plausibility of the causal hypothesis.

Assessment of the direct effect(s) may be followed by an evaluation after
the artefact has been used for a while in its real life context, in order to
assess the long-term qualities of it. This is still goal-based evaluation. How-
ever, because of rapid changing conditions and circumstances, and or in
case of not operationally defined goals [G], the evaluator may be forced to
carry out a goal free evaluation. In that case he or she resigns from the
“official” design goal or problem(s) to be solved [G]. Instead he or she sets
other professional criteria derived from theory or proposed by stakeholders
and/or experts in the field.

6. Summary and Conclusions

Throughout this article, it became clear that a logical and empirical eval-
uation of the designing processes and products is an essential prerequisite
for designing an artefact that will be compliant with the expectations of the
stakeholders and/or with professional standards. Evaluation of the design-
ing process asks for a highly systematic approach. Designing processes can
be unravelled in a number of stages. Each stage should be evaluated with
respect to designing rules and research methodology on the one hand, and
to the results (product) of this stage on the other. In this article, we have
made explicit much of what is often implicit in design oriented research.
Furthermore, we have offered additional criteria for evaluating the design-
ing process and its results. As to each particular stage of the designing
process there appear to be design guidelines and requirements. At many
points in the process empirical evaluation requires qualitative and partic-
ipatory research techniques, rather than quantitative ones. This holds in
particular for the process that leads to operational definitions of design
requirements, for the evaluation of the way in which design guidelines were
selected and for answering the question to what extent the selected design
guidelines have been followed.

However, although there is a wealth of design-oriented publications,
which hide many implicit methodological design guidelines, an explicit crit-
ical appraisal of generally accepted design guidelines and types of design
requirements is still missing. In our view such an appraisal should be high
on a research agenda of methodologists in the domain of design-oriented
research. The same holds for questions such as how to attribute different
weights to different design guidelines. More specifically, the designer/evalu-
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ator has to ask her or himself, whether the structural specifications make
a design that comes up to the criteria [Cf ], [Cu] and [Cc], as well as to
the assumptions [Au] and [Ac]. Of course, these mainly are criteria to be
checked at face value by means of logical reasoning.

Several types of evaluation appear to be relevant for the designing pro-
cess. In particular, the distinction between goal-based and goal-free eval-
uation is important for those designs for which insufficient operationally
defined design requirements can be formulated. To the extent that the
goals are fully captured in design requirements, goal-based evaluation is
essentially empirical requirement testing. However, in much design oriented
research the proof that the design requirements are a correct reformula-
tion of the goals is not trivial. One of the reasons is that the design
requirements are often much more detailed than the goals. Given a goal
[G] mostly more than one set of design requirements and structural speci-
fications are possible.

Designers/evaluators should be well aware that exogenous requirements
[R] and structural specifications [S] must be unravelled in different dimen-
sions and aspects, and from these operationally well defined criteria must
be derived. As long as we do not succeed in defining such criteria, ade-
quate formative evaluation will either involve expert reviews or will not be
possible at all.

For empirical evaluation of designs normal scientific criteria should be
used: i.e., validity, reliability, researcher independence and verifiability. Pri-
ority on the methodological research agenda should be how to evaluate
validity of the process that leads to operationally defined design require-
ments and the validity of goal-free evaluation.
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