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Abstract We study a network of parallel single-server queues, where the speeds of the
servers are varying over time and governed by a single continuous-time Markov chain.
We obtain heavy-traffic limits for the distributions of the joint workload, waiting-time
and queue length processes. We do so by using a functional central limit theorem
approach, which requires the interchange of steady-state and heavy-traffic limits. The
marginals of these limiting distributions are shown to be exponential with rates that
can be computed by matrix-analytic methods. Moreover, we show how to numerically
compute the joint distributions, by viewing the limit processes as multi-dimensional
semi-martingale reflected Brownian motions in the non-negative orthant.
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1 Introduction

In this paper, we consider a parallel network of N single-server queues. The speeds of
the servers vary over time and are in addition mutually dependent. More specifically,
we assume that these service speeds are governed by a single, irreducible, continuous-
time Markov chain with a finite state space. For this network, we are interested in
both the marginal and the joint workload processes for each of the queues, as well
as the processes describing the virtual waiting time and the queue length. Stationary
distributions for these processes are difficult to obtain, since the workload process
pertaining to one queue as well as the virtual waiting-time and the queue length
processes are correlated with the corresponding processes of the other queues. Our
goal in this paper is to derive the heavy-traffic behaviour of the network by obtaining
the limiting stationary distributions of the aforementioned processes. These results
can serve as simple and accurate approximations when the network is heavily utilised
or can be combined with known light-traffic results to obtain approximations for
arbitrarily loaded systems (see, for example, [14]).

The study of this general network is motivated by the fact that multi-queue perfor-
mance models with time-varying and mutually dependent service speeds find a wide
variety of applications. An example is the field of wireless networks, where multiple
users transmit data packets through a wireless medium at speeds that are typically
varying over time and mutually dependent, for example due to phenomena such as
‘shadow fading’ (cf. [38]). Another such application constitutes an I/O subsystem of an
application server (see, for example, [40]), in which the content of multiple I/O buffers
is transferred to clients at varying and mutually dependent speeds, due to the varying
level of congestion of the application server’s network connection. A final example is
given by the phenomenon of garbage collection in multi-threaded computer systems
(cf. [33]). Typically, when the total memory utilisation in such a system exceeds a
certain threshold, the processing speeds of the threads are temporarily reduced and
are as such mutually dependent.

Queueing models with service speeds that vary over time have received attention
in multiple settings in the literature. In practice, service speeds may be dependent on
factors such as the workload present in the system, which leads to the formulation
of queues with state-dependent service rates; see, for example, [3] for an overview.
Another branch of work on time-varying service speeds is that of service rate control,
where the aim is to minimise waiting and capacity costs (for example [2,16,35,41])
or to optimise a trade-off between service quality and service speed (for example
[20]) based on the state of the system by dynamically varying the service speed. In
our case, the service speeds depend on an external environment that is governed by a
Markov process. Analyses of single-server queueing models with Markov-modulated
service speeds can be found in [17,27,29,30,37]. However, none of these papers
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concern themselves with the derivation of heavy-traffic asymptotics. In this paper, we
focus on a queueing network where the service speeds of all servers in the network
are simultaneously governed by a single continuous-time Markov chain. This allows
us to incorporate mutual dependencies between the service speeds into the model.
Conceptually, there are no additional challenges in obtaining heavy-traffic results
for the queueing network with multiple queues compared to the single-queue case,
although deriving the results for the multi-queue case is more cumbersome at times.

We are mainly interested in the heavy-traffic asymptotics of the network of queues.
The study of queues in heavy traffic was initiated by Kingman with a series of papers
in the 1960s, starting with [24]; see [25] for an overview of these early results. These
papers were largely focused on the use of Laplace transforms. In our case, however,
Laplace transforms for the stationary distribution of the total workload process or even
the workload process for a queue in isolation are hard to obtain. The workload process
of a queue in isolation can in principle be modelled as a reflected Markov additive
process (MAP). For the definition and an overview of the standard theory on MAPs,
see [1, Section XI.2]. However, the stationary distribution of the workload process
is not easily derived from that. For example, standard techniques such as relating
the Laplace transforms of the stationary workload conditional on the states of the
modulator to each other typically lead to a linear system with a number of equations
smaller than the number of unknowns, defying straightforward solutions, as shown
in [21]. Less straightforward computations might involve studying the singularities
of the characterising matrix exponent pertaining to the reflected MAP (cf. [21]). In
the past, stationary distributions for special cases of reflected MAPs have also been
analysed by studying their spectral expansion (for example [28]) or by determining the
boundary probabilities in terms of the solution of a generalised eigenvalue problem
(for example [39]).

As it is not clear that the approach via Laplace transforms will work in our case, we
will use a functional central limit theorem approach mainly developed by Iglehart and
Whitt; see [43] for an overview. This is not always trivial; see for example [10,26].
Heavy-traffic approximations for generalised Jackson networks were studied in [5, 15].
However, the model that we consider does not fall in the framework of generalised
Jackson networks. Instead, we tailor more classical arguments for single-node systems
to our setting. An advantage of our approach is that it can be extended to allow for
variations or generalisations of our model. For example, itis assumed that the workload
input processes of the queues are compound Poisson processes. As we will see in
the sequel, however, our heavy-traffic analysis still works through completely under
relaxed assumptions if Lemma 3.2 can be proved for this more general setting.

As we study networks with general service speeds, our model also captures a class of
queues with service interruptions. Heavy-traffic asymptotics for single-server queues
with vacations have been studied in [23]. Related but different problems are networks
with interruptions, of which durations and frequency scale with the traffic intensity,
and have been studied in [6,23] and [43, Section 14.7]. As opposed to these models,
our model allows the durations of consecutive service interruptions, which we assume
to be independent of the traffic intensity, to be interdependent through the Markovian
random environment (see also [8]), and the interruptions are not restricted to a point
in time the queue empties.
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For the network that we study in this paper, we find that the marginal workload, vir-
tual waiting-time and queue length processes pertaining to a queue in isolation exhibit
state-space collapse under heavy-traffic assumptions and have exponential limiting
distributions. Moreover, we show that the limiting distribution of the joint workload
process (as well as that of the virtual waiting-time and the queue length processes) cor-
responds to the stationary distribution of an N-dimensional semi-martingale reflected
Brownian motion (SRBM) with state space Rﬁ (see, for example, [7, Theorem 6.2] for
a definition). The reflection matrix corresponding to this SRBM is an identity matrix,
so that positive conclusions about the existence of a stationary distribution can be
drawn (cf. [18]). However, computing this distribution is challenging. The conditions
needed for the stationary distribution to have a product form do not apply to our model,
and results such as those of [11] seem hard to translate to our setting. In this paper,
we therefore show how to use the numerical methods developed in [9] for steady-
state analysis of multi-dimensional SRBMs to analyse the joint limiting distribution
of the stationary workload process. This allows us to compute quantities such as the
correlation coefficients between the marginal components.

The rest of this paper is organised as follows. Section 2 describes the model in
detail, gives the necessary notation and gives several preliminary results. In Sect. 3,
we derive the heavy-traffic limit for a properly scaled workload process and observe
that the stationary distribution of the marginal workload processes converges to an
exponential distribution. Section 4 extends these results to heavy-traffic limits for the
virtual waiting-time and queue length processes. Finally, in Sect. 5, we study how one
can compute the joint distribution of the limiting processes pertaining to the workloads,
virtual waiting times and the queue lengths, by viewing these as SRBMs. By means
of simulation results, we also show that the obtained heavy-traffic results give rise to
accurate approximations for considerably loaded systems, which mark the usefulness
of the heavy-traffic analysis that we perform from an application perspective.

2 Notation and preliminaries

In this section, we introduce the notation used in this paper, and we present several
preliminary results. In the remainder of this paper, vectors and matrices are printed in
bold face. Furthermore, 0 and 1 represent vectors of appropriate size where each of
the elements are equal to zero and one, respectively.

2.1 Arrival processes

We study the heavy-traffic asymptotics of a network consisting of N parallel single-
server queues Q1, ..., O, each with its own dedicated arrival stream. Type-i cus-
tomers arrive at Q; according to a Poisson process with rate A; and have a service
requirement distributed according to arandom variable B; with finite first two moments
E[B;] and E[Bl.z]. In particular, we represent by B; ; the service requirement of the
Jj-th arriving type-i customer. We assume the service requirements of all customers
to be mutually independent. Further, we denote by {N;(¢), ¢ > 0} a unit-rate Poisson
process. Then, the cumulative workload that enters Q; during the time interval [0, ¢)
is given by
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Ni(ait)
Vi(hit) = Z Bi j,
j=l1
where the arrival rate is left as part of the argument, as this will prove to be useful for
heavy-traffic scaling purposes in the sequel. In the remainder of this paper, we will
refer to {V;(¢),t > 0} as the arrival process of Q;. The mean corresponding to this
arrival process is given by my ; = E[V;(1)] = E[B;]. Similarly, the variance is given
by o ; = Var[V;(1)] = E[N; (1)]Var[B;]+ Var[N; (1)]E[B;]> = Var[B;]+E[B;]* =
E[Bl.z]. Note that the arrival process has stationary and independent increments, so that
t'E[Vi(t)] = my,; and ' Var[V;(1)] = o, ; forany ¢ > 0.

2.2 Cumulative service processes

The service speeds of the N servers serving Q1, ..., Oy may vary over time and are
mutually dependent. More specifically, the joint process of these service speeds is mod-
ulated by a single irreducible, stationary, continuous-time Markov chain {® (), t > 0}
with finite state space S and invariant probability measure ¥ = (7;);cs. When this
Markov chain resides in the state w € S, the server of Q; drains its queue at service
rate ¢; (w). We have as a consequence that the workload that the server of Q; has been
capable of processing during the time interval [0, ¢) is represented by

t
Ci(t) = /0 (P (5))ds.

We will also refer to the process {C;(7), ¢t > 0} as the cumulative service process of
Q;. Note that, as the Markov process {@(t), ¢t > 0} is in stationarity, the increments of
the process {C;(¢), t > 0} are also stationary. The mean corresponding to the process
{Ci(¢),t = 0} is given by

1
me.; =E[Ci(1)] = / D G @P(@(s) =w)ds = D $i(@)7.

0 weS weS

Since the C;-process has stationary increments, it holds that t—E[C; ()] = mc,; for
any t > 0. We denote the asymptotic variance lim;_, oo t~Var[C; (t)] by oé ;- Simi-
larly, the long-run time-averaged covariance between the cumulative service processes
of the servers at Q; and Q; is represented by ViC,' = lim;_ oo %Cov[C,- ®),C;@®)].
Computing expressions for 0(2; ; and yicj is not trivial. We focus on this problem in
Sect. 5.2.

2.3 Scaling

A queue Q; is said to be ‘stable’ if the expected amount of arriving work ;E[B;]
per time unit is smaller than the average workload mc ; that its server is capable of

@ Springer



298 Queueing Syst (2015) 79:293-319

processing per time unit. Equivalently, Q; is stable if its load, defined as p; = %{f"],
is less than one. We are interested in the performance of the network of queues in
heavy traffic; i.e. the case for which the arrival rates A1, ..., Ay are scaled so that
(p1, ..., pn) — 1. For this purpose, it is convenient to introduce the index r. In the
r-th system, each arrival rate A; is taken so that g;(1 — ,0,-)_1 = r, where the §;-
parameters control the rate at which the arrival rates are scaled by », while the series
of service requirements B; 1, B; 2, ... and the C;-processes are not scaled by r. The
heavy-traffic limit for any performance measure of the system corresponds to the limit
r — oo. We denote by A; , the arrival rate of type-i customers corresponding to the
r-th system, so that A; , — Igl[LBl] when r — o00. For notational convenience, we write

for two functions f(r) and g(rS that f(r) = o(g(r)) iflim, o f(r)/g(r) = 0.

2.4 Functional central limit theorems for primitive processes

For purposes that will become clear in the sequel, we now state heavy-traffic limits for
the primitive processes that are scaled in time by a factor 2. First, for the scaled arrival
processes, we observe that ]E[V,-()»,-,rrzt)] = ki,rrz]E[B,-]t. As the arrival processes
constitute independent renewal reward processes, the functional central limit theorem
for renewal reward processes (see, for example, [43, Theorem 7.4.1]) implies that

{(w (A, rt) — A, r?E[By ]t V(O r2t) — AN,rrzE[BN]t)
VAL ’ ’ VAN T ’
120} 5 (Zy(0).1 2 0) 1)

as r — oo, where {Zy (t),t > 0} is an N-dimensional Brownian motion with zero
drift and covariance matrix I'V = diag(a‘%yl, el 0‘2,,1\,).

Similarly, after observing that E[C; (r2t)] =mc, r2t, it follows from results in [42]
that the time-scaled cumulative service processes satisfy

24 _ 2 (2 — 2
[(rzmertt | Gl ZMeNT) o) 4izew.i =0 @
r r

asr — oo, where {Z(t),t > 0}is an N-dimensional Brownian motion with zero drift
and covariance matrix I'C with elements Ff ;= yfj. Alternatively, this result follows
from the functional central limit theorem for MAPs obtained in [34, Theorem 3.4].
Using the results of [34], we will show how to obtain expressions for yiF. in Sect. 5.2.

A heavy-traffic limit for the joint scaled net-input process now follows by combining
(1) and (2) with the observation that M =B
leads to

mc,;t. In particular, this

{(vlm,rr%) —Ci?)  VnGwer?n) —cN(r2r>) =0} % 2.2 0

r r
3
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asr — oo,where {Z(t) = (Z((¢), ..., Zn(t)),t > 0}isan N-dimensional Brownian
motion with drift vector 4 = (—=Bimc.1, ..., —Bnmc,y) and covariance matrix
1 2 MCc,N 2 c
—dlag( Sy ————O )+I' . 4)
E[B] """ EByl VY

2.5 Representations

Let {W,.(t) = (W1 (), ..., Wy.(t)),t > 0} be the process that describes the work-
load in each queue of the r-th system at time ¢ and let W, = (Wi ,,..., Wy,,) =
W (00) denote the workload in the system in steady state. The processes {D,(¢), t >
O}and {L,(¢),t > 0} as well as D, and L, are similarly defined for the virtual waiting
time (the delay faced by an imaginary customer arriving at time ¢) and the queue length
(excluding the customer in service), respectively.

The workload W; . (¢) present in Q; at time ¢ can be represented by the one-sided
reflection of the net-input process {V;(; ) — C;(t),t > 0}, under the assumption
that W; ,-(0) = O:

Wi (@) = Vi(hi,t) — Ci(t) — i%f ] {Vitnirs) — Ci(9)}
sel0,

= sup {Vi(hi, 1) — Vi(hirs) — (Ci(1) — Ci(s))}. Q)
s€[0,¢]
As the joint cumulative service process {(Cy(¢),...,Cn(?)),t > 0} has sta-

tionary increments, it holds that (C1 () = Ci(s),...,Cn(t) — CN(s)) 4 (Cl(t —

d . C . . .
s),...,Cny(t — s)), where = means equality in distribution. Furthermore, since
the arrival processes are independent, and compound Poisson processes have time-
reversible increments, we also have that { Vi(A1 ,t) — Vi(A1rS), ..., VN(AN 1) —

VN()\N‘rs)) 4 (V1 it = 5)), ooy VG r (t — s))). Due to this, we have by (5)
that W,.(¢) satisfies

WL ( sup (ViGhi, (=) = Citt =9}y sp (VG (¢ =)
s€[0,7] s€[0,7]
— Cnt = 9)})
= (5w {(ViGr ) = Q@) sup (Vv () = Cv)} )
s€[0,7] s€[0,7]

By letting + — o0, this results in

s>0

Wi(sup{Vl(klrs) Cl(s)},...,sug{VN(xN,rs)—CN(s)}). (6)
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In thlS study, we are particularly interested in the distribution of the scaled workload
W, = W (as well as the similarly defined scaled virtual waiting time D, and scaled
queue length L,) in heavy traffic, i.e. as r — oo. It is easily seen from (6) that the
scaled workload can be written in terms of the similarly scaled net-input process. That
is, after scaling time by a factor r2, we have

r r

i L (f‘jg { Vi(hy,r2t) — C(r%t) } - { V(i rr2t) — Cy (r?t) }) o

3 Heavy-traffic asymptotics of the workload

In this section, we derive the following heavy-traffic asymptotic result for the scaled
workload W ..

Theorem 3.1 For the scaled workload vector W,, we have
Wr i) Za

asr — oo,where Z = (Z1, ..., ZN), Z; = sup,>o{Zi (1)}, and Z;(t) is as introduced
in Sect. 2.

In order to prove this theorem, observe that, as opposed to the infinite-domain case,
the supremum of cadlag functions on a finite domain [0, M), M € R, is a continuous
functional; see, for example, [43]. The proof uses this fact in combination with an addi-
tional result stated in Lemma 3.4. To prove Lemma 3.4, we first establish upper bounds
of the tail probabilities of the suprema of the processes {V; (A; 1) —=E[V; (A; )1, t > 0}
and {E[C;(1)]t — C;(¢),t > 0} in Lemmas 3.2 and 3.3, respectively.

Lemma 3.2 For the arrival process {V;(A; ), t > 0} of Q;, we have that

A E[BAT

2

t€[0,T) X

IP’( sup {Vi(hir1) —E[Vi(Ai )]t} > x) <

foranyr,x, T € Ry.

Proof As {Vi(A;i,t) — E[V;(X;,)]t,t > 0} is a right-continuous martingale, we
have by Doob’s inequality (cf. [31, Theorem II.1.7]) that P(sup,cio 7){Vi(Ai,r1) —
E[V:(h)lt) = %) < x 2sup,go.pVar[Vi (ki 0)]). Since Var[V;(ri,1)] =

)»,-,,0‘2, ;1 is strictly increasing in ¢, the lemma follows. O
Lemma 3.3 For the cumulative service process {C;(t), t > 0} pertaining to the server

of Qi, there exist for every x, T € R a set of positive real constants c1, ¢z, c3 and
c4 such that

T T
Pl sup {E[C;(D]t —Ci(}=x )< 1_ + C_2 L6
te[0,T) )C ec4f
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Proof The lemma is a consequence of Proposition 1 in [22]. Define 47 = maX,ecs
{¢i(w)}and H(¢t) = ht—C;(¢t). The process { H(t), t > O} represents increments of the
regenerative process {h — ¢; (@ (t)), t > 0} and regenerates for example every time the
Markov process {@ (), t > 0} enters the reference state ® = @ (0). We denote the n-th
of such regeneration times by 7),. Furthermore, we define y,; = supy, <,y {H () —
H(T,-1)} and v, = T,, — T,,—1. Note that vy, v, ... can be seen as i.i.d. samples
from a random variable Y, and represent return times of state w in the Markov chain
{@(t),t > 0}. Proposition 1 in [22] now implies that, for all x, T € R, there exist
positive real constants d1, d2, d3 and d4 such that

IP( sup {E[C;(D]r — Ci(1)} > x) <d (e—dz"rz +e BT 4 Te—d‘*ﬁ) . ®
t€[0,7T)

if E[eVPo==rtHO} &5 and E[e\/y_f] < oo for any n € IN,. This statement
follows by substituting the variables B;, b and Q(x) in [22, Proposition 1] by H (%),
h — E[C;(1)] and 4/x, respectively. To show that the necessary conditions hold in
our case, observe that H(¢) is non-decreasing in ¢ and takes values from [0, h7]. By
combining this with the fact that ./x < ex + é for any x > 0 and € > 0, we have

that E[eV o=y IHO)) — gevAD] < E[eVIT] < Bleh <7 ] = ¢ E[e"Y] for
any € > 0. As y," < hv, for any n > 0, similar computations yield that E[e\/y_'f ] <

ee_lE[eéhY] for all n € IN and any € > 0. Subsequently, note that the regeneration
time Y, which constitutes the return time of state w in the Markov chain {®(¢), t > 0},
can be decomposed into a period of time Y; until the transition away from w, and the
following period Y> until re-entry into state . The former period Y is exponentially
distributed with a certain rate o, so that E[eehyl] = a_"‘ 7 for € < h—'a. The latter
period Y, is easily seen to be stochastically smaller than a geometrically distributed
random variable with the positive success parameter ¢ = min,/ s\ (u{P(P (1) = v |

€h
@ (0) = ')}. Hence, E[e€"2] < l_(f_w fore < —h~'log(l — g). As ¥; and

Y, are mutually independent, we thus have for 0 < € < A~ min{a, —log(1 — ¢)}

-1 —1 €h .-
that ¢ E[e"Y] < ¢ 2 F([{iW < 00, so that the necessary conditions are

satisfied. The lemma now follows from (8) by noting that e=7 < T=! forall T > 0
and taking ¢ = did; ', ¢2 = didy ', c3 = dy and ¢4 = da. O

Based on the results obtained in Lemmas 3.2 and 3.3, we now establish the final aux-
iliary result needed to prove Theorem 3.1. This result is summarised in the following
lemma.

O 2 —C (2
Lemma 3.4 The scaled net-input process {w

Q; satisfies

,t > 0} corresponding to

Vi(hi rit) — Ci(rie
lim lim P(sup{ i i) i )}zx):

M—ocor—>0o0 t>M r

forallx, M € Ry.
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Proof The first part of the proof is inspired by the proof of (20) in [32]. For any

rlet by, = “VROIRIGOL oo hat b, — B[V, (hi,)] = EIC(D] — by, =

w = 3Bimc,ir~". Due to the subadditivity property of the supremum

operator, we have for any M > 0 that

(Y. 124\ (. (2
IP’( p{vlu”r 1 —Ci(r t)}zx)
>M r

P(sup Vi Gui 1) — bi,rr%} -+ sup {bi,rr% e <r2r>} . x)
r

t>M t>M r

P(sup{V(A,,r 1) —bi,r’t) > o) (sup{bi‘rrzt —Ci(r*n) > o)
t>M t>M

o0
ZP( sup {v,-(x,»,rrzr>—bi,rr2r}zo)

j=0 \r€[2/M.27+1p)

IA

+ ZP( sup (b1t — Ci(rPn)} = o)

j=0 te[2/ M, 2/t M)

= ZP( sup {ViGhirt) = E[Vi(hi )]t — %ﬁimc,irql} > 0)

te[2/r2 M, 21 P2 M)

+ ZP( sup  {EICi (D]t — Ci(0) — %ﬁimc,ir—‘r} = 0)

j=0 te[2/r2M, 2712 M)

sZP( sup {%(M,n)—E[Viai,r)]r}zzf-lﬂ,»mc,,-rM)

1€[0,2/ 12 M)

+ ZIP’( sup  {E[Ci(D]r = Ci (1)} = 2'/_1,3imC,irM)

im0 \rel0,2it1r2m)

Z,\l,E[zﬂ]zl“ [ 7 ( a2/t m e
22i-282m2 r2M? 22i-282m2. M2 2j+1mC,i”2M

320t 2 M ) ©

t—
604«/2]71ﬂimc,i”M

for certain positive constants ci, ¢z, ¢3 and c4. The second- to—last inequality fol-
lows by observing that the maximum value of —5 ,B,mcl It in the domain ¢ €
[2/7°M, 2712 M] equals —2/~'B;mc ;rM and by enlarging the intervals of the
suprema to also include [0, 2/7>M). The last inequality follows from Lemmas 3.2
and 3.3. Simplifying (9) leads to

@ Springer



Queueing Syst (2015) 79:293-319 303

P(sm)[w<m¢r%>—cyolo}zzx)
>M r

16(7i ;E[B] + 1) )
pime ;M me,ir*M

+ Zf, (r, M), (10)

where f; j(r, M) = 3202 pecan 2/='gimcirM The lemma now follows from
(10) by taking the limit r — oo and subsequently the limit M — oo, if
lim, _, o Z?io fi,j(r, M) = 0. To show that this condition holds, observe that the
derivative of f; ; with respect to r reads %fi,j(r, M) = C32~/rMe_hivf(M)ﬁ(4 —
hi, j(M)/T), where h; j(M) := c4/2/ =1 Bim¢c ;M. As a result, %f,’,j(r, M) < 0if
and only if4—h; j(M)+/r < 0.Due to the monotonicity of /;, /(M) and \/rin j and r,
respectively, there thus exist positive constants jo and g, SO that 3 Jij(r, M) < O for
any j > jo and r > ro. This results in the fact that sup,, fi, ](r M ) fi,jre, M)
for every r, > ro. Hence, an upper bound for ZC/’C’:O fi,j(r, M) whenr > ry, > rgis
given by

Jo—1 Jo—1
ZﬁOM—ZﬁUMHZﬂMM<ZﬁNMHZﬁNMH
J=0 J=lo J=0 j=lo
(1)
When r — oo, we can use (11) with r, taken arbitrarily large so that
Jjo—1
lim Zﬁj(r M) < lim Zfl (7, M)+Z lim fi j(re, M).

J=Jo

By observing that lim, . f; j(r, M) = 0, this inequality reduces to lim,_ » Z?io
fi,j(r,M) < 0. Since f;;(r, M) > 0, it thus must hold that lim, Z(,)'io
fi,j(r, M) = 0, which concludes the proof. o

Using these auxiliary results, we can now prove Theorem 3.1.

Proof of Theorem 3.1 By (7), it is enough to show that

,&fgﬁ(é {sup { Vi()»i,rrzt)r— Ci(r2t)} - xl_}) _ P(ﬁ {sup{Z ()} > x,})

i=1 120
(12)
for all xq, ..., xy > 0. We first obtain a lower bound for the left-hand side of (12):

rlggop(ﬁ {fglg { Vi()\i,rrzt)r— C,-(r2t)} _ Xi})
i=1 =
- i (1] g, [0 )
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((Nj{ sup {Z; (t)}>x,}) (13)

i | rel0.M)

for all M € R4, where the equality follows from (3) together with a combination
of the continuous mapping theorem and the continuity property of the supremum
operator applied to cadlag-functions on the finite domain [0, M). Next, to derive an
upper bound for the left-hand side of (12), denote by E, ; the event that

{ Vi(hiyr?t) — C (rzt)} { Vi (i prt) — C (rzt)}
= su N
r t>(r),

sup
1€[0,M)

-
and let Ej, ; be its complementary event. It is trivial to see that ]P’(ﬂfv: 1 {supyefo, my

e 2O (2
{Zi(t)} = x;}) is an upper bound for lim,_, P(ﬂfvzl{suptzo{w} >

xi; Eypi}) for all M e Ry. Furthermore, we have that ZlNzl]P’(suptZM

O 20— Cs (2 O 2 (2
{M} > x;) is an upper bound for P(ﬂf\lzl{supeo{w} >

xih U IN: 1 £ ;)- Therefore, we obtain by using De Morgan’s law that
N
fim (ﬂ

[ap[L =)
i=1 =

N
(ﬂ {, s 1zi0) = xi})

i=1
N 2 2
. Vi(hirret) — Ci(rer)
e e e E1) BED

When M — oo, the lower bound established in (13) converges to
P(ﬂlNzl{SUPre[o,oo){Zi (1)} = xi}). The upper bound found in (14) also converges
to this expression, as the second term in the right-hand side of (14) vanishes due to
Lemma 3.4. From this, (12) immediately follows, which proves the theorem. O

—_

Remark 3.1 The joint distribution of Z is not straightforward to derive explicitly.
However, explicit expressions for the marginal distribution of Z; are not hard to
obtain. Note that Z; = sup,~q Z;(t) is the all-time supremum of a one-dimensional
Brownian motion with negative drift —8;mc; and variance ]E[ B ]avl + acl It is
well known that the all-time supremum of a Brownian motion with negative drift
—a and variance b is exponentially (27“) distributed. Therefore, the distribution of the
steady-state scaled workload VT/,' + present in Q; converges to an exponential distri-

2 2 -
bution with rate 25; ( Vi 4 L) as r — oo. In the next section, we will see

mc,i

that the limiting distributions of D; , and Z,-,r only differ from the limiting distrib-
ution of W; . by a multiplicative factor mali and E[B;]~ !, respectively. As a result,
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the distributions of the steady-state delay 5,-,, and the steady-state queue length L ir

—1
. . . . o (72 . (72 .
also converge to exponential distributions with rates 28;mc ; (ﬁ + mCTI) and

2

) -1
2B E[B;] (H;[ ‘g] + ek ) , respectively. We will study the derivation of the complete

distribution of Z in Sect. 5.3.

4 Extension to virtual waiting times and queue lengths

In Sect. 3, we derived a heavy-traffic limit theorem for the scaled workload vector
W, In this section, we extend this result to heavy-traffic limits for the distributions
of the virtual waiting-time vector D, and the queue length vector L, by considering
the joint distribution of D, and W, as well as that of L, and W, in Sects. 4.1 and 4.2,
respectively. It turns out that, when r — oo, the distributions of both 5, and Zr are
elementwise equal to the distribution of W, up to a multiplicative constant.

4.1 Heavy-traffic asymptotics of the virtual waiting time

We now study the distribution of the scaled virtual waiting time in heavy traffic. First,
we obtain the tail probability of the joint distribution of D, and W, as r — oo in
Proposition 4.1. Based on this, we obtain an extension of Theorem 3.1 for the scaled
virtual waiting time in Corollary 4.2.

Proposition 4.1 The tail probability of the limiting joint distribution of D, and W,
satisfies

N
,&H;OP(H

i=1

{Ei,r > s Wi, > ti}) = ]P’(m {Z‘ > max{mc,;si, li}})

i=1
with 71, . ,71\/ as defined in Theorem 3.1.

Proof Observe that since the waiting time faced by an imaginary type-i customer
arriving at time u is longer than s; time units, the workload present in Q; just before u
is larger than C; (1 +s;) — C; (u). This is evident, since the latter number represents the
amount of work that the server of Q; is able to process in the s; time units following
time u. In other words, the event {D; ,(u) > s;} is tantamount to the event {W; , (u) >
Ci(u+s;) —Ci(m)}fori =1,..., N, so that in steady state (i.e. u — 00) we have

P(F] {Dlr > 50 Wiy > tl}) (ﬂ {er > max{C;(s,), t,}}) (15)

i=1 i=1

Based on this, we obtain an expression for the tail probability of the joint distribution
of D, and W,:
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P(ﬁ {Bi,r > 5 Wiy > ti}) = P(
i=1 '

=

{Wi,, > max{C; (rs;), rt,'}})

{W,-,r > max{ci(:si),t,-}}), (16)

where we used (15) in the first equality. We now focus on showing that

. A Ci(rsi) N (5
rILHC}OIP’(lQ {Wi,, > max{ . ,ti}}) = ]P’(ﬂ {Zi > max{mc;si, ti}}),

i=1
a7

—_

I
==
N
=

which, combined with (16), directly implies the result to be proved. To this end, we
observe that, since {C;(t),t > 0} is a renewal reward process, rICi(rs) — mc.,iSi
almost surely as » — oo due to standard results in renewal theory. Denote by F,
for any € > 0 the event that rICi(rsi) € [mc,isi — e, mc,is; + €] and let F;’rc be
its complementary event. Thus, lim,_, o ]P’(Fifr) = 1. As aresult, we have, due to De
Morgan’s law, that

()= mer | 272.0)))
- P(ﬂ {W, = max{@,t,-}; F;,})Jro(l).

i=1

Letting r — oo in this expression, using the definition of the event F, and applying
Theorem 3.1, we obtain the following lower bound for the left-hand 51de of (17):

. N Ci(rsi) A
rl_l)ngoIP’(ﬂ {W,‘,, > max{ " ,ti}}) > P(ﬂ {Zi > max{mc ;s;+e, t,-}}).

i= i=1
(18)

Similarly, an upper bound for the left-hand side of (17) is given by

. o Ci(rsi) A (5
rl_l)rgoP(lQ {Wi,, > max{ . ,t,-}}) < P(ﬂ {Zi > max{mc ;s; —€, ti}}).

i=1
(19)

In Remark 3.1, we found that Z; is exponentially distributed fori = 1, ... N, so that

the joint distribution of Z has no discontinuity in the point (mc,181,...,mc,NSN). As
a consequence, by taking the limit € — 0 in the right-hand sides of (18) and (19), we
obtain (17), which, as explained above, proves the proposition. O
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From Proposition 4.1, the heavy-traffic limit for the virtual waiting time follows in
the following corollary.

Corollary 4.2 For the scaled virtual waiting-time vector D,, it holds that

~ d 1 1 _
D,—>(—,..., )z,
mc,1 mc.nN

asr — oo, with Z defined in Theorem 3.1.

Proof This is an immediate result from Proposition 4.1 by taking t; = ... = ty
=0. O

4.2 The joint queue-length distribution

In this section, we obtain an extension of Theorem 3.1 for the scaled steady-state
queue length L, in heavy traffic. Let BR be the remaining service requirement of a
type-i customer in service in the r-th system if L; , > 0, and zero otherwise. It is then
trivially seen that

Ll,r LN.r

W= (BR... BE )+ [ By D B (20)
j=1

Jj=1

for all i > 0, where E, ;j represents the service requirement of the waiting customer
in the j-th waiting position of Q; and is distributed according to B;. These service
requirements are mutually independent as well as independent from W, and L,. Note
that El j is defined differently from B; ;, which we defined in Sect. 2 to be the service
requirement of the j-th arriving type-i customer since the start of the queueing process.
The scaled version of (20) is given by

rL1 r rZN.,-

W,:(E{fr,...,ié,’;’,) 231,,...,ZEN,,~ : 21)
j=1

where Efr = %Bilfr fori = 1,..., N. It is intuitively tempting to conclude that
(Bl PR Eﬁ,r) — 0 as r — o0, and based on that, conclude that Wr and l~,, are
equal elementwise up to amultiplicative constant However, this is not straightforward,
since, for example, L, and (BR ) are not independent. We make these
results rigorous in this section. Insplred by [44 Proposition 1], we first obtain another
representation for the joint distribution of L; , and W; , for asingle queue Q; in Lemma
4.3. Based on this result, we derive the heavy-traffic asymptotics for (Z i Wi, e Eilfr)

in Lemma 4.4, which imply that §l.lfr — 0 as r — oo. We subsequently conclude

that (B Eﬁ ) = 0asr — oo and derive the joint distribution of Z, and W,

Lro >
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as r — oo in Proposition 4.5. From this, an extension of Theorem 3.1 for the scaled
queue length L, follows in Corollary 4.6.

In order to construct an additional representation for the joint distribution of L ir
and W, r» we need to introduce some additional notation. Denote by W’ and Lr the
workload present in Q; and the queue length of Q;, respectively in the r-th system
just before the n-th arrival of a type-i customer. Furthermore, A7 . iy refers to the time
between the j-th and the (j + 1)-st arriving type-i customer in the r-th system, so
that S;} = Z?:] A ; and an = Z’}zl B; ;j represent the cumulative series of
interarrival times and service requirements of type-i customers. By construction of

the heavy-traffic scaling, Alf,j —d> A; j and E[A;J.] — E[A; jlasr — oo, where A;
are i.i.d. samples from an exponential (mc i/E[B; ) distribution. Finally, we define

Sin = Sl , — Ci (SA "). The required representation is now given in the following
lemma.
Lemma 4.3 Forany x,y > Oandi = 1, ..., N, the joint distribution of Zi,r and

Wi r satisfies

P (Zi,r =X, Wi,r > y) =P (Wi,r + B; > Cl(S:‘f::x")a

,,,,,

Proof The proof is inspired by [44, Proposition 1]. Observe that, for any £ > 1 and
n > 1, the event {Ll’ atk = k} coincides with the event that the workload the server at
Q; was capable of processmg between the arrival of the n-th and (n + k)-th customer,
C,-(Sf,‘lﬁrkil) Ci (Sl »_1)> does not exceed the amount Wr + B; , of work present
in Q; just after the arrival of the n-th customer. Hence, we have that

{Ll n+k = z k} = {Wtr,n l” - C (StAn:-k l) C (StAnr l)} (22)

Moreover, due to Lindley’s recursion, which is given by W/, | = max{W; + S/ —
r r _ r r _qr v . i D
Sip—1:0bor Wi = max{W/, + 87, — 87,1 maxjeqo,k—1){Sintk—1

Si.n+j}}, we have for any y > O that
Wi =0} = [max {Wir,n+St‘r,n+k—l_S1'r,n—l’ {Sir,n+k—1_sir,n+j}} z Y}’
(23)
By combining (22) and (23), taking the probabilities of these events, letting n — oo
and observing that the vector (L” Wif ) weakly converges to (L; -, W; ), we obtain

max
Jel0,....k—1}

in’
P (Li,r = k; Wi,r = y)

=P (Wi,r + B > Ci(S/}"); max {Wi,r + 87, r{rllaxk}{S,-rk -5 4}} > y),
, S : :

,,,,,

for any k > 1,y > 0. By noting that P(L; , > x, Wi, > y) = P(L;,, > [rx],r!
Wi > y), the desired statement follows immediately. O
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Based on Lemma 4.3, we derive the heavy-traffic asymptotics of (Zi,r, VT/Z-,,, Efr)
in the following lemma. This lemma directly implies that B Z.Rr — Qasr — oo.

Lemma 4.4 For any queue, the scaled steady-state queue length, workload and
remaining service requirement exhibit state-space collapse under heavy-traffic
assumptions. In particular, we have that

— o p 1 _
(Liy, Wiy, Bi)) — EB1 1,0) z;

asr — oo foranyi € {1,..., N}, with Z; defined in Sect. 2.

Proof Again, the proof is inspired by [44, Proposition 1]. We first focus on the joint

distribution of Ij,;r and Wi,r. Due to the strong law of large numbers, rlsAr

i,[rx] -

E[A; jlx = Em['%].x almost surely as r — o0o. Moreover, t_1C,~(t) — mc,; almost
surely as t — o0, so that

Ci(Sf[’,’x]) Ci(S{i ) S

A,r
d Si,l'rx'\

Ll — E[Bi]x (24)
p

in probability as r — oo. We further have, due to the weak law of large numbers,
that r~ 1SlB[rx] — E[B;]x, so that r_lSl’ e —> 0and r~max;eq,. o HS] ey —
Sirj} — Oasr — oo. Let, forany € > 0, G; . denote the event

r 'S ) BB 1x — €, EIBilx + €l: r 'SP,y € [E[B;1x — €, E[Bilx +€J;

_lsrrrﬂ €[—e,el;r™ je{lr’n”z.i)x {S, [rx] Si”j} € [0, €]}.

Due to the convergence results above, lim, _, oo P(Gfr) =1so0 thatIP’(Z,-’r > x; W,-,r >

y) = ]P’(Ij,-,r > x; W, r>y, GE ) + o(1). After combining this with Lemma 4.3 and
consequently taking the limit r "~ 00, we obtain

lim P (W, > max{E[B;]x + ¢, y +¢})

r—>00
< lim P(L;, > x; Wy, = y) < lim P(W;, > max{E[B;]x — ¢, y — €}),
r—00 r—00
since E,- — 0 as r — oo. By first applying Theorem 3.1 on the left-hand side and the

right-hand side, next noting that the distribution of Z; has no discontinuity points (cf.
Remark 3.1), and finally letting ¢ — 0, we obtain

lim P (Li, = x; Wi, = y) = P(Z; = max{E[Bilx, y}). (25)

r—0o0

It remains to consider the convergence of BR We show that lim,_, o IP’(BR
8) = 0 for all § > 0, which finalises the proof of the desired statement. Note that due
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to representation (21), we have that }P’(ER > §) = ]P’(W, r > ZrL’ 4 A,] + 8). Let

H6 denote the event{ Z/ lB,j € (E[B;] — ¢, E[B;] +e) foralln > /r}. By
usmg the law of total probablhty and noting that lim, _, o P(H,) = 1 due to the weak
law of large numbers, we thus have, similar to earlier calculatlons that

rL,,
P(E{fr >3) =P (W, > —ZB,]—i—S;HfJ +o(1)
rL,-,,
=P Wi, >L;,—— Z B; ; + 8 Hifr + o(1).
rL;, o

By taking the limit » — oo and using the established convergence of L i.r» We obtain

lim P(W;, > L ,(E[B;] +¢) +8) < lim IP(BR >5)
m
< lim P(W;, > L; ,(E[B;i] — €) + ).

r—00

By letting ¢ — 0 and noting, as before, that the limiting distribution of W, » has

no discontinuity points, this leads to lim,_ ]P’(BR > §) = hm,_moIP’(W, o>
él,rIE[B 1+ §) for any § > 0. Observe that (25) implies that l1mr_>OOIP’(W,,r >
L; E[B;]+ ) = 0 for any § > 0, which completes the proof. O

Based on the previous results, we now obtain the limiting joint distribution of L,
and W, in the following proposition.

Proposition 4.5 The tail probability of the limiting joint distribution of L. and W,
satisfies

rlglgop(ﬁ {Zi,r > s Wi, > ti}) = P(ﬁ {Z‘ > min{E[B;]s;, ti}}) (26)
i=1 i=1

with 71, . ,71\/ defined in Sect. 2.

Proof Equatlon 21 1mphes that the event {L i.r > si}coincides with the event {W, ;>
+ Z”’ i.j}, as the B; ;,j can only take non-negative values. Thus, we have

N N rs;
P(ﬂ {Zi,r > 53 Wiy > ti}) =P m {Wz‘ max{B + - ZBz i ti }
i=1 i=1

Let H, be defined as before and recall that lim, ., P(ﬂ i1 Hf,) = 1, so that, due
to the law of total probability,
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N
]P’( {Li,r > s Wi > ti})
i

—

rs;

N
~ ~ 1 ~
=P {W,,, > max(BR +s5i— > Bij.ti); Hf,} +o(l).
i=1 7Si j=I
Note that, according to Lemma 4.4, Eilfr — Qasr > oofori =1,..., N, so that
also (§ffr, o E}G’r) — 0 as r — oo. We thus obtain

N N
rlglgop(ﬂ {Wi,r > max{E[B;] + e, li}}) < rlgl;op(ml {zi,r > 53 Wiy > ti})
=
N o~
< rl_i)rgOIP’(ﬂ {Wi,r > max{E[B;] — €, ti}})-

i=1

By taking the limit € — 0, an application of Theorem 3.1 and the notion that the
distribution of Z has no discontinuity points yield the desired result. O

Corollary 4.6 For the scaled queue length vector L,, it holds that

~ 1 1 _
L= (E[Bl]’ E[BN])Z’

as r — oo, with Z defined in Sect. 2.

Proof The desired statement follows immediately from Proposition 4.5 by taking
th=...=ty =0. O

5 Application to a two-layered network

In this section, we apply the results obtained so far in this paper to a network that is
inspired by a manufacturing application and fits the class of so-called layered queueing
networks (see e.g. [12-14]). We will also refer to this network as the two-layered
network. We first describe the network in more detail in Sect. 5.1 and show that this
particular model fits naturally in the general framework described in Sect. 2. Then,
in Sect. 5.2, we study the question of how to compute the covariance matrix I' of
the N-dimensional Brownian motion Z based on this example. More specifically, we
obtain expressions for the covariance terms yi?j, by using results from the literature

on MAPs. We also compute the limiting distributions of W,, f)r and Z,. Doing so in
an exact fashion turns out to be hard. Therefore, we study how to numerically obtain
the limiting distributions, by viewing Z as an N-dimensional SRBM in Sect. 5.3.
liinally, in Sect. 5.4, we conclude by means of simulation that the distribution of
W, converges quickly to the distribution of Z as r — oo, and therefore, that the
heavy-traffic asymptotics constitute useful approximations for stable systems with a
considerable load.
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Fig. 1 The two-layered model under consideration

5.1 Description of the two-layered network

The two-layered network that we consider in this section is an extension of the
machine-repair model (cf. [36, Chapter 5]) and consists of N machines My, ..., My
as well as a single repairman R, see Fig. 1. The second layer of this network
constitutes the classical machine-repair model, where each machine breaks down
after a stochastic lifetime, and the repairman repairs the machines in the order of
breakdown. In the event of a breakdown, the machine moves to the repair buffer,
where it will wait if the repairman is busy repairing, otherwise repair will start
instantly. Contrary to the classical machine-repair model, we assume that each
machine M; also processes its own queue Q; of products at a service speed of
one when it is operational, which forms the first layer of the two-layered net-
work.

When lifetimes and repair times follow a phase-type distribution, this networks
fits the general model given in Sect. 2, as the availability of the Markov chains
can then be modelled by a continuous-time Markov chain {@(¢),# > 0}. For the
sake of brevity, we will assume in the remainder of Sect. 5 that N = 2 and
that the lifetime and repair-time distributions of M; are exponentially distributed
with rate o; and v;, respectively. Then, {@ (), > 0} operates on the state space
S ={U,U),U,R),(R,U),(W,R), (R, W)}. A state ® = (w1, wp) € S repre-
sents for each machine M; its condition of being up (w; = U), in repair (w; = R),
or waiting in the repair buffer for repair (w; = W) at time ¢. The generator matrix
Q with elements ¢; ;, i, j € S, that corresponds to this Markov chain is given by
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—0] — 09 o2 o] 0 0
v —Vvy — 0] 0 o 0
Q = 151 0 —V] — 02 0 (o)) s
0 0 v —v 0
0 V1 0 0 —V]
and we let g; = —gq;; be the sum of the outgoing rates of state i. The continuous-

time Markov chain {®(¢),r > 0} is irreducible and aperiodic, so that its invariant
probability measure ¥ = (1) jes is uniquely determined by the equations = @ = 0
and w1 = 1 and can be obtained explicitly in terms of the model parameters o1, 02, v
and v,. Since the machines drain their queues of products at service rate one if they are
operational (and zero otherwise), the connection with the general framework in Sect. 2
is completed by choosing the state-dependent service speeds as ¢; (@) = 1, =v),
where 14 denotes the indicator function on the event A.

5.2 Derivation of the covariance matrix

Now that the two-layered network is cast as a special instance of the general model
given in Sect. 2, we show how to compute expressions for the covariance matrix T
of the N-dimensional Brownian motion Z completely in terms of the model para-
meters. We do this based on the example of the two-layered network described in
Sect. 5.1. However, the following methods can also be used to find the covariance
matrix I' for any instance of the model given in Sect. 2 without any conceptual
complications. By (4), it remains to compute expressions for the covariance terms
yi?j = lim;_ %Cov[Ci(t), Cj@®] foralli,j € {1,..., N}. In order to compute
these, observe that the increments of {C; (), t > 0} and {C(¢), t > 0} are condition-
ally independent given {@(¢), t > 0}. Therefore, we can view {(®(¢), C;(¢)),t > 0},
{(@(),Cj®),t = 0} and {(@ (1), Ci(t) + C;(t)),t = 0} as MAPs. As a conse-
quence, a functional central limit theorem for MAPs obtained in [34] can be applied
to compute yi?j foralli, j € {l1,..., N}. Let wef € S be an arbitrary reference state
and let Ty be the k-th time after t = O that the Markov chain {® (¢), t > 0} enters this
state. Then, the results of [34] imply the following lemma.

Lemma 5.1 Supposethat{Y (t),t > 0} is a Markov-modulated drift process, of which
the drift equals dy when the Markov chain {® (t),t > O}isinstatek € S. Furthermore,
suppose that |dy| < oo foreachk € S and that Zkes midy = 0. Then, {\/LEY(S[), t>
0} converges in distribution, as s — 00, to a driftless Brownian motion starting at 0
with variance parameter

o%:Zan

d? d
Y + Z qr,idx fi ’ 27)
keS Ik 18\ (1K) Ulwpepl)

qk

where the fj-parameters are the unique solution to the set of linear equations

d
fo=g > dmng
T pes\(mUeyen ™
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In particular, we have that lim;_, %Var[Y(t)] = O'%.

Proof The convergence in distribution immediately follows from [34, Theorem 3.4]
by taking X () = @(¢) and D; ; = V; ; = v; = 0 for all i, j in the notation of
that paper. To show the result for the asymptotic variance of the modulated process
Y, observe that M () = maxy.7, <;{k} counts the number of times the Markov chain
returned to the reference state until time ¢, so that {M (¢), t > 0} can be interpreted as
a (delayed) renewal process. As a consequence,

im YarlYol .o Var[Y (X (Tt — T))] + 0(0)

t—00 t t—00 t
— lim E[M (1)]Var[Y (T> — T1)] + Var[M ()]E[Y (T — T))]?
t—00 t

EM®] _ Var[Y(T> — T1)]
E[T, —Ti]

= Var[Y (T2 — Tp)] lim

Section 3 in [34] shows that Var[Y (T» — T})] = E[(Y(T» — T}))?] = agE[Tz —T11,
which concludes the proof. O

‘We now apply this lemma to obtain the covariance matrix for the two-layered model
with N = 2. In particular, to compute oél, we study the process Y (t) = Ci(t) —
E[Ci1(1)] = C1(t)—(m,u)+7w,r))t With conditional driftdy = Lkeqw,v),w,R)} —
(. vy +mw,r)y) when the modulator @ resides in state k. As Var[Y (¢)] = Var[C (1)]
for any + > 0, an expression for crg’l is then readily given in Lemma 5.1 by (27).
An expression for aé,z can be found similarly to the computations above or sim-
ply by interchanging the indices in the expression of aél. Observe that an expres-

sion for lim;_, oo %Var[C 1(¢) 4+ C2(2)] can also be found using the same technique,
but now considering the process Y () = Ci(¢) + C2(t) — (E[C1(¢) + C2(1)]) =
Ci(t) + C2(t) — Crw,uy) + 7w,Rr) + 7 (r,v))t instead withdy = Lkeqw,v), W, R+
Likeqw,v), R, U — Crw,uy + 7w, R) + 7T(R,U)). Again, it then holds that an expres-
sion for lim;_, o %Var[Cl () + Ca(2)] is given in (27). After these computations, the
covariance matrix I' can be expressed explicitly in terms of the model parameters.
The covariance parameters yfl and yzc)z are by definition equal to 03,1 and aé’z, for
which we have already derived explicit expressions. As for the remaining parameters,
we have that both ylc’z and yzc’l are equal to

1
lim —Cov[C;(t), C2(1)]
t—00 t

_ % (tl_i)rgo %Var[Cl () + C(0)] — lim ;Vaf[cl (O] = lim ;Var[czm])’

where all of the terms between the brackets in the right-hand side are now known. As
the rest of the terms appearing in (4) were already expressed in terms of the model
parameters, the covariance matrix I' is now explicitly known.
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5.3 Numerical evaluation of the limiting distribution of Z

Now that I' can be computed explicitly, we investigate in this section the joint distri-
bution of Z, i.e. the limiting distribution of the scaled workload VNV,, in stationarity.
Since the limiting distributions of D,orL, equal the distribution of Z up to a scalar
as observed in Corollaries 4.2 and 4.6, the results also directly relate to the limiting
distributions of the scaled virtual waiting time and the scaled queue length.

To study the joint distribution of Z as defined in Theorem 3.1, we first observe
that this distribution equals the stationary distribution of an N-dimensional SRBM. In
particular, by the definitions of Z(¢) and Z;(1)in Sect. 2 and Theorem 3.1, respectively,
we have that the process Z@) = {71(t), e, ZV(I)} satisfies

Z(1) =( sup {Z1(s)}, ..., sup {ZN(S)})

s€[0,¢] s€[0,7]

4 ( sup {Z1(t) — Z1(t — )}y ..., sup {Zy(t) — Zy(t —s)})

s€[0,1] 5s€[0,1]

= (Zl(t) - seiﬂ)f,,]{zl(s)}’ o ZN() — Sei{})ft]{ZN(S)})
=Z(t) + RY (1),

where the equality in distribution follows since multi-dimensional Brownian motions
are time-reversible [4, Lemma II.2]. In this representation, R is the N x N iden-
tity matrix, and Y (1) = (Y1(¢), ..., Yn()) = (—infse0.){Z1(s)}, ..., —infsefo,1
{ZNn(s)}). Observe that {Y (#), t > 0} is a continuous, non-decreasing process starting
in 0, of which the elements Y; can only increase at times # when Z; (1) = 0. A process
with such a representation is known to be an SRBM on the state space ]Rﬁ (see, for
example, [7, Section 7.4]). By letting t — 00, it is now clear that the joint distribution
of Z coincides with the stationary distribution of an SRBM on the non-negative orthant
with drift vector u, covariance matrix I' and reflection matrix R.

Computing the stationary distribution of a multi-dimensional SRBM is in general
a challenging problem. Although the SRBM corresponding to our model satisfies the
conditions derived in [18] for a unique stationary distribution to exist, it does not
necessarily satisfy the necessary requirements found in [19] for this distribution to
have a product form. A numerical approach obtained in [9] to compute the stationary
distribution is, however, applicable to our setting.

We now apply this numerical algorithm to the two-layered network and observe
several parameter effects. Note that for the two-layered network, R resolves to a
2x2 identity matrix, and the underlying Brownian motion {Z(t), t+ > 0} has a drift
vector p = (—ﬂl (mw,vy +Tw, R, —B2(Tw,u) + T[(R’U))) and a covariance matrix

. E[B?] E[B2] .
I' = diag (W(E(U’U) + 7w, Ry, m(ﬂ(y’y) + ”(R,U))) + ]"C’ where T€ is a

2x2 matrix consisting of the elements yl.Cj computed in Sect. 5.2. For a number of

instances of the two-layered network, we have computed several characteristics of the
stationary distribution, such as the first two moments and the cross-moment of Z;
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Table 1 Numerical results for several instances of the two-layered network

Instance By B» E[By] E[B}] E[By] E[BZ] o oo vi v E[Zy] E[Zp] Corr

no. [Z1,Z5]
1 111 2 1 2 5o o o 433 433 0274
2 511 2 1 2 B o 1y 867 433 0228
3 111 5 1 5 b oh ot 58 58 0195
4 (I % 2 8 1ot 5 384 78 0446
5 [ 2 1 2 11 1 1 133 133 0080
6 111 2 1 2 > o & & 206 206 0124

and Z5. The results are summarised in Table 1, where for each of the instances the
calculated values for E[Z,], E[Z5] and the correlation coefficient Corr[Z|, Z3] =
K[Z,Z,]-E[Z,]E[Z>]
VEZ)-EZ\P\EZ3)-EZ,P
exponential, so that E[Z-z] = 2[E[Z;]?. Observe also that the limiting distributions of
D, and L, are equal to the distribution of VA up to a scalar, so that Corr[Z1, Z»] does not
only represent the correlation coefficient pertaining to the limiting distribution of the
scaled workload Wr, but also to that of the scaled virtual waiting time and the scaled
queue length. It follows from Table 1 that the competition between the machines of the
repair facilities can be of such a level, that the correlation coefficient pertaining to the
queue lengths is significant. Moreover, by taking the first instance as a reference, we
observe that the correlation coefficient is highly influenced by the relative convergence
speed of the arrival rates (instance no. 2), the variability of the service times (instance
no. 3), the level of asymmetry in the model parameters (instance no. 4), the frequency
of machine breakdowns and speed of machine repairs with respect to the arrivals and
services of products (instance no. 5), and the duration of the machine lifetimes with
respect to that of their repairs (instance no. 6).

are given. Recall that the marginal distribution of Z; is

5.4 Comparison with simulation results

We end this section with an assessment of the quality of the distribution of Z as
an approximation for the joint workload distribution in systems with a considerable
load. In Table 2, simulation results for the scaled workload W, corresponding to the
values r = 5, 10, 20 are given for each of the instances given in Table 1. Recall that
pi=1— %, so that » = 5, 10, 20 corresponds to p; = 0.8, 0.9, 0.95 if 8; = 1. Thus,
the values r = 5, 10, 20 represent systems that operate under a high load, as is often
the case in practice.

As expected, Tables 1 and 2 suggest that the distribution of Z generally approx-
imates the distribution of W, well in terms of marginal means and the correlation
coefficient. In particular, the tables confirm that E[W; ] converges to E[Z;] from
below as r — oo at a fast rate, so that E[Z;] is a provably useful upper bound close to
the actual value of E[Wi, ] for large r (i.e. significantly loaded systems). Surprisingly,
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the rate at which E[W,-,r] converges to E[Z;] does not seem to differ much between
the model instances. The slowest convergence occurs in the third model instance due
to the high variability of the service times, but it does not deviate much from the other
instances. The only outlying rate of convergence can be found in the expected scaled
waiting time of the first queue in the second model instance, where convergence is a
lot faster. However, this is obvious by the nature of our scaling, since 81 = 1/2 for
that model instance instead of 81 = 1. Furthermore, the values of Corr[Z1, Z»] turn
out to be accurate approximations of the values Corr[VT/L,, VT’z,r], r =5, 10, 20, for
almost all of the model instances. Thus, the limiting distribution seems to capture the
correlation structure between the queue lengths in the stable case rather well. One can
argue that the fifth model instance is an exception to this. However, due to the high
frequency of machine breakdowns and repairs, there hardly is any correlation between
the queues, making correlation coefficients hard to approximate accurately.
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