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Abstract In this paper, we consider the classical preemptive priority queueing sys-
tem with two classes of independent Poisson customers and a single exponential
server serving the two classes of customers at possibly different rates. For this sys-
tem, we carry out a detailed analysis on exact tail asymptotics for the joint stationary
distribution of the queue length of the two classes of customers, for the two mar-
ginal distributions and for the distribution of the total number of customers in the
system, respectively. A complete characterization of the regions of system parame-
ters for exact tail asymptotics is obtained through analysis of generating functions.
This characterization has never before been completed. It is interesting to note that
the exact tail asymptotics along the high-priority queue direction is of a new form that
does not fall within the three types of exact tail asymptotics characterized by various
methods for this type of two-dimensional system reported in the literature. We expect
that the method employed in this paper can also be applied to the exact tail asymptotic
analysis for the non-preemptive priority queueing model, among other possibilities.

Keywords Exact tail asymptotics - Light tail - Geometric decay - Decay rate -
Double QBD process - Preemptive priority queue - Generating functions
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1 Introduction

Priority queueing systems are important due to their broad range of applications,
such as in computer and telecommunications networks. The classical priority queue-
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ing system with one server and two classes of customers, preemptive or non-
preemptive, has been considered by several researchers. One often referenced article
is Miller [37]. In [37], a special structure on the rate matrix, which is a key proba-
bilistic quantity in the analysis using the matrix analytic method, was explored and an
efficient computational scheme was suggested based on this structure. Earlier work
by Miller and other researchers has been since extended to priority models of more
general types, in both continuous and discrete time; for example, Gail, Hantler and
Taylor [20, 21], Kao and Narayanan [27], Takine [48], Alfa [2], Isotupa and Stan-
ford [26], Alfa, Liu and He [3], Sleptchenko, Adan and van Houtum [46], Drekic and
Woolford [9], and Zhao et al. [53], among many others.

Our purpose in this paper is to characterize tail asymptotics for the classical pre-
emptive priority queueing model with two classes of customers. Specifically, we are
interested in the exact tail asymptotics in the joint distribution along the queue length
direction of low- and high-priority customers, respectively. We also characterize ex-
act tail asymptotics in the marginal distribution of the queue length of low-priority
customers and in the distribution for the total number of customers in the system,
respectively. Compared to studies on other aspects of priority queues, there are not
many references on tail asymptotic results. Tail asymptotic results for the classical
priority model studied here have been reported, but the characterization is not com-
plete. Closely related to this study, a sufficient condition for an exact geometric de-
cay along the low-priority queue direction was reported in Haque [22] and Haque,
Liu and Zhao [23] for the same model considered in this paper but with the same
service rate for the two servers. In Miyazawa and Zhao [43], a discrete time preemp-
tive priority model in which batch arrivals are allowed for one class of customers
was considered, and a region in which the joint distribution has an exact geometric
decay along the low-priority queue direction was described. Its special case when
batch arrivals are not allowed is equivalent to the model studied in this paper, but
again with the same service rate for the two servers. Tail asymptotic results on more
general priority queueing models are also available, including Abate and Whitt [1], in
which light-tailed, including exact geometric and two types of non-exact-geometric,
asymptotics in the waiting time distribution for a low-priority customer were obtained
for the continuous time M /G /1 priority queueing model. These three types of light-
tailed asymptotics are also presented in a discrete time M/G/1 model as reported
in Maertens, Walraevens and Bruneel [32]. Xue and Alfa [52] obtained exact tail as-
ymptotics in the marginal distribution for the low-priority queue for the BMAP/PH /1
priority queue in discrete time by allowing different service rates.

Exact and logarithmic tail asymptotics for a marginal performance metric were
also considered for priority queues with a more general type of arrivals, say a
Gaussian process, under many-source assumptions. For example, in Delas, Mazum-
dar and Rosenberg [8], bounds on exact asymptotics were calculated for a two-queue
priority model under certain technical assumptions. Bounds on logarithmic asymptot-
ics were obtained in Wischik [50]. More information can be found in van Uitert [49]
and Mandjes [35].

A few methods are available for the analysis of exact tail asymptotics, all of
which have been proven to have advantages in some aspects of the analysis. The
generating function method is a classical method with the advantage of explic-
itly determining the constant besides the exact decay function. This method is also
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valid in principle for the double quasi-birth-and-death (QBD) process, or the ran-
dom walks in the quarter plane, in which the generating function can be formally
expressed based on the theory of Riemann surfaces, algebraic ideas and Riemann—
Hilbert boundary value problems. References include Malyshev [33, 34], Flatto and
McKean [15], Fayolle and Iasnogorodski [10], Fayolle, King and Mitrani [11], Co-
hen and Boxma [7], Flatto and Hahn [16], Flatto [14], Fayolle, lasnogorodski and
Malyshev [12], Wright [51], Kurkova and Suhov [29] and Morrison [44]. Theorems
based on large deviations can often be presented for more general processes, which
is one of the advantages of this approach. The method developed in Borovkov and
Mogul’skii [5] focused on tail asymptotics along an arbitrary direction, but not in-
cluding the two coordinate directions, while the method presented by McDonald [36]
and Foley and McDonald [17-19] is applied to the coordinate directions. The matrix-
analytic method is an efficient method for exact geometric decay along a coordinate,
referred to as the level, direction and also in the marginal distribution of the level
for two-dimensional block-structured transition matrices such as the GI/G/1 type
and its special cases. It also provides conditions on non-exact-geometric tail asymp-
totics. References on this method include Takahashi, Fujimoto and Makimoto [47],
Haque [22], Miyazawa [39], Miyazawa and Zhao [43], Kroese, Scheinhardt and Tay-
lor [28], Haque, Liu and Zhao [23], Motyer and Taylor [45], Li, Miyazawa and
Zhao [30], and He, Li and Zhao [24], among others. Recently, Miyazawa [40-42]
converted the asymptotic problem in the double QBD process into a non-linear op-
timization description and confirmed that there are only three types of exact tail as-
ymptotics along a coordinate direction: exact geometric, geometric multiplied by a
power function with power —1/2 or —3/2. Methods based on the analysis of combi-
natorics, for example, Bousquet-Melou [6], Mishna [38] and Hou and Mansour [25],
are also a candidate for exact tail asymptotics in the quarter plane.

Our research extends the previous study to allow asymmetric service rates. The
main contributions made in this paper include: (1) an explicit determination of exact
light-tailed asymptotics in the joint distribution along the high-priority queue, which
is a type of exact tail asymptotic different from the three types reported in the litera-
ture for the double QBD process along a coordinate direction, and therefore different
from the behaviour in the high-priority marginal distribution; (2) the identification of
the regions for the three different types of exact light-tailed asymptotics in the joint
distribution along the low-priority queue and in the marginal distribution for the low-
priority queue; and (3) a complete characterization of regions for the asymptotic for
the total number of customers in the system, in which two additional types, different
from the three types mentioned in (2), of tail asymptotics are revealed. To achieve our
goal, the generating function approach is employed here since the generating func-
tions involved can be expressed explicitly. It also works well for the reducible case,
or for the high-priority queue direction where the irreducible condition required by
other methods is not present.

The rest of the paper is organized as follows. Section 2 provides the model de-
scription and obtains expressions of the generating functions. The main asymptotic
results are stated in Sect. 3. A singularity analysis based on a Tauberian theorem is
carried out in Sect. 4. Sections 5, 6 and 7 detail proofs of the main results. Concluding
remarks are made in the final section.
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2 Model description and generating functions

In this section, we first recall the M /M /1 preemptive priority queue with two classes
of customers and then obtain expressions for the generating functions of interest in
this paper.

In the M/M/1 preemptive priority queueing system with two classes of cus-
tomers, the high- and low-priority classes of customers arrive independently accord-
ing to two Poisson processes with rates Aj, and Ag, respectively. High-priority cus-
tomers have priority in service over low-priority customers. In each of these two
classes, customers are served according to the first in, first out (FIFO) queueing
discipline. With the preemptive rule, the service of a low-priority customer is in-
terrupted upon the arrival of a high-priority customer that stays at the head of the
line waiting for the restart of its service immediately after the last high-priority cus-
tomer in the system completes its service. Both classes of customers require an
exponential amount of service time and are served by a single server with possi-
bly different service rates wj; and p, for high- and low-priority customers, respec-
tively. All service times are independent and also independent of the two arrival
processes. If we use the number of high- and low-priority customers, respectively,
in the system as two system variables, then we have a continuous time Markov chain
X () ={(Xn(), X¢()) : t = 0}. Throughout the paper, let A = A, + Ay and assume

that p = pj, + p¢ < 1 for the stability of the system (Markov chain), where p;, = ﬁ—’;

and py = % Under this condition, we denote by 7; ; the joint stationary probabil-
ity distribution for the number of high- and low-priority customers, respectively, in
the system. The marginal distributions for the high- and low-priority customers are
denoted by ni(h) and n](e)’ respectively. Without loss of generality, throughout the pa-
per we assume that A, + A¢ + up + e = 1. We also use the following convention:
for two functions f(n) and g(n) of nonnegative integers n, f(n) ~ g(n) means that
lim,_ o0 f(n)/g(n) = 1. We also define pj, = ;f_h'

The system of balance equations for the preemptive priority queueing system con-

sidered in this paper is given by

(Ah + Ae)T0,0 = UpTC1,0 + HeT0,1, 2.1
(Ap +Ae + me)mo, j = wpml,j + wemo, j+1 + Aemo,j—1,  J =1, (2.2)
(A +Ae + wp)Ti0 = wpTiy1,0 + ApTi-10, 1 >1, (2.3)

A 4+ Ae + )i j = WaTig1,j izt j +Aemij—1, 1>1,j>1. (2.4)

Consider the discrete time Markov chain obtained through uniformization of the con-
tinuous time Markov chain X (¢). The above two Markov chains have the same sta-
tionary probability distribution 7; ;, and (2.1)—~(2.4) are also the stationary equations
of the discrete time Markov chain.

The above priority queueing system is a specific case of random walks in the
quarter plane studied in Fayolle, lasnogorodski and Malyshev [12]. For this random
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walk, define the following generating functions for the stationary probability vec-
tor m; j:

00
(pj(x)=Z7T,"jxl, j =0,
i=0

(0.¢]
Vi) =Y mijy, i=0,

j=0

Px,y) =Y ¢jx)y =Y yi(x'.

j=0 i=0

It is clear that ¢o(x) = P(x,0) and ¥o(y) = P(y, 0).

Equations (1.3.5) and (1.3.6) of Fayolle, lasnogorodski and Malyshev [12] pro-
vide an expression of the generating function for joint probabilities 7; ; for i, j > 1
(excluding i =0 or j = 0), in terms of the boundary generating functions. Using a
similar argument, we can obtain the following expression for the generating function
P(x, y) for the priority model.

Proposition 2.1 For |x| <1and|y| <1,

Y[+ wn = rey)x — pup — )»hxz]P(x, y)

=[(un — mo)xy — uny + pex [Wo(y) + mo,0me(y — 1)x; (2.5)
1— n
Per == P(Ly) == [vo() — (1= p):
— PhX Ay
(2.6)
Plr.x) = el — p) n (in — o) Yox):

wrll =/ pp)x]  ppll = A/ pp)x]

and mpo=1—p.

Proof Equation (2.5) follows from a similar proof to (1.3.5) and (1.3.6) of Fay-
olle, Tasnogorodski and Malyshev [12]. Elementary manipulations lead to expres-
sions evaluated at various special values. Finally, let y = m in (2.5) such
that the coefficient of 19(y) is zero. Then, let x — 1, which implies y — 1, and we

obtain the evaluation of g g. O

Remark 2.1 In order to find an explicit expression for the generating function
P(x,y), we need to determine ¥o(y). A general approach is to consider zeros de-
fined by the kernel equation K (x, y) = 0, through which we obtain an expression for
Yo(y). For the priority queue, the kernel K (x, y) = yKo(x, y) is not irreducible (as
a polynomial of x and y), where Ko(x, y) = (A 4 ip — Aey)x — i — Apx? is called
the key kernel. Since the kernel is reducible, (2.5) does not immediately provide a
determination of ¢g(x) = P(x,0), which will be obtained directly based on balance
equations.
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In the following, we provide a basic property (Lemma 2.1) of the zeros of the key
kernel Ko(x, y), after which we first determine ¢;(x) (based on balance equations)
and then Yo (y).

For each fixed y, consider Ko(x, y) as a polynomial of x, which has two zeros
given by

A+ pn —2ey) — JAQ) A+ pn —2ey) + /A®Q)
x1(y) = > , x(y) = ,
An 2
(2.7)
where A(y) = (b + pty — 1ey)* = 4hppn = 27 (1 = b1y)(1 = b2y)/(b1b2) with
Ae At
b = = = (2.8)
Ag+ pp +Ap = 24/Appn Ao+ (Vin — A/An)
A A
¢ : 2.9)

by = = .
e+ wn 4 An 42V Anmwn e+ (Vi + N n)?

1/b1 and 1/b, are called the branch points of the kernel with b; > b,. Therefore,
x1(y) and x2(y) can also be written as

O = Aey) =2 /A = b1y)(A = bry) /(b1b2)
xi(y) = ,

2An
A+ n = rey) + 2e/(D = b1y)(I —bay)/(b1b2)
x(y) = .
2\
When y = 0, we have
o
x1=x1(0)=—, (2.10)
Ph
1
X2 =x2(0) = —, (2.11)
ro

where

o4 wn) = O+ ) — 4hpin
2up .

2.12)

ro =

Remark 2.2 Tt can be easily proven that 0 < by < by < 1.
The following lemma can be easily proved using simple algebra.

Lemma 2.1 For —1 <y <1, we have 0 < x1(y) < x2(y) and x1(y) < 1. When
y =0, we then have 0 < x1 <1 < x».

The generating functions ¢; (x) are recursively determined in the following propo-
sition.
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Proposition 2.2

l—p
po(x) = (2.13)
1 —rox
and
. )\' . — s
0j(0)=—2 ¥ @1 =010 -y
1—rox  Ap(1 —rox) X — X
where

g [(n = e)7o,j + pemo,j+1 + Ae@j—1(x1)]ro
J = .
A

Proof 1Tt follows from (2.3) that

_ ma(mo,0 +m1,0x) — (A + pup)mo0x  pa(70,0 + 71,0X) — (A + fp)70,0X

#o(x) Ax® — O+ ) + M — )G —x2)

’

(2.15)
where x; and x, are given by, respectively, (2.10) and (2.11). Similarly, it follows
from (2.4) that

<?» + o — % - th)(Pj(X) = (A + pup)mo,j — (un/x)mwo,j + 71, jx]
+Ae@j1(x) — Agmo,j—1, J=1L
By using (2.2), the above equation can be written as
(x = - khx>¢j(x)
= A+ e + p — LOT0,j — KATTL,j — AeTT0,j—1 — %ﬂo,]‘ + Ae@j—1(x)

i .
= wemo, j+1 + (Up — Le)T0,j — 0. +repj—1(x), j=1,
or

n7o,j + x[we (o, j — 0, j+1) — waTo,j1 — Aexgj—1(x)
Ap(x —x1)(x —x2) '

@j(x) = K

For (2.13), notice that x; < 1 and ¢o(x) is analytic inside the unit circle, which
implies that x; = ro/pp is also a zero of the numerator of the function on the right-
hand side of (2.15). Therefore, (2.15) becomes

Const

wo(x) = 1 ,
— rox

where Const = 1 — p is determined in Proposition 2.1.
For (2.14), based on the same argument,

wno,j + x1 [ e (o, j — mo,j+1) — wamo,j | — Aexi@j—1(x1) =0.
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Therefore,

Aex@j1(x) + (p — pe)x7o,j + pHexo,j+1 — Aex19j—1(x1) — (p — L)X1T00,j — HeX1T00,j+1

(pj(X) - Apx2(x —x1)(1 —x/x2)
_ X1 () = ex@jo1 (x1) 4 [hegj—1 (1) + (n — me) 7o, j + pexo,j+11(x — x1)
Apxa(x —x1) (1 —rox) '
which leads to (2.14). O

In the following, we determine the generating function yo(y).
Proposition 2.3 Let
F(y) =hey® = [1=2pun + peely + 2pee (2.16)

T(y) = F(y) — yJAQ) and T*(y) = F(y) + y/A(y), where A(y) is defined
in (2.7). Then, for |y| < 1, we have

T*(y) T T*(y)

Yo(y)=a ] , (2.17)
—ny 1 —my
where

1— 1-—

golzpm o lop m 2.18)
2ue M —m 2ue M —m
(1= 2un) + v (1 = 2un)? +4(n — o) r

m = v iy (2.19)

2

(1 —=2pn) — V(A = 2un)? +4(pn — pe)he

n = \/ 20 . (2.20)

When e = up, we have ny = 0 and n1 = p. In this case, the expression for ¥o(y)
can be further simplified.

Proof According to the expression for the generating function P (x, y) given in (2.5),
we have

P(x.y) = [(en — mexy — mny + pexpo(y) + (1 — p)pue(y — Dx
' Any(x —x1 () (x —x2(y)) '

where x1(y) and x,(y) are the two zeros of the key kernel function given in (2.7). For
—1 <y <1, P(x1(y), y) is analytic and nonzero. Therefore, the kernel equal to zero
implies that

[(n — me)x1(0)y — uny + mex1 (0 Yo(y) + (1 = p)pe(y — Dxi(y) =0.
The above equation leads to

(I =y)x1((1 = p)pe _2=-yd — e T*(y)
x1(n — we)y + el — pny T(y)T*(y)

Yo(y) =

3
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by noticing that x1 (y)x2(y) = ’;—: and the expression of x;. For (2.17), we study the

kernel equation T (y)T*(y) = 0 for ¥(y) to identify the zeros of the kernel, which
gives

TO)T*(y) = 4u2(1 — y)(1 —my)(1 —my).

Substituting the above into ¥o(y) and then using partial fractions lead to (2.17) for
—1 <y < 1. Finally, notice that as a function of complex numbers, 7*(y) is analytic
in |y| <1 since both branch points 1/b; > 1 and 1/by > 1. Therefore, (2.17) holds
for |y| < 1, which completes the proof of the proposition. d

Remark 2.3 (i) 1/n1 and 1/n, are the two non-unit zeros of the denominator, or
the kernel, of the generating function vo(y) for mq , with n; > n;. (ii) Writing the
kernel function of 1o (y) as a polynomial kernel is more convenient for the analysis of
singularities. The three parameter regions, which will be characterized, are described
by F(1/b1) > 0, =0 and < 0, respectively.

Remark 2.4 From the above proof, one can see that ¥/o(y) can be continued as a
meromorphic function in the whole area of the complex plane by cutting the line
[1/b1, 00) if we specify 4/ A(y) to be the branch such that \/A(1) > 0. Throughout
the paper, we will always choose such a branch for a square root function.

As will be seen (from the Key Lemma) the type of exact tail asymptotics relies
on the region characterized by the system parameters, or the value of F(1/b;) at the
branch point 1/b;. We first simplify the expression of F'(1/b;).

Lemma 2.2
1 2
F(b_) = 50 s = 2V ) s = e = o) + o]
1 2
F(b_2> = A—E[(k—kuh +2\/M—M)(Mh — e —h/W) + Aepee].
F(1/by) can be further simplified as
1 212
<b_> = (1= van) (o~ Vo)
1 I4

if e = wn.

Proof The proof follows from the definition of F(y) in (2.16), the expressions of b
and b, in (2.8) and (2.9), and elementary manipulations. Il

Remark 2.5 The above simplification is important since it provides an explicit char-

acterization of the whole stability region according to the type of asymptotics. For
convenience, let

D= (A4 pn — 2/ Anpen ) (1w — e — /Apin ) + hepie. (2.21)
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It is clear that D > 0, =0 or < O is equivalent to F(1/b1) > 0, =0 or < 0, respec-
tively.

As a by-product, we have the following equivalent stability condition.
Lemma 2.3 p < 1 ifand only if T'(1) <O.

Proof Based on

d
70V =2y = (1 =2+ o) - = e =209 — 4

(I — g —Agy)hey
VA =g = rey) — 4hppn

we calculate 7'(1) = Ay — 2u¢ + W, which is negative if and only if Agup +

2hppte < pepn, or p < 1. L

3 Main results

In this section, we provide a complete characterization of exact tail asymptotics in
the stationary distribution, joint, marginal and for the total number of customers in
the system. Proofs of these results will be detailed in later sections.

The following lemma characterizes the tail asymptotics in the two marginal distri-
butions.

Lemma 3.1 For the classical M /M /1 preemptive priority queue with two classes of
customers satisfying p < 1, characterizations of the exact tail asymptotics in the two
marginal stationary distributions are given by:

(1) For the marginal distribution nn(h) of the high-priority queue, we have n,gh) ~

(1 — pn)py,- The decay rate in the marginal distribution for the high-priority
queue is py.
(2) For the marginal distribution JT,EK) of the low-priority queue, we have
He
T3 = =0 i1,

Ag
where the characterization of exact tail asymptotics of mo 1 is given by the
result for i =0 in Theorem 3.2.

Remark 3.1 The exact tail is well known for the marginal distribution for the queue
length of high-priority customers. In fact, the distribution is geometric.

For stating the exact tail asymptotic property along the high-priority queue direc-
tion we need to define

A
= a0 (3.1)

VOA wn) — g 7
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where rq is given in (2.12).

Remark 3.2 ry and ry are the first two main diagonal entries in the rate matrix R
studied in Miller [37].

Theorem 3.1 For the classical M/ M /1 preemptive priority queue with two classes
of customers satisfying p < 1, the exact tail asymptotics in the joint stationary distri-
bution along the high-priority queue direction is characterized by: for a fixed number
Jj = 0 of low-priority customers,

”ii jn—=j
T~ (L=p)\ = |n'ry 7,
J!
where ro and r| are given, respectively, by (2.12) and (3.1).

Remark 3.3 In [42], Miyazawa provided a description of exact tail asymptotics for
the double QBD process under an irreducible condition, which has only three types
of exact tail asymptotics. The type presented in the above theorem is not among
these three types since the irreducible condition imposed there is not presented here.
It would be interesting to investigate how many more types of exact tail asymptotics
might exist when the irreducible condition is not satisfied. Intuitively, this result is not
surprising since the asymptotic distribution along the low-priority queue direction
given the busy period of high-priority customers must be Poisson when the busy
period gets large. The extra polynomial prefactor n/ is a property of large deviations
along the low-priority queue direction.

Along the low-priority queue direction, the model serves as an example in which
all three types of exact tail asymptotics are presented corresponding to the three cases
of the dominant singularity in the generating function vo(y): a pole only; a pole and a
branch point simultaneously; and a branch point only. To state the result, we partition
the whole stability region into three regions according to D >0, D =0 or D <0,
respectively, where D is given in (2.21). For the case of u; = uj, these regions can
be simplified as a direct consequence of Lemma 2.2.

Corollary 3.1 When g, = up, the regions D > 0, D =0 and D < 0 are simplified
10 p% > pp, p* = pp and p* < py, respectively. In this case, N1 = p.

For stating the tail asymptotics for 7; , along the direction n of the low-priority
queue, let

1— e — (e /m) — VI = 1) — o/ — ddppn
2pp )

Also, let Cy,1, C¢ 2 and Cy 3 be defined by (5.4), which are constants independent of
nandi.
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Remark 3.4 The tail asymptotic for 7 , is obtained based on asymptotic analysis of
the generating function ¥ (y), and for i > 0, the tail asymptotic of 7; , is derived by
the mathematical induction based on balance equations and the tail asymptotic result
for g, which leads to a natural definition of u(n).

Theorem 3.2 For the classical M/ M /1 preemptive priority queue with two classes
of customers satisfying p < 1, characterizations of the exact tail asymptotics in the
Jjoint stationary distribution along the low-priority queue direction are given below
for a fixed number i > 0 of high-priority customers:

(1) (Exact geometric decay) In the region defined by D > 0,

i ~ Ce1[um)] nf,

where n1 and u(n1) are given, respectively, by (2.19) and (3.2).
(2) (Geometric decay with prefactor n="/?) In the region defined by D =0,

7in ~ Cea(Jpn) n= 200,

where by = 11 is given by (2.19) or (2.8).
(3) (Geometric decay with prefactor n=>%) In the region defined by D < 0,

7tin~ Ces(1+iB)(Vor)'n=3?b0,
where by is given by (2.8) and

e — pn — pebt + /Appin
v Anin

Remark 3.5 The three types of tail asymptotics correspond to positive recurrent, null
recurrent, and transient properties, respectively, in the probabilistic method and the
matrix analytic method.

B=

Let n,gT) =D it j i, j be the probability distribution of the total number of cus-

tomers in the system. To characterize the exact tail asymptotics for n,(,T), we further
partition each of the three regions according to whether or not p; > 1. This makes
sense since intuitively given that the number of high-priority customers is greater
than zero, then p, is simply the traffic load to the total of customers in the system,
which should play an important role for the tail asymptotic. Let C; 14, Ct 15, Ct.1c»
Ct 245 Ciop, Ci2c, Cr3q and Cy 3p be constants given by (6.1), (6.2), (6.3), (6.4),
(6.2), (6.5), (6.6) and (6.2), respectively, which are independent of 7.

Theorem 3.3 For the classical M /M /1 preemptive priority queue with two classes
of customers satisfying p < 1, if up = e, then

D =1-p)p", n=0,1,2,....

If wn # e, then the exact tail asymptotic in the stationary distribution n,ET) of the
total number of customers in the system is characterized below.
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(1) In the region defined by D > 0, we have by < 1. Three cases exist:
(@) If ) pp = 1; 0r (ii) pp < 1 and py < 01, then

nyET) ~ Ct,lan?a

where 1y is given by (2.19).
M) If pr, < 1 and pp, > 01, then

w1 ~ Cr ()"
©) If pn <1 and pp = n1, then
7\~ ¢, 1ennft,

where 1y is given by (2.19).
(2) In the region defined by D = 0, we have by = 1. Three cases exist:
(@) If pp = 1, then

73" ~ Croan™ 2,
where by is given by (2.8).
(®) If pn <1 and pp # /P, then

(T~ Cyap ()"

(©) If pp < 1 and py, = /pn, then pp, = by = n1 and
2D~y 20,

where by is given by (2.8).
(3) In the region defined by D < 0, two cases exist:
(@) If pp > 1, then

7\ ~ Cp 3an %0,

where by is given by (2.8).
®) If pr, < 1, then

{1~ Cy 3 (on)".

Remark 3.6 When uj, = w, the result is obvious since the dynamic is the same as
that for the M /M /1 queue with the traffic intensity p. When up # e, the decay is
determined by the dominant singularity of P(x, x), which is either the pole 1/n;, or
the pole 1/p;, or the branch point 1/b;. The prefactor is simply a constant (which
leads to the type of exact geometric decay); n~ V2. n=3/2. y: or n1/2 when the dom-
inant singularity is a simple pole (either 1/51 or 1/py); both a simple pole and a
branch point (n; = by # pp while the case pj, = by # n; is not possible); a branch
point only (1/b1); a double pole (171 = pp); or both a double pole and a branch point
(n1 = pp = by), respectively.
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Remark 3.7 It should be noted that two additional types of exact tail asymptotics are
presented here for the total number of customers in the system, although it is believed
that in general, the three types (with a constant, n~!/? and n~3/? prefactors) of exact
tail asymptotics are the only asymptotics along any directions including the main di-
agonal direction. This is not a contradiction since the asymptotic for the total number
of customers in the system is not the same as that along the diagonal direction.

4 Analysis of singularities and asymptotic expansions

The analysis of exact tail asymptotics along the low-priority queue direction and for
the total number of customers in the system in the stationary distribution 7; ; of the
priority queueing model relies on the analysis of the singularities of the generating
function v (y), which is the focus of this section. Asymptotics of the coefficients of
Yo(y) are obtained by using a Tauberian-type theorem, such as Theorem 4 in Ben-
der [4] or Corollary 2 in Flajolet and Odlyzko [13], which is restated in the following
lemma for convenience. The key idea used in the following analysis is the same as
that used in Lieshout and Mandjes [31].

For a function f(y) that is analytic at y = 0, we denote the coefficient of y*
in the Taylor expression of f(y) by Ci[f(y)]. A function is denoted by o(k(n)) if
lim,—, oo 0(k(1))/ k(n) = 0.

Lemma 4.1 (Flajolet and Odlyzko) Assume that f(z) is analytic in A(¢,e) ={z:
Izl <1+e¢, |Arg(z— 1| >¢,e>0,0 < ¢ <7m/2} exceptat z=1 and

f@~KA—-2)° asz— lin A(p,s).

Thenasn — oco: (1) If s ¢ {0,1,2,...},

K
fn ~ n,X,]
I"(=s)
(ii) If s is a nonnegative integer, then
fu= o(n_s_l).

Remark 4.1 A(¢, ¢) is a domain of the form of an indented disk.

The key goal is to locate the dominant singularity, which determines the decay, and
to characterize the nature of the dominant singularity, which determines the prefactor
and the singularity coefficient. Changes in values of the system parameters make a
significant impact on the above properties. Therefore, the following lemmas play a
key role in the asymptotic analysis.

Lemma 4.2 For the non-unit zeros 1/n1 and 1/n, of the denominator of ¥o(y),
where n1 and ny are given in (2.19) and (2.20) respectively, we have (1) both n1 and
no are real; (2) n1 > 0; 3) n1 > n2; and (4) ny <0, np =0, or N2 > 0 if and only if
e < Wns e = WUp, OF Wby > WL, Fespectively.

@ Springer



Queueing Syst (2009) 63: 355-381 369

Proof Ttis clear from the expressions of 71 and 12 and (1 —2u,)% +4(up, — pe)re =
(A — (e = )1 +4(ee = pen) - O

Remark 4.2 1/ny and 1/n; are zeros of T(y) and/or T*(y), and T(y) and T*(y)
have no other non-unit zeros. We should note that |12| > n; is possible when 7 < 0.
In this case, we prove that 1, is removable whenever it is a candidate for the dom-
inant singularity. Therefore, 17, does not contribute to the decay in any asymptotic
expression.

The following properties on the function 7 (y) follow from calculations and using
standard methods in calculus.

Lemma 4.3 (1) T'(y) is an increasing function over the interval [0, 1/by); (2) T (y)
is a decreasing function over the interval (—oo, 0] and does not have any zero in
(—o00, 0]; and (3) in the interval [0, 1/b1], y = 1 is a zero of T(y), and there is at
most another zero that lies in the subinterval (1,1/b1].

Remark 4.3 If n; < 0, it follows from the above lemma that 7*(1/5;) = 0 and
T(1/nm2) #0.

The following lemma provides information about the dominant singularity in each
case.

Lemma 4.4 (Key Lemma) For the property of 1/n1, there are three cases:

(1) In the region defined by D > 0,1 < 1/n1 < 1/b1 and 1/n is a zero of T (y) (but
not T*(y)).

(2) In the region defined by D =0, 1 < 1/n1 =1/by and 1/n1 is a zero of both T (y)
and T*(y).

(3) In the region defined by D <0, 1 < 1/n1 < 1/by and 1/n is a zero of T*(y)
(but not T (y)).

Proof If D > 0 or equivalently F(%) > 0,from T (1) =0and T'(1) < 0, we can eas-

ily show that T (y) has a zero in (1, 1/b;), which should be either 1/51 or 1/1;. Sup-
pose T(1/m2) =0, then 1, > by > 0 and T*(1/n3) #0. Since T(1) =T (1/n2) =0
and T'(y) is an increasing function, we have T’(1/n,) > 0. From

d
@T(y)T*(y) =4uf[— (1 = my)A —n2y) —n2(1 — y)(1 — my)
— =y —my].

we obtain T*(1/12)T'(1/m) = 4ujl-m(l — 1/m)(1 — m/m)] < 0, hence
T*(1/n2) < 0. On the other hand, T*(1/by) = F(1/by) > 0, which implies T*(y)
has another zero other than 1/n;. The contradiction shows 7' (1/71) =0.

If F(3-) =0, then both T(3-) = 0 and T*(3-) = 0 since y/A(y) = 0. In this
case, either by = nj or by = . If by =y, then T*(1/n1) =0and T (1/n7) # 0. Sim-
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ilarly, from £ o TOMT*(y)] we obtain T(1/n)T*'(1/m1) = 4p2[—ni(1 — 1/n) x
a1 - 172/)71)] > 0. Since T*(1/n;) =0, T(1/n1) < 0, which yields T*'(1/n;) < 0.
On the other hand, it can be shown easily that limyﬁl Ib T*'(y) = —o0, which im-
plies that there must exist 1/n; < ¢ < 1/by, such that T*(¢) > O since T*(1/b1) =0
Hence T*(y) has another zero other than 1/n;. The contradiction shows by = 5.

If F(b1 ) <0, since T*(0) > 0 and T*(1/b1) <0, T*(y) has a zero in (0, 1/by),

which is e1ther ar O oo We show that it cannot be ——. Otherwise, by Lemma 4.2 we

would have n_ < % < ;-. It then follows from Remark 4.2 that either T'(1/n1) =

or T*(1/ny) = 0. If T(l/m) =0, then T’(1/n1) # 0 which would yield another
zero of T'(y) in interval (1, 1/by) since T(1) =0, T'(1) <0 and T(1/b;) < 0. This
contradicts (3) of Lemma 4.3. Hence T*(1/n1) = 0 must hold. So, in either case,
T*(1/m)=0and 1 < n— < bll O

Corollary 4.1 1, # by, and either |n3| < by or T*(1/12) =0.

Proof From the Key Lemma, we see that when F(1/b1) > 0, we have ny # by. In
the case of F(1/b1) < 0, we also have 1, # by, which follows from T (1/b;) =
T*(1/b1) = F(1/b1) # 0 and Remark 4.2. Now, assume |12| > b;. By the same ar-
gument used to show T*(1/n1) = 0 in the proof of (3) of the Key Lemma, we obtain
T*(1/n2) =0 when n2 > b;. On the other hand, according to Remark 4.3, we also
have T*(1/n7) = 0 when 7, < 0. This completes the proof of the corollary. 0

Remark 4.4 The three cases of F(y) in the proposition correspond to the three types
of exact tail asymptotics as shown later: (i) exact geometric (the simple pole 1/ is
the dominant singularity of ¥o(y)); (ii) geometric with a prefactor n—1/2 (the simple
pole 1/75; and the branch point 1/b; coincide as the dominant singularity); and (iii)
geometric with a prefactor n~3/2 (the branch point 1/b is the dominant singularity).

5 Exact tail asymptotics for the low-priority queue

For the low-priority queue, we consider two cases: (1) exact tail asymptotics in the
joint distribution along the low-priority queue direction, which is stated in Theo-
rem 3.2; and (2) exact tail asymptotics in the marginal distribution of the low-priority
queue, which is stated in Lemma 3.1(2) and proved to have the same form as that
in (1).

It follows from the Key Lemma that the types of exact tail asymptotics rely on the
region characterized by D > 0, D =0or D <0.

We first prove a proposition.

Proposition 5.1 Let n # 0 and n # by, and assume T*(1/n) =0 when n > by or
n <0, then

cn[ o) } ~ o (n~Y2, 5.1)
1 —ny
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where
/1 _ Db
o(n) = M b (5.2)
2y/b1bay/7(n — by)
Proof Let

Ap.e)={bry: b1yl <1+,

Arg (b1y — 1)| >¢,e>0,0<¢ <71/2}. (5.3)

First assume n > by or n < 0. It follows from direct algebraic manipulations and
T*(1/n) =0 that

T* F(y)— F(1 1
Cn|: (y)]:C,,[ » (/n)]——Cn[/W]

1—ny 1—ny n

1 C[ S(y) ]
n LVHO) +VHI/D ]
where

_ 2 =bay) (1 = bry)

H(y)—-Hd/n)
bi1by '

H(y) =1y

, S(y) =

Clearly, the first term is a polynomial of degree 1, hence Cn[%l;;il/”)] =0 for
n > 1. For the second term, it is easy to see that v/ H (y) is analytic in A(¢, ) except

atbyy =1 and VH() ~ A,/ 520/ T=D1y as biy — 1in A($, ). By applying
the Tauberian theorem (Lemma 4.1) to the second term, we obtain

1 Ae 1 —by/b; -3
——Cy|vVH ~ b’
n n[ (y)] Znﬁ blbz " !

For the third term, since

SV H(y) n S/ H/n)

=5()
VHY) +VH/n)  VH()+H/n)
and S(y) is a polynomial of degree 1, we have for n > 2,
[ S }Z_ 1 . [ SVH(y) ]
"WHOMW+VHT/m]  VEI) LVHO) +VHI])

: SOVHY) - PR —

It is easy to see that THO VT 18 analytic in A(¢, ¢) except at b;y = 1 and
S /b1)ye | 5L T=bry

SIWVHY) biba . .

NCIDENGIUD) NGIUL) as byy — 1 in A(¢, €). By the Tauberian

theorem (Lemma 4.1), we obtain

1—by /by
Cn[ S(y) ]N Myl ~Br5 a2

- bi.
VH(y) +~/H(1/n) 2ym(1 —n/by) !
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Combining the three asymptotics gives (5.1).
Next, assume 0 < n < byp. In this case, we have

1 [T*(y)}_ 1 [F(y)]+ 1 [M/W}

n32pt T 1 —ny ] T a2 T L=y | n 3200 T 1=y
—ba/b
(1/bDAey) =535+
- - :U(n)v

2ym(1 =n/b1)

since Cn[%] ~o(n=3/ 2b’l’) by a direct power series expansion at zero and

1-by/b
c [va(y)] - _(/bDAe blzbé | n=3/2pn
"L 1—ny 27 (1 —n/by) !

by using Lemma 4.1 with the facts that 0 < n < by, yl_v_Hn(}y) is analytic in the domain

(1/b)re | 20 JT=Bry
A(¢, &) except at byy = 1 and ylvg)(;f) ~ ]H;/Zl . This completes the

proof of the proposition. 0

Theorem 3.2 consists of two parts: i = 0 and i > 0. We first characterize the exact
tail asymptotic for 7g , (Part I or i = 0), based on which and the induction we further
obtain the tail asymptotic for 7; , for an arbitrary i > 0 (Part II). Define

1

Mea/1 —bo /by
Ce1 =2aF<—>, Cirp=0—7—F7+———, Ci3=ao(n1) +bo (),
n \/Eb“/blbg 5.4)

where a and b, 11, 12, b1, b2, F(-) and o (-) are given in (2.18), (2.19), (2.20), (2.8),
(2.9), (2.16), and (5.2), respectively.

Proof of Part I of Theorem 3.2 This is the case of i =0.

1. In this case, by < 1y, T(n—ll) =0 and T*(ﬂ%) = 0 according to the Key Lemma.
Clearly, {22 is analytic in A, &) = {my: Imyl <1+ &, |Arg(my — D| > ¢,
£>0,0<¢ <m/2} exceptatn;y = 1. By Lemma 4.1,

T*(y)
aCn[ Y ]NCe,m?-
I—my

On the other hand, according to Corollary 4.1 and Proposition 5.1, we have

T*(y) an
cn[l Y }Nv(nz)n 32p0,
—mny

Therefore,

70,0 ~ Ce1mY -
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2. In this case, by = 11 and T(nl—l) = 0 according to the Key Lemma. Clearly,

T*(y) } [F(y)—F(l/ln)] [Myx/(l —byy)(d —b1y)}
Cn :C}'[ - - . +Cn
[1—n1y 1—bry /b1b2(1 —bry)

where C, [M] 0 forn > 1 since %bf;/b') is a polynomial of degree 1.

1— 1y
For the second term, since 2y (U=b2)U=D1Y) analytic in A(¢, ¢) given in (5.3)

~biby(1=b1y)
Ay /A=b ) (1=F e /b1)/T=ba/b; .
except at b1y = 1 and Z}J(bl_b(zly);ly)ly (521_1b)¢1 1;21/) as b1y — 1in A(9, e),
ST T=b1y) JT=b27br . — S
we have (by Lemma 4.1) C,,[k”\/%’(zly)gly;"y] ):;_;l;;l/_é’ 1/2p which gives

that

c [ T*(y) :| he/1T — b2 /b1 a2
"LT—my Thi1/bi1by I

On the other hand, it follows from Corollary 4.1 and Proposition 5.1 that

T*(y) _
Cn[l Y }Na(nz)n 2.
—my

Combining the above two asymptotics gives
o0 ~ Cg,zn_l/zb’f.

3.Inthis case, 0 < by <1 < 1, T*(nl—l) =0, and either T*(nl—z) =0o0r0<m <b
according to the Key Lemma, Corollary 4.1 and Remark 4.3. The tail asymptotic of
70, follows from Proposition 5.1. O

Remark 5.1 Cg3 > 0 as we expect.

Remark 5.2 As we have seen (Corollary 3.1), when wy = up, the three regions:
D >0, D=0 and D < 0 are characterized by p2 > pn, p? = pp and p2 < py, re-
spectively. In this case, n1 = p and b = 0.

We now characterize the tail asymptotics for 7; , for i > 0, Part IT of Theorem 3.2,
in which the positivity of the coefficients is guaranteed by the following lemma.

Let u(n) be given by (3.2), which is the smaller root of the equation: wy, [t(n)]2 —
[1—pe—e/mIt(m) +1p =0.

Lemma 5.1 Let

— p — e — Ag/7
i

IfT(nl—l) =0, then w(n1) =u(ny) > 0; and ifT(%) 0, we have w(by) > 0.

w(n) =

@ Springer



374 Queueing Syst (2009) 63: 355-381

Proof 1f T(%) =0, we have F(%) = (1/n)~/Ad /1), or

1
771F<—) = \/(1 — e = Ae/m)? = dhnpn,

ni
from which
1— e = re/m — /(1= e — he/n1)2 — 4hppin
u(n) = 5
o
1= pe = he/m = mF (o)

= =w(n).
2pen "

1- 1- bi(1—pe)—A
If T () #0, we have F(g-) = ¢ bf“)—z—?—z(—( bf”’)—m—ﬁ—?hi” ;%0 ¢_

A1) < 0, from which 2@ — BU—BOM — p(iL) > 0, since | — p —
1
Ae/b1 =2 > 0. U

We also have the following simplifications.

Lemma 5.2 u(by) = ./pi and

Lhif p* > pp,
u(p)=1"*

p. ifp* < pn.

Proof Notice that 1/b; is a branch point, or \/[(1 — we) — (he/b)]? —4hpuy, =0,
we have

L—pe—(he/b1) 2/ Appn
u(by) = = =/Pn-
2pup 2pp
The second property follows from
P>+ pr = V1p* = pal?
u(p) = . 0
2p

The proof of Part IT of Theorem 3.2 is given below.

Proof of Part II of Theorem 3.2 This is the case of i > 1. In this case, the theorem
can be proved by using the result for the case of i = 0 and the mathematical induction
on i. Since the proofs to cases (1) and (2) are similar, we only provide details for
case (1).

1. For i = 1, the balance equation is

7, 70, TOn+1 Mg TTOn—1
fh = = O+ he 4 o) — = el —p — — (5.5)
m U m m om
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It follows from the result for the case of i = 0 in Theorem 3.2 and w(n;) = u(n;)
(Lemma 5.1) that

1 1 'y
Tl ™~ —2aF<—> <?»h + Ag+ e — peny — —>771
Mh m n

— 1 n __ n
=2aF - wmnn; = Ceru(nny,

which is the conclusion of the theorem.
Assume when i <k,

in~ Coa[un)] nl.

We prove that the conclusion is also true for i = k + 1. Based on the balance equation
P k1.0 = A+ Ae + n)Thn — AnTTh—1,0 — MeTkn—1, n=1,i>1,  (5.6)
and the inductive assumption, we have

Tht1,n Tk—1n M k-1
771 771 m m

_ A
~ Cea[utnn)]* 1{(1 — g — n—f)u(m) - Ah}

= Coa[um] wafun]’ = unCei [uenn]

since w(n1) = u(m) and palu(mDI* = [1 = e = Gee/n)]u(m) + 1y =0.

2. The proof is similar to that for 1.

3. In this case, applying case (3) of the result for i = 0 in Theorem 3.2 to (5.5)
gives

A‘ —_—
MhTT1n ™~ Cg,g[ — o — weby — E] 32pn

or
-3/2
T~ Cesern b1,
where ¢; = w(b;). Assume for i < k, we have
—3/21n
Tin ™ C(,3C,' n / bl‘

Then, clearly, it follows from (5.6) and the inductive assumption that n7-[*k3+/;1;1” —
1

Cy.3¢k+1, Where cj41 = 24/ c, — pnci—1, i =1,2,...,k, with co = 1 and ¢| =

w(by), since 2./pn =

mogenous second order recursive relation and (2./p;, )% — 4pn = 0 with the bound-
ary conditions cp = 1 and c; = w(b1), ¢; has the solution of the following form:

—ne— . . . .
bl . Notice that since {c;} for i > 2 satisfies the ho-
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¢i =(A+iB)(/pr) with A=1and (A + B)./py = w(by), or

L—pp—pebyr—Ae/by

B _ U)(bl) _ _ Mh _ 1
N N
U= — by = A — i + 23/ Ay =0
[N/ Ph ’
since (A + wp - 2/ Apan ) — e — N/ Appen) + Aepre < 0 implies pg — pp +
14274 —
VAR > Sy T — Hebr- -

The exact tail asymptotic in the marginal distribution of the low-priority queue is
characterized by Lemma 3.1(2), which is proved below:

Proof of Lemma 3.1(2) It follows from

P, y) = %WO(” —(1-p)] 0

6 Exact tail asymptotics for the total number of customers in the system

In this section, we characterize the tail asymptotics for the distribution of the total
number of customers in the system. We first prove the following lemma.

Lemma 6.1 p;, > by if and only if p;, # /pPh-
Proof This is clear from -~ > by if and only if (= — \/p)* > 0. O

Remark 6.1 The three regions: D > 0, D =0 and D < 0 are further partitioned into
subregions according to whether or not p;, < 1.

The tail asymptotics of the distribution 7; ; along the direction of the total number
of customers in the system are characterized in Theorem 3.3. Let

(n — we)
Ciia= S RO M_m Ce1, 6.1)
mrlnt — ol
we(l—p) (o — ) 1
Ciib=Crop=Cr 3, = + lﬁo(_—>, (6.2)
Mh Mh Ph
(n — o)
Ciie=——Cyp1, (6.3)
i
(e —ppn) by
Cioq = = Cep, (6.4)
un  Pp—bi
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2(pp — o)
Cioe = MCM, (6.5)

Kn

(e — ) b1
Un PR —bi

Ci3a = Cej3. (6.6)

Proof of Theorem 3.3 According to (2.6) of Proposition 2.1,

we(l = p) (n — we)
P(x,x)= + Yo(x).
mrll = /pun)x]  pupll = 0/ pap)x]
The rest of the proof follows from Lemma 6.1, Theorem 3.2 for the case of i =0,
Lemma 4.1, and detailed calculations. O

7 Exact tail asymptotics for the high-priority queue

In this section, we establish the results in Lemma 3.1(1) and Theorem 3.1. The former
is well known. Therefore, we only need to characterize the exact tail asymptotics in
the joint distribution along the high-priority queue direction.

To characterize the tail asymptotics in 7; ; for a fixed j > 0, we analyze the gener-
ating function ¢; (x) given in (2.13) and (2.14). First, we give a relationship between
ro and rq, which are defined in (2.12) and (3.1), respectively.

Lemma 7.1
A IO ro

ml—xirg ri’
where x1 is defined in (2.10).
Proof It follows from the definition of ¢, | and x{, and elementary manipulations. []
The proof of Theorem 3.1 is based on the following lemma and Lemma 4.1.

Lemma 7.2 For j >0,

r Y 1
on(x)'\’(l_p)<g> W’ asrox — 1. (7.1)

Proof We use the induction to prove the lemma. Since ¢g(x) = 1]:r§ —, (7.1) is true for
j = 0. Assume that (7.1) is true for j = k, we then show it is also true for j =k + 1.

From (2.14),

ag+1 rerox  @p(x) — @r(xy)
1 —rox  Ap(1 —rox) X — X1

Yr41(x) =

)

where ay41 is a constant depending on k. Since 0 < x; < 1 < 1/rp, we have, accord-
ing to the inductive assumption and Lemma 7.1, that
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@k+1(x)
xro—1 (1 — rox)—(k+2)

Jerl 4 Aerox (1 —rox) g (x) — (1 — rox)k“gok(xl)}

= lim |a 1—rox
1[ k+1( 0 " e

Xro—>

_aU=pGE p)(rl )k“

o lro—xi ro

which is equivalent to (7.1) for j = k 4 1. This completes the proof of the lemma. [J
We are now ready to prove Theorem 3.1.

Proof of Theorem 3.1 We use induction to prove the theorem.

By the induction and (2.14), we can easily obtain that ¢;(x), j > 0, is analytic in
the region A(¢p,e) ={x :|rox| <1+ e, |[Arg(rox — )| > ¢, >0,0< ¢ <m/2}
except at rox = 1. By Lemmas 4.1 and 7.2, we have

Colos J pGHD=1 Ini
Sl 1 (2) = (2) iz
o ro) TG+1) o/ Jt

that is

J
r L
T, ~ (1 —P)(Tﬂ)n-’rg I j=0,

which completes the proof. O

8 Concluding remarks

In this paper, for the classical preemptive priority queueing system with two types of
customers we provided a complete characterization of exact tail asymptotics for the
following cases.

(1) Along the high-priority queue direction, which is a type of exact tail asymptotic
different from the three types reported in the literature under the condition of
irreducibility. This example provides motivation to further investigate the behav-
iour of the tail along a coordinate direction for the double QBD process if the
irreducible condition is not satisfied.

(2) Along the low-priority queue direction. Our study is an extension and the comple-
tion of the previous research, for both symmetric and asymmetric service times.
This case serves as an example that reveals all three types of exact tail asymptot-
ics when the irreducible condition is satisfied. The singularity analysis enabled
us to better understand how these three types arise, which provides us with a pos-
sible new angle from which to have a new or better understanding of concepts,
such as a-positivity, recurrence and transience, or large deviation paths, or geo-
metric properties of the impact of the boundary behaviour on the asymptotics,
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3)

“)

in other methods. It would be interesting to further detail those possible rela-
tionships. Also, this example provides many insightful properties, which could
be independent of this specific model and lead us to a characterization of exact
tail asymptotics along a coordinate direction for a general double QBD process.
Details of such a characterization are not available in the literature.

For the total number of customers in the systems, we found that a total of five
types of exact tail asymptotics exist, which is not surprising since this is not
the same as the tail asymptotic problem along the main diagonal direction in
the double QBD process, which can only have three types of tail asymptotics in
general.

In the marginal distribution for the queue of low-priority customers. The result
in this case is consistent with the directional asymptotics for the low-priority
customer queue.
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