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Abstract

The quantum approximate optimization algorithm (QAOA) is a method of approxi-
mately solving combinatorial optimization problems. While QAOA is developed to
solve a broad class of combinatorial optimization problems, it is not clear which
classes of problems are best suited for it. One factor in demonstrating quantum advan-
tage is the relationship between a problem instance and the circuit depth required to
implement the QAOA method. As errors in noisy intermediate-scale quantum (NISQ)
devices increase exponentially with circuit depth, identifying lower bounds on circuit
depth can provide insights into when quantum advantage could be feasible. Here, we
identify how the structure of problem instances can be used to identify lower bounds
for circuit depth for each iteration of QAOA and examine the relationship between
problem structure and the circuit depth for a variety of combinatorial optimization
problems including MaxCut and MaxIndSet. Specifically, we show how to derive a
graph, G, that describes a general combinatorial optimization problem and show that
the depth of circuit is at least the chromatic index of G. By looking at the scaling
of circuit depth, we argue that MaxCut, MaxIndSet, and some instances of vertex
covering and Boolean satisfiability problems are suitable for QAOA approaches while
knapsack and traveling salesperson problems are not.
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1 Introduction

In 2014, Farhi et al. [1] introduced the quantum approximate optimization algorithm
(QAOA) to approximately solve combinatorial optimization problems. In classical
combinatorial optimization, problems are defined by n bits and m clauses. To solve
optimization problems using QAOA, the clauses are converted to Hamiltonians, and
the state of the graph is initially |s) = \/%Ezlz), where {|z)} is the computational

basis. For p € N, the p-level QAOA requires 2p angles, y = (y1,...,yp) and

B = (Bi1, ..., Bp) and alternates between the mixing Hamiltonian, B, and the problem
Hamiltonian, C, to generate the state

V. B) = UB.B)UC. vp) ... UB. BOUC. 1))

where U (A, ¢) = ¢~*4?. B and C depend on the problem of interest and the angles
that maximize them can be found using classical pre-processing [2—4].

Previously, QAOA has been used to solve bounded constraint problems [5] and
has been studied on near-term devices [6]. Additionally, it has been used to look at
lattice protein folding [7] and the Max-k vertex cover problem [8] and has inspired
an approach for solving linear systems using quantum computing [9]. MaxCut and
maximum independent set are examples of two problems that have been well studied
with QAOA [10-13]. Both can be represented as quadratic unconstrained problems,
otherwise known as a QUBO. It has also been shown to exhibit a form of computational
advantage in the sense that the output of low depth circuits cannot be efficiently
classically simulated [14], and general strategies have been studied for implementing
it on hardware graphs [15].

In this paper, we investigate the potential of using quantum computing to solve
combinatorial optimization problems of the form

min c(x) (1)
s.t. pi(x) < b; Vi e P )
x €{0,1}* 3)

where both p;, contained in the collection of polynomial constraints P, and c are
polynomial functions in R"[xy, x7, ..., x,] and b; € R.

We identify the relationship between combinatorial optimization problems and the
corresponding depth of circuit for QAOA approaches to solving this problem. It has
been shown that the cost function for QAOA decreases with the number of gates and
level of noise in NISQ devices [16-18], so in this paper, we specifically focus on
circuit depth, although an equally important component of the fidelity of a solution is
the number of iterations needed. We only look at a single iteration because we consider
all iterations have the same depth.
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In Sect. 2, we define graph theory terms that will be used throughout the paper. Next,
in Sect. 3, we discuss how to map arbitrary combinatorial optimization problems
to polynomial unconstrained binary optimization problems (PUBOs) by dualizing
constraints and apply the method to MaxCut, Maximum Independent Set, and a general
combinatorial optimization problem. Additionally, we discuss how to use the PUBOs
to derive a hypergraph that represents a specific optimization problem and show that
one plus the chromatic index of the hypergraph is equal to the depth of QAOA circuit
needed to run a combinatorial optimization problem. Using this result, we analyze the
depth of circuit for the MaxCut, Maximum Independent Set, and general combinatorial
optimization problems. The depth of circuit argument is made assuming that arbitrary
n-qubit gates can be performed on the hardware; however, in Sect. 4, we show how the
depth of circuit scales if the largest operation that can be made is on two qubits. We then
consider vertex covering, knapsack, traveling salesperson, and Boolean satisfiability
problems, determine the depth of circuit required to use QAOA to solve them, and
discuss the feasibility of performing them on NISQ devices in Sect. 5. Finally, in
Sect. 6, we discuss avenues for future work.

2 Background

In this section, we define graph theory terms that will be used in upcoming sections.
An edge coloring of a simple graph G = (V, E) is a labeling f : E —> [k], where
each number represents a color. An edge coloring is proper if for all edges uv and xv,
f(uv) # f(xv). The smallest number of colors needed for a proper coloring of G
is the edge chromatic number, sometimes referred to as the chromatic index, denoted
x'(G), and we say all edges with the same label belong to the same color class. A
well-known result by Vizing states that x'(G) € {A, A+ 1}, where A is the maximum
degree of G [19].

A hypergraph H = (Vy, Ep) is a generalization of a graph in which an edge may
join more than two vertices. If there are n vertices in H, then E C P \ {#}. H is
linear if two edges share at most one vertex, and it is k-uniform if all edges contain
exactly k vertices. A hypergraph clique is a collection of edges, H. C Ep, such that
every element of H, is pairwise intersecting. A proper hypergraph edge coloring is
analogous to an edge coloring of a graph in that if a vertex is contained in multiple
edges, they all receive distinct colors.

3 Mapping arbitrary combinatorial optimization problems to PUBO

When considering combinatorial optimization problems, we will use the method of
dualizing constraints to solve them and analyze circuit depth. Other methods may give
different results. Consider a constraint p;(x) < b;, where x = {x1, ..., x,}. We can
dualize this constraint by penalizing any solution x” with p; (x") > b; as follows. Let

p, = n{})u}} pi(x). The “most feasible” solution with respect to constraint i is going
— xe€f{0,1}"
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to be feas; = b; — p, away from the constraint. Let k; = |In feas;| + 1. We can
omit constraint i from the set of constraints and add the term

Ml pi)+ Y 2078 — by )
J€lki]

where A; is any large, positive parameter penalizing violation of constraint i and §;;

are additional binary variables.
In multiplying out the above constraint, we get

M| P +2 Y 277 pi(x)8ij — 2bipi(x)
Jj=¢€lki]
2
S| =2 > 2 b+ b7 ] 5)

JElki] JElki]

The cost of this transformation is an increase in the potentially large number of new
d;j variables.
Using the above process, we can write any combinatorial optimization problem of

type (1) as

min e+ Y i | i) +2 D 277 pix)si; — 2 pi(x)
xe{0,1}7,8€{0, 1}k P etk

2

Y2l sy | =2 > 2 sy 407 ] (6)

J€lki] J€lki]
If all p; constraints are linear and c is quadratic, the resulting unconstrained prob-

lem is a QUBO. Simplifying notation, we can think of a combinatorial optimization
problem as the sum of monomials of the polynomial p; (x),

min _ Z m;(x, 8),

xe{0,1},8€(0, 1}k e M
where M; is the set of monomials of p; (x)

3.1 Examples

In this section, we give examples of problems whose edge operators act on at most
two qubits and how to map them to PUBOs.
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Fig.1 The wheel graph on six
vertices with the edges properly
colored. There are five color - )

classes: solid green, dashed blue, -
densely dotted red, loosely .

dotted black, and dotted dashed -7 o
orange (Color figure online) e -

Example: MaxCut

In the combinatorial optimization problem MaxCut, the vertices of a graph, G =
(V, E), are partitioned into two sets such that the number of edges with an end point
in each set is maximized. This problem can be formulated as

min xi(x; —1 xi(x; — 1) = min 2XiX; —Xj — X
xe{o,l}"uz ji = DAy =1 xe{o,l}"uz e
ijeE(G) ijEE(G)

Note that P = {#}, so there are no §;; terms when the problem is dualized. For
example, consider the wheel graph on six vertices, Wg, as seen in Fig. 1.
In this example, we want to minimize

2(x1x2 + x1x3 + X1X4 + X1X5 + X1X6 + X2X3 + X2X6 + X3X4 + X4X5 + X5X6)
—5x1 — 3(x2 + x3 + x4 + x5 + X6)

where x; € {0, 1} forall i € [6].

Example: Maximum Independent Set

Let G = (V, E) be a simple, undirected graph. In the maximum independent set
problem, often denoted MaxIndSet, the goal is to find the largest set of independent
vertices, or vertices that are not pairwise adjacent. This problem can be written as

max Z X @)

S.t.xjx; = 0 V@i, j) e E (8)
x €{0,1}" )

P # {0}, as |P| = |E|, but for all p;, pi =0, so feas; = 0 for all i, and the new
formulation is
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For the graph given in Fig. 1, the resulting optimization function is:

X1+ x2 + X3 + x4 + X5 + X6
+ A(x1x2 + x1x3 + x1Xx4 + X1X5 + X1 X6 + X2X3
+ X3X4 + X4X5 + X5X6 + X2X6)

Example: General Problem As a general example, consider

max Z X; (10)
ie[3]

S.t. x1x3 + x2x3 +2x1x3 <3 (11D

x; € {0, 1} (12)

Now, p; = 0, so feas = 3. Dualizing the first constraint, we get

max(x, A) Z Xi + A(x1x0 + x2x3 + 2x1x3 — 811 — 2612 — 3)2
i€[3]

= Z Xi + A(=5x1x2 + 10x1x2x3 — Sx2x3 — 8x1x3 — 281 1x102
ie[3]
— 2811x2x3 — 4811x1x3 — 4810x1X3 — 4812X2X3
— 7811 + 16812 + 4811612 + 9).

3.2 A QAOA approach

This section assumes we are optimizing a problem of the form minyeo, 1) D mieM
m;(x). The natural extension of QAOA on general PUBOs is to define the unitary
operator U(C, y) = e 7€ = Hm,-EM e~tymi — Hm,-eM U (m;, y), while the mixing
operator remains U (B, B) = e~'#8 where B = Yvev(G)Bv, By = o forv € V(G)
and o3 is the Pauli X operator acting on qubit v. U(C, y) can be compiled on a
circuit by decomposing it into a sequence of gates performing all U (m;, y) operators.
The number of qubits each U (m;, y) acts on is the number of variables in monomial
m;, which depends on the size of the support of p;, denoted supp(p;). We seek to
explore the relationship between the structure of the monomial and the minimum
depth required for a quantum circuit to optimize such a function.

First, we assume that all m; have been combined optimally to fit the hardware,
meaning each polynomial has size at most the maximal gate size the hardware supports,
and any monomials that can be combined and fit on one gate have been combined.
Although current hardware currently supports gate width of two, we look at larger
gate width for completeness. Operators U (im;, y) and U (m j, y) cannot be performed
in parallel unless they act on disjoint sets of qubits. With that in mind, we construct a
proper hypergraph edge coloring that minimizes the total depth of circuit, where edges
of the same color represent sets of operators that can be performed in parallel. We let
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H = (Vy, Eg) be such a hypergraph where Vg = {1, ..., n} and Ey consists of
edges e; = supp(m;) forallm; € M.

Theorem 1 Every proper edge coloring of H corresponds to avalid circuit for PUB O,
where the depth of the shallowest circuit is x'(H) + 1.

Proof Let v,vy...v4 be the support of monomial m; and v,v¢...v, be the support of
monomial m ; such that {v,, vp, ..., va} N {ve, vy, ..., vy} = {#}. Then, U(C;, y) and
U(Cp, y) can be implemented simultaneously in a circuit. Since the intersection is
empty, the edges may receive the same color in a proper coloring, but do not necessarily,
as there may be several proper colorings of one graph. Thus, a proper edge coloring
gives a feasible implementation of a circuit that can be used to solve a combinatorial
optimization problem. There exists a coloring of H that uses exactly x’(H) colors, and
by definition, any coloring that uses fewer colors is not proper. If the coloring is not
proper, two edges that share a vertex have the same color and their corresponding gates
cannot be implemented simultaneously. Hence, the depth of the shallowest circuit is
x'(H) + 1, as one must be added to account for U (B, B). O

Determining the chromatic index of hypergraphs in general is a difficult problem.
In 1972, Erdos, Faber, and Lovdsz conjectured that the chromatic index of any linear
hypergraph on n vertices is at most n [20]. Since then, the conjecture has been proven
if H satisfies A(H) < /n + 4/n + 1 [21]. Additionally, Chang and Lawler showed
that the chromatic index of a hypergraph H on n vertices is at most [1.5n — 2] with
no restriction on the degrees of the vertices. In 1992, Kahn showed that x'(H) <
n 4+ o(n) for linear H [22]. Note that since any two edges in a linear hypergraph
intersect in at most one vertex, that is equivalent to saying any two monomials in
an optimization problem share at most one common variable. As there are bounds
on the chromatic index of linear hypergraphs, in a general combinatorial optimization
problem, one could attempt to relax the problem such that for any two monomials a and
b, |supp(a) Nsupp(b)| < 1 in order to have a rough bound on the depth of the circuit.

In addition to linear hypergraphs, there has been work on bounding the chromatic
index of k-uniform hypergraphs. Pippenger and Spencer proved that if a k-uniform
hypergraph has minimum degree asymptotic to the maximum degree and asymptotic
codegree negligible compared to the maximum degree, then for some § > 0, x'(H) <
(14 8)A(H) [23]. Later, Alon and Kim showed that if H is k-uniform and if any two
edges have at most ¢ vertices in common and maximum degree sufficiently large as a
function of k, then |Ej| < (t — 1 + %)A(H ), which bounds the chromatic index of
H from above [24]. As each edge in a k-uniform hypergraph contains k vertices, it is
equivalent to the original combinatorial optimization problem containing monomials
that consist of precisely k variables. Thus, the circuit depth of problems that can be
written such that each monomial has the same size support can be bounded.

We can potentially combine U (C,, y) and U (Cp, y) into U (Cq p, v), which could
reduce the number of colors needed for the corresponding graph. Doing so, however,
requires solving a potentially difficult optimization problem. Consider the problem:

minch (13)

ceC
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s.t. Zx;'§|S|—l VeceC, Ssit.|Uges s| > L (14)
seS
Xy < z¢ VecE, ceC (15)
x, z€{0, 1} (16)

where L is the number of qubits in the largest gate the hardware can perform, c is
a color in the collection of colors C, s is an edge of S C E(H), and x{ indicates
that s receives color ¢ in a particular proper coloring. One obvious example of how
to combine gates is, if for monomials a and b, supp(a) C supp(b) then the size of
the gate required for U(C, p, y) will be identical to U (Cy, ). Thus, U(Cy, y) and
U(Cq.p, v) can be combined since supp(a) U supp(b) = supp(b).

Throughout the rest of this paper, we define the derived graph as the graph cor-
responding to a combinatorial optimization problem whose vertex set consists of the
variables in the problem and whose edges connect vertices that are found in a common
monomial. The derived hypergraph is similarly defined.

3.2.1 Examples continued

In this section, we analyze the structure of the resulting hypergraphs built from the
examples in Sect. 3.1 and discuss how this impacts the difficulty of performing each
problem on NISQ devices.

Example: MaxCut, continued

The support of the cost function is six, but each gate acts on two qubits in the circuit
since each monomial has at most two unique x; terms. We define gates U (C; ;, y) for
monomials that have two variables, x; and x;.

Asi, j, m, and n must be unique in order to run C; ; and C,, ,, at the same time, we
can color the edges of a graph G and perform operators associated to the edges of the
same color class at once. Thus, the depth of the circuit for MaxCut is either x'(G) + 1,
as one must be added to account for the B gates, and the depth scales linearly with the
number of iterations of the algorithm. Figure 2 is a circuit diagram for implementing
MaxCut on Wg using the PUBO mapping and QAOA approach.

Example: Maximum Independent Set, continued

The support of the optimization function has size six, and each monomial is com-
prised of at most two variables. The circuit diagram for this example is the same as in
Example: MaxCut, continued, as it contains the same monomials, up to constants
and signs.

Example: General Problem, continued

Since several monomials in the function to optimize are contained in the
support of others, the gates needed in the QAOA circuit are those acting on
X1X2X3, X1X2811, X1x2812, X1x3011, X1X3812, X2X3811, Xx2x3812 and 811812, and
the associated hypergraph and coloring for it is Fig. 3. The circuit diagram for this
example is seen in Fig. 4.
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Czy 22
Coy s
Cos 24 B
Coyzs
|5 Cor
Cos 26

Fig.2 The circuit diagram for a 1-level QAOA on the wheel graph on six vertices. We use the notation C;_;
to represent U (C; j, y) to make the image clearer to read. If two qubits are used in one gate but not next
to each other in number order, the gate in the diagram appears split, but the pieces are in the same column

4 Decomposing gates

The above arguments assume that the given PUBO fits onto the given hardware. In
cases where the required gate sized are larger than what is available, we would need
to decompose the problem. This comes with an additional cost.

4.1 Classically converting a PUBO to a QUBO

Classically, we can convert a PUBO of degree k to a QUBO in the following manner.

Suppose we have a monomial of the form u = x1x2 ... x. Note that dualizing u
will create monomials with degrees larger than % Instead of doing this, we enforce
this equality by ensuring that u takes the appropriate values by adding the following
set of linear constraints.

u < x; Vie k]
u = Z xi—k+1
ielk]
Adding in the slack variables, s, ,, we have
u—x;i+s1,=0 Vie k]
u—in+k—1+ Z 52,;=0
ielk] J€lllog(k)]+1]

Note that k-many slacks are added to the first constraint and the latter requires at
least [log(k)| many. With the additional u# variable, this means that k + [log(k)| + 2
ancillary qubits are needed for this decomposition.
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Fig. 3 The coloring for the hypergraph in Example: General Problem. It has vertices x1, x, x3, 811, and

812. The edges have been placed into two separate images to show the coloring more clearly, though the

entire hypergraph contains the edges found in both figures. No colors are repeated between the left and
right sides, and the hypergraph requires seven colors (Color figure online)
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[611)

C,

Coi1.612

[812)
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Fig.4 The circuit diagram for the general combinatorial optimization example. We use C; ; ¢ to represent

U(C; j k, v) to make the image clearer to read. If multiple qubits are used in one gate but not next to each
other in number order, the gate in the diagram appears split, but the pieces are in the same column

Dualizing the first constraint gives the following binomials:

UXx; usy,; XiS1.i Vi € [k],

while dualizing the second gives binomials:

UX; XiXjp US2j XiS2j 2,782, vi,i' e [k], j, j € [llog(k)] + 1].

In the graph representation of the above constraints, the degree of u is 2k +
log(k)] + 1 so it will take a circuit of at least this depth to enforce the decomposition.
Example: General Problem, continued In this example, we show how to decom-
pose x1x2x3 into a sum of monomials in two variables. This method applies in general.
Let u = x1x2x3. Then the constraints u < x1, u < xp, and u < x3 must be
added to the problem, and we want to penalize the solution u > x; + x2 + X3, SO
we have six new variables, u, s1; for i € [3], and s; ; for j € [2]. Dualizing this
@ Springer
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S11 512
xs3 513
X2 S21
x1 522
U

Fig.5 The derived graph for x{x2x3. The chromatic index of this graph is eight

problem, we get all terms of the forms x;x;/, x;$1,;, Xi$2,1, UX;, US1;, US2,j $2,152,2
and ux; for i,i’ € [3] and j € [2]. The derived graph is shown in Fig. 5, and
eight colors are needed for a proper edge coloring, which is minimal as u has degree
eight.

Thus, it takes a depth of eight to implement U (Cy; Xjxs y) in a circuit. When
decomposing multiple gates on the same circuit, many of the operations can be either
aggregated or done in parallel. For example, in the above example, decomposition
of both U(Cy,x,s,,) and U(Cy,x,s,,) contain operations on xj and xp that can be
aggregated while operations regarding the ancilla added during each decomposition
can all be done in parallel.

Note that as the above decomposition converts a PUBO into a QUBO, we can
identify the depth of circuit for the decomposed problem by finding the maximum
degree vertex in the graph (non-hypergraph) encoding of the QUBO. In the above
decomposition, a vertex representing x; will be adjacent to other vertices x; if and
only if they are in at least one monomial term in the PUBO. Moreover, each vertex
representing x; is adjacent to | log(k) | +3 unique ancilla vertices for each monomial of
degree k. We can similarly easily identify the maximim degree of the ancilla vertices,
as the degree of the u vertex is shown to be 2k + [log(k)] + 1, which will always be
larger than the degree of the s-vertices. With this, we can easily identify the depth of
circuit required to enforce this decomposition.

Note that there may be different ways to decompose a given monomial. For example,
we can use the above to decompose xjxx3x4 Or we can write it as ujpu34 where
u12 = x1x2 and u34 = x3x4. Enforcing this decomposition may result in more ancilla
being used at the benefit of a smaller depth of circuit. We will explore this tradeoff in
future work.
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4.2 Decomposing a n qubit gate into two qubit gates

In general, any unitary acting on n qubits can be decomposed into 4" controlled- not
gates [25], so each U(Cy,,.. x, ¥) can be implemented with 4% controlled-not gates.
Let D be the set consisting of the number of qubits on which each unitary operates
in the circuit diagram. Since the proof is not constructive in general, it is unknown
how many of these controlled-not operations can be performed in parallel, but it does
provide an upper bound for the depth of circuit ) jeD 47, As a special case, Bullock
and Markov showed that if a unitary operator is diagonal in the computational basis,
such as C for MaxCut, it can be decomposed into 27+1 _ 3 controlled not and single
qubit z rotation gates [26]. In general, a complex valued matrix is diagonalizable if it
commutes with its conjugate transpose or is Hermitian, so all but a subset of matrices
of Lesbesgue measure zero are diagonalizable.

Thus, ifall Cy, ... x, arediagonal,each U (Cy, . x,, ¥) can beimplemented in 2k+1_
3 one or two qubit gates. Then, the depth of circuit for all diagonal unitaries is at most
> jeD 2/+1 _ 3. In either case, the depth of each circuit increases exponentially in the
number of qubits upon which each operator acts.

The number of one and two qubit gates needed to implement U(Cy,, ., ¥)
can be reduced at the cost of ancillary qubits. Cao et al. [27] introduced an itera-
tive method to construct a logical sequence consisting of 3 qubit systems from a
k qubit system by subdividing the space in [log(k — 2)7 iterations. The method
uses Hamiltonian subdivision gadgets and requires k — 3 ancillary qubits to per-
form the operations. After partitioning the space, the subdivision gadget is used
to construct a new Hamiltonian. Then, a penalty Hamiltonian is applied and the
space is perturbed. To then reduce to two-qubit interactions, one additional qubit
is needed. Thus, an arbitrary k qubit operation in the circuit can be written as a
similar logical sequence using k — 2 ancillary qubits. The overall cost is linear in
the number of operators that need be reduced, but error is accumulated with the
number of subdivisions needed. The number of two qubit gates needed to perform
the subdivision depends on the structure of each term in the k& body Hamilto-
nian.

5 QAOA circuit depth bounds for some combinatorial optimization
problems

In this section, we review some combinatorial optimization problems and discuss
the depth of circuit required for one QAOA iteration of each problem instance.
NP-complete problems can be reduced to other NP-complete problems; how-
ever, the act of reducing may impact the depth of circuit, which may or may
not be desirable depending on the hardware. In each case below, the depth of
circuit assumes fully connected hardware, so these scenarios are the best possi-
ble.
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5.1 Vertex covering

A vertex coverof agraph G = (V, E)isacollection S C V suchthatforallxy € E,at
least one of x or y is contained in S. Finding a minimum vertex covering is classically
NP-complete [28] and is written as

min E X

st.(I—x)+(1—x)) =<1 V(i,j)€E
Xi € {O, 1}

As each constraint consists of the sum of two unique variables and a constant,
dualizing them gives monomials consisting of at most two distinct variables, as each
monomial corresponds to an edge in the graph. The derived graph has vertex set
V =x;U¢;jfori € [n]and j # i with j € [n]. Note that §;; is incident only to
vertices x; and x, as it only occurs in constraints including those variables. Thus, the
depth of circuit is 2 (G) + 1, so the difficulty of covering problems is directly related
to the maximum degree of the problem. Graphs with low degree allow for a shallow
circuit in one iteration of QAOA, so they should be suitable for NISQ devices.

5.2 Knapsack

In the knapsack problem, a collection of objects, x; fori € [n], are assigned a weight,
wj, and a value, v;. The goal is to maximize the sum of the value of the objects while
the sum of the weights of the objects is restricted to be less than some constant W.
This problem is NP-complete classically, as well [28]. As an integer program, it is
written

max E Vi Xj

i€[n]
s.t. wix; < W
ie[n]
X € {0, 1}

Knapsack problems where W is large pose problems for testing on quantum com-
puters because the larger W is, the more §;; variables are needed when dualizing
the constraint. The derived graph contains vertices for each x variable and § variable
and is complete, meaning that its edge coloring has minimum coloring of at least
n + [n(W); however, pre-processing can be used to reduce the depth of the embed-
ding. Assuming the weights are ordered such that w; < wy < --- < wy, the total
weight of an optimal solution must be at least W — w,,, since, if not, there is room in
the knapsack for an additional item. With this in mind, the knapsack constraint can be
written as W — w,, < Zi c[n] WiXi < W, which now requires In(w,,) many additional
variables and leads to a circuit depth of n + In(w;,). In order for there to be nontrivial
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instances of the knapsack problem with small w,, there necessarily must be small
W. Knapsack problems with small W can be suitable for experimentation; however,
classically, problems with bounded W are polynomial and can be easily solved by
conventional computing by dynamic programming [29,30]. Thus, they may not be
suitable for quantum computing.

5.3 Traveling salesperson

The traveling salesperson problem (TSP) can be viewed as a problem on a graph
G = (V, E) where each edge e has an associated weight, w,. The goal is to start
in a vertex, say v, use edges to visit each vertex exactly once, and return to vy, all
while minimizing the sum of the weights of the edges used. This problem is classically
NP-hard, but there exist some heuristics for the problem [31,32].

Let x, represent if the salesperson travels along edge e. One formulation of the
problem is

min Zwexe
st.0<x,<1Ve€eE

Y xe=2Viev
esi

> X <101 -1 Q< nl. Q| =2
e=(i, j), i€Q, jeQ

The derived graph for TSP has vertex set x; U §;;, where there are two §;; variables
per constraint. The edges form a complete graph on all x; vertices and connect §;; to §;
for j # k. Asthere are two § variables per constraint, they form a disjoint collection of
edges. The rest of the edges connect every x; variable to every §;; variable. Thus, the
maximum degree of the graph is n — 1 plus twice the number of constraints. Denoting
the number of constraints as N, the depth of circuit is n» — 1 + 2N, where N, can
be large, depending on the problem instance. Similarly to knapsack problems, it can
be difficult to implement TSP on NISQ devices because of the subtour constraint,
QO C [n], and the fact that so many new variables are introduced in dualizing.

5.4 SAT

In Boolean satisfiability problems (SAT), there are a set of clauses, C, containing a
set of literals, N. The goal is to determine if the values of TRUE or FALSE can be
assigned to each literal in a clause such that it evaluates to TRUE. This problem, again,
is classically NP-complete [28], even when each clause contains only three literals.
Let {z.}cec be a collection of indicator variables for clauses in three variables, where
z; = O if clause i is satisfied and 1 if not. Let x; be the indicator variable denoting if
literal i is satisfied. Let TRUE, (FALSE,) be the set of literals that must be true (false)
to satisfy clause c¢. Then, the problem can be written as
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min E Ze

ceC
S.t. Z X + Z 1—x)>14+z YeeC
x;=TRUE, x;=FALSE,
Xi, ze € {0, 1}

However, taking the contrapositive, we have } | _rpyp(l —xi) + > _paLsg Xi <
2+z.. The derived graph, is again, a graph consisting of all x; vertices and two dummy
variables, 8} and 63, per clause. If x; appears in the set of clauses Cy, C C, the degree
of the x;, dy;,is dy;, = | Ucec,, ¢| —142|Cy;|. SAT can be a good problem for NISQ
devices if the set of literals is large while the number of literals in each clause and
the number of clauses are relatively small, as this guarantees a literal cannot occur in
many clauses and each literal does not appear in clauses with several others.

6 Discussion

We have shown how to map arbitrary combinatorial optimization problems to polyno-
mial unconstrained binary optimization problems (PUBOs) by dualizing constraints,
and applied the method to a few combinatorial optimization problems. Additionally,
we discussed how use the PUBOs to derive a graph that represents problem instances
and used this to show that the depth of the QAOA circuit needed to run the problem
is x'(G) + 1. We then considered various combinatorial optimization problems and
determined the depth of circuit required to use QAOA to solve them. In particular,
since the vertex covering problem has a low depth of circuit, it appears to be suitable
for NISQ devices, as do instances of SAT problems that have large sets of literals
but few clauses and few literals in each clause. Due to the number of new variables
that must be introduced to dualize knapsack and TSP, they do not appear to be good
problems to test on NISQ devices.

Clearly, the maximum degree of a vertex affects the circuit depth in combinatorial
optimization problems in which each monomial consists of at most two unique vari-
ables, such as MaxCut and MaxIndSet. Specifically, the depth of the QAOA circuit
is x'(G) + 1, where x'(G) for graphs that are not hypergraphs is A or A + 1, by
a classic result of Vizing [19]. In the case of monomials of at least three variables,
a lower bound for the circuit depth is the number of colors needed in a proper edge
coloring of the associated hypergraph, H, which is a difficult problem. A trivial lower
bound on this number is the maximum degree of H while a trivial upper bound is the
number of edges in H.

The depth of circuit is hard to determine in part because when dualizing, squaring
p(x) can potentially yield monomials with larger support than any in c. Sparser con-
straints are preferable because the polynomials have smaller support, which decreases
the size of each gate. However, sparser constraints does not imply a shallower circuit
depth. For example. consider MaxCut on a star graph on n vertices, that is a connected
bipartite graph in which one part contains one vertex and the other contains n — 1.
The depth of circuit is n, as each edge must have a unique color.
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As any combinatorial optimization problem can be mapped to a PUBO via dualizing
constraints, we can examine the resulting QAOA circuit and bound the depth of it by the
edge coloring of the hypergraph associated to the problem instance. Although current
hardware is limited to two qubit gates, larger gates can be decomposed into two qubit
gates. It would be interesting to see if there is a way to construct a graph associated
to the decomposed gates and if its chromatic number, or some other property of the
graph, determines the depth of circuit.
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