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Abstract As the research in quantum key distribution (QKD) technology grows larger
and becomes more complex, the need for highly accurate and scalable simulation tech-
nologies becomes important to assess the practical feasibility and foresee difficulties
in the practical implementation of theoretical achievements. Due to the specificity of
the QKD link which requires optical and Internet connection between the network
nodes, to deploy a complete testbed containing multiple network hosts and links to
validate and verify a certain network algorithm or protocol would be very costly.
Network simulators in these circumstances save vast amounts of money and time in
accomplishing such a task. The simulation environment offers the creation of complex
network topologies, a high degree of control and repeatable experiments, which in turn
allows researchers to conduct experiments and confirm their results. In this paper, we
described the design of the QKD network simulation module which was developed
in the network simulator of version 3 (NS-3). The module supports simulation of the
QKD network in an overlay mode or in a single TCP/IP mode. Therefore, it can be
used to simulate other network technologies regardless of QKD.
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1 Introduction

After the design of a new network solution, a researcher has typically several pos-
sibilities to evaluate and validate the obtained results. Analytically quantifying the
performance and complex behaviour of even simple network protocols in the aggre-
gate is often impractical. It uses mathematical models to evaluate network performance
where queuing theory is one of the most common tools in network performance stud-
ies. Unfortunately, the theoretical analysis of networks containing a large number of
nodes and links is a demanding process, since the mathematical constructs become
too complex for realistic considerations. A simulation is an essential tool for the com-
puter networks research. The simulation environment offers the creation of complex
network topologies, a high degree of control and repeatable experiments, which in
turn allows researchers to conduct experiments and confirm their results. Also, the
simulator provides an easy way to manipulate desired parameters while setting other
parameters fixed which provides a simpler and more comfortable way of looking at
the problem, with a further reduction of costs in relation to the practical testbed.

Quantum key distribution (QKD), based on the laws of physics rather than
the computational complexity of mathematical problems, provides an information-
theoretically secure (ITS) way of establishing symmetrical binary keys between two
geographically distant users [1–3]. The keys are secure from eavesdropping during the
transmission and QKD ensures that any third party’s knowledge of the key is reduced
to a minimum [4,5]. In recent years, noticeable progress in the development of quan-
tum equipment has been reflected through a number of successful demonstrations of
the QKD technology [6–11]. While they show the great achievements of QKD, many
practical difficulties still need to be resolved. Taking into account the high cost of
deploying a QKD network testbed, we present here the first computing simulation
environment of the QKD network.

This article follows up on our previous work [12] and it has been written to provide
an insight into the practical realization of the QKD network, that is, integration of
QKD with the existing network technologies. In this paper, we describe the design of a
simulation module of the QKD network which was implemented in the NS-3 simulator
of version 3.26 [13]. Our module allows simulating the QKD network with multiple
nodes and links using various network applications. This article is organized as follows:
Sect. 2 outlines the fundamentals of QKD including the state of the art. Section 3
describes the QKD network simulation module and provides a simple example of use,
while Sect. 4 concludes this study and outlines the future work.

2 Fundamentals of quantum key distribution

QKD networks differ from the traditional communication network in several aspects.
One of the main differences is reflected in the implementation of the network link.
A QKD link employs two distinct communication channels between the parties: the
quantum channel, which is used for transmission of quantum key material encoded in
certain photon properties such as polarization or phase, and the public channel, which
is used for verification of the exchanged key material and transmission of the encrypted
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Fig. 1 Overview of a QKD link between two QKD nodes which consist of an optical/quantum channel
(continuous red line) and a public/classical channel (dashed blue line) (Color figure online)

data (Fig. 1). A quantum channel is always a point-to-point connection between exactly
two nodes [14] while a public channel can be realized as any conventional connection
which may include an arbitrary number of intermediate devices [15,16]. In practice,
the quantum and the public channel can be implemented on the same media using
existing optical components [17,18].

A second important feature of the QKD network is reflected in the limited length
of the links and the maximal transfer rate. Namely due to absorption and scattering
of polarized photons [19–22], the quantum channel can only be realized for a certain
distance. An equally important feature of the link is the amount of key material that can
be established in a unit of time and this amount may vary due to humidity, temperature,
the stability of devices, global radiation, pressure, dust, sunshine duration or other
factors [14,23]. However, the key rate mostly depends on the length of the link and
it is often referred to as the key generation rate or simply key rate. Although key rate
results of up to 1 Mbps have been achieved [24–27], such solutions are limited to very
short distances. For current systems, the distance at which a QKD link is possible
is roughly limited to 100 km in optical fibres, while the stable key rate is currently
restricted to a few tens or hundreds of kbps depending on the distance [21,23].

Due to the limited key rate, the links are organized in the following way: both
endpoints of the corresponding link have key storages (buffers) with limited capacity
which are gradually filled with the new key material, which is subsequently used for
the encryption/decryption of the data flow. The QKD devices constantly generate keys
at their maximum key rate until the key storages are filled [28]. The type of the used
encryption algorithm and the amount of network traffic to be encrypted determines the
speed of emptying the key storage, often referred as the key consumption rate, while the
key rate of the link determines the key charging rate [7,14,29]. If there is no enough of
the stored key material, the encryption of the data flow cannot be performed [30] and the
link can be characterized as “currently unavailable” To provide an ITS communication,
the key tends to be applied with a One-Time Pad (OTP) cipher and authenticated using
an ITS message authentication scheme such as Wegman–Carter when communicating
over the public channel [31,32]. As a result, the ITS communication requires more bits
of key material than the length of the secured message [33,34]. If the ratio between the
charging and the consumption rates is not appropriate OTP cannot be used due to the
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lack of the key material and using less secure algorithms that do not require too much
material such as Advanced Encryption Standard (AES) becomes inevitable [35].

QKD networks also differ from conventional networks in terms of the network
organization. Although there are theoretical and pioneering results in the field of
quantum repeaters and quantum relays [36–38], in practice they remain unachievable
with the current technology [2,21]. Therefore, the communication within the network
usually takes place in a hop-by-hop [39] or in a key relay manner [7,40], which
mainly differ in the way in which the connection is established. To put it simply, the
packet is encrypted on one side of the link using a symmetrical encryption key and
decrypted on the other side of the corresponding link using the same encryption key.
This procedure is repeated for each node on the path until the transported message
reaches its final destination. Both methods rely on the assumption that all nodes along
the path between the sender and the receiver are fully trusted [30,41]. However, this
restriction can be overcome when multiple pathbased communication or Quantum
Network Coding [42,43] is used.

To facilitate the practical implementation of the requirement to bypass nontrusted
nodes, in practice, the QKD network is usually deployed as an overlay point-to-point
network [14,28,44]. An overlay network utilizes the services of an existing underly-
ing network in an attempt to implement better services and one of its most important
features is the independence of the path that is offered by the Internet service provider
(ISP). The crux of this technology is to find an alternative route enabling to avoid the
poor-quality routes, quickly switch communication via this route or even use multiple
paths at the same time. Interconnected autonomous systems usually exchange rout-
ing information using an exterior routing protocol such as Border Gateway Protocol
(BGP) [45], which is known to be slow in reacting and recovering from network events.
Previous measurement studies have shown that BGP may take tens of minutes to reach
a consistent view of the network topology after a failure [46]. In addition, since BGP
advertises only one route, network nodes are prevented from seeing alternative paths,
including the paths they might prefer. Due to the possibility to circumvent such prob-
lems, overlay networks are typically spawned between end-nodes that share resources
with each other in a peer-to-peer (P2P) fashion which means that the network traffic is
encapsulated into the traffic of the underlying network. The overlay networks behave
selfishly in order to optimize its performance. This, however, can cause a reaction
of the underlying network that seeks to favour some other network services [47,48].
The struggle for network resources can lead to dynamic and unpredictable QKD link
performances [49].

Unlike conventional networks, there are few software applications dealing with
QKD. The Quantum Cryptography Protocol Simulator [50] developed using C/C++
architecture is able to analyse the quantum bit error rate (QBER) and eavesdropper
influence on the performances of the quantum channel when BB84 or B92 QKD
protocol is used. A similar application is reported in [51]. An object-oriented sim-
ulation for QKD protocols was reported in [52] while an event-by-event simulation
model and polarizer as a simulated component for QKD protocols with the presence
of eavesdropper and misalignment measurement as scenarios was reported in [53]. A
simulation framework for the QKD protocols using OptiSystem was reported in [54],
and a modelling framework designed to support the development and performance
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analysis of practically oriented QKD system representations was reported in [55]. To
the best of our knowledge, the applications for simulating the QKD networks with
multiple nodes and links are not available.

3 The QKD network simulation module

In contrast to the previously developed simulation tools focused on the quantum
channel and QKD protocols, the QKD Network Simulation Module (QKDNetSim)
described in this paper focuses on the public channel and simulation of QKD network.
Hereof, QKDNetSim seeks for a maximum simplification of QKD link and puts the
focus on network performance measurement and estimation, routing protocols, packet
encapsulation and traffic management including generation and consumption of key
material. More specifically, QKDNetSim is intended to facilitate additional under-
standing of QKD technology with respect to the existing network solutions. It seeks to
serve as the natural playground for taking the further steps into this research direction
(even towards the practical exploitation in subsequent projects or product design).

3.1 Requirements

The aim of the QKDNetSim project was not to develop the entire simulator from
scratch but to develop the QKD simulation module in some of the already existing
well-proven simulators. Therefore, QKDNetSim was developed to meet the following
fundamental requirements:

3.1.1 Accuracy

Although the primary goal of the simulation is to use abstraction to reduce the com-
plexity of the analysed problem, a very important aspect is the accuracy and the
credibility of the obtained results. A good simulator is credible if it is validated and
reliable network design decisions can be based on it [56–58]. It is required from the
simulator to reflect the real-world scenarios as much as possible. However, due to the
high degree of abstraction of the reality which carries a significant simplification as
well as faster simulating performances, simulators are often unable to model the real
problems and they do not fit precisely with real-world measurements. To reduce the
level of abstraction and to bring the obtained results closer to the real-world mea-
surements, while retaining the benefits of the simulated environment, the concept of
the emulators has been introduced. An important advantage of the emulation environ-
ments over the simulation environments is the possibility to validate against the real
traffic [59]. On the other hand, the advantage of the emulation environments over the
real-world experiments is the possibility to scale to larger topologies by multiplexing
the simulated elements on physical resources such as network interfaces and other.

Therefore, as a basic simulation platform, we sought one that is well- tested and
well-proven. We looked for a credible simulator that is already well accepted in the
scientific and research community, allows reliable simulations and has the emulation
capacity to enable using the developed QKD model in practical testbeds.
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3.1.2 Extensibility

Expandability is reflected in terms of the ease of upgrade, that is, implementation of
the new models and solutions in the field of QKD and other technologies [31,60–
63]. Without this, the development of the solution that is neither modular, nor does
it provide a useful baseline for the upgrade will quickly lead to uselessness. From a
software engineering perspective, this implies the development of a common reusable
code which can be tailored to various needs [64].

3.1.3 Usability

Usability is reflected in the aspect of the ease of use and integration with the existing
solutions [59,64]. A very important aspect is the software support, that is, the active
cooperation of developers which entails discussions and latest updates, error reporting,
clear and concise instructions and user manuals.

3.1.4 Availability

The QKD Network simulation module described in this paper will be distributed as
open-source freeware and should leverage and permit the inclusion of other free and
open-source networking software. Therefore, we looked for a simulation platform that
is open-source and available for extensions. The aim was to provide an opportunity for
the integration and testing of the QKD technology with a variety of existing network
solutions by minimizing the cost of the simulation as much as possible.

3.2 The network simulator NS-3

Network Simulator of version 3 (NS-3) is an open-source software which is licensed
under GNU GPLv2 and welcomes developers in the contributing code from across the
academic world, industry, and government [13,59]. The development of the simulator
is followed by actively encouraging the community participation by providing an open
mailing list for user and active developer discussions, a tracker for the error reporting
and a wiki with user-contributed instructions. Also, NS-3 comes with the instructions
and descriptions of all simulator elements in the detailed doxygen web edition [65].

NS-3 is a discrete-event simulation written entirely in C++, with optional Python
bindings, architected similar to Linux computers. NS-3 emphasizes the emulation
capabilities that allow NS-3 to be used on testbeds and with real physical devices
and applications. This is achieved by introducing the Emu NetDevice component
which allows NS-3 simulations to send data on a physical network. In addition, a Tap
NetDevice allows a host from the physical network to participate in a NS-3 simulation
as if it were one of the simulated nodes. A NS-3 simulation may be constructed with
any combination of simulated, Emu, or Tap devices. NS-3 consists of several already
developed simulation modules such as Wifi, WiMAX, LTE, point-to-point, UAN and
other [59,66], which can be used to reasonably handle matters of the public channel in
QKD network. NS-3 has a widespread use reported in the scientific literature and it has

123



Implementation of quantum key distribution network… Page 7 of 23 253

been proved to be a quality successor to the previously popular NS-2 simulator [59].
Taking this into account, we opted for NS-3 as the basic simulation platform.

3.3 QKDNetSim design

Due to the nature of the single photon propagation, QKD networks are mainly limited to
the metropolitan scale [10,17,67] in which the network can be geographically divided
into multiple domains (autonomous systems), or in the simplest case it can be a simple
network in a single domain. Clearly, the geographic distribution of the network dictates
the addressing and routing between nodes. Taking the assumption that these networks
are not limited only to the QKD traffic (i.e. the network is utilized for various types
of applications which can lead to dynamic and unpredictable link performance), the
implementation of a routing protocol between multiple domains may not be a trivial
task. In a simplified scenario, in which the network is implemented in a single domain
and is exclusively intended for the QKD traffic, the problem of addressing and routing
is much simplified. To support different simulation scenarios in various situations, our
network simulation model allows the simulation of QKD network in both cases.

3.3.1 QKD key

The QKD key is an elementary class of QKDNetSim. It is used to describe the key that
is established in the QKD process. The QKD key is characterized by several metakey
parameters, of which the most important are the following:

– key identification (ID)
– key size
– key value in std::string or byte format
– key generation timestamp

3.3.2 QKD buffer

QKD keys are stored in QKD buffers which are characterized by the following param-
eters:

– QKD is also known as Quantum Key Growing [68,69] since it needs a small amount
of key material preshared between the parties to establish a larger amount of the
secret key material. The preshared secret key serves to guarantee the integrity
of the protocol in the first transaction and it should not be used for any other
purposes except to establish a new key material [14,29]. The amount of preshared
key material for that purpose is denoted with Mmin,

– The key material storage depth Mmax, used to denote the maximal amount of keys
that can be stored in QKD buffer,

– The current value Mcur(t), representing the amount of key material in QKD buffer
at the time of measurement t, where it holds that Mcur(t) ≤ Mmax

– The threshold value Mthr(t) at the time of measurement t is used to indicate the
state of QKD buffer where it holds that Mthr(t) ≤ Mmax. During the simulation,
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Fig. 2 Graphical representation of QKD buffer status generated using the QKD Graph

Mthr(t) can be static or variable depending on the state of the network. However,
algorithms for calculation of Mthr are out of the scope of this paper.

As shown in Fig. 2, the QKD buffer can be in one of the following states:

– READY—when Mcur(t) ≥ Mthr,
– WARNING—when Mthr > Mcur(t) > Mmin and the previous state was READY,
– CHARGING—when Mthr > Mcur (t) and the previous state was EMPTY,
– EMTPY—when Mmin ≥ Mcur(t) and the previous state was WARNING or

CHARGING.

By default, the state of QKD buffer does not directly affect the communication,
but it can be used for easier prioritization of the traffic depending on the state of
the buffer. For example, in EMPTY state, QKD post-processing application used to
establish the new key material should have the highest priority in traffic processing.
QKD post-processing applications are discussed in Sect. 3.3.6.

Without losing the generality, QKDNetSim allows to store the virtual key material
in QKD buffers instead of the actual occupation of memory by establishing and stor-
ing the symmetrical key material in QKD buffers. To put it simply, the key material
is not generated, nor does it take up computer memory, it is only represented by a
number that indicates the amount of key material in the QKD buffer. In network sim-
ulators, such operations are common since they reduce the duration of the simulation
and save computational resources. For example, instead of generating packets with
random packet payload, network simulators often generate empty packets. However,
QKDNetSim allows the user to turn off this level of abstraction in a way to choose the
real key material generation and storage in QKD buffers.

3.3.3 QKD crypto

QKD crypto is a class used to perform encryption, decryption, authentication,
authentication-check operations and reassembly of previously fragmented packets.
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QKD crypto uses cryptographic algorithms and schemes from Crypto++ open-source
C++ class cryptographic library [70]. Currently, QKD crypto supports several crypto-
graphic algorithms and cryptographic hashes including One-Time Pad (OTP) cipher,
Advanced Encryption Standard (AES) block cipher, VMAC message authentication
code (MAC) algorithm and others. Also, QKD crypto implements functions for seri-
alization and deserialization of the packet into a byte array which is used as the input
in cryptographic algorithms and schemes.

3.3.4 QKD virtual network device

To facilitate the ease of routing operation, in practice, encryption and authentication are
performed at data link ISO/OSI layer. As shown in Fig. 3, the packet is encapsulated
using a QKD header which contains authentication tag. Note that the QKD header
is authenticated but it is not encrypted by default [14,71]. Due to the lack of the
QKD header standardization, QKDNetSim implements the QKD Header which is
implemented in AIT R10 QKD post-processing software [71] depicted in Fig. 4 while
Table 1 provides a short explanation of QKD header’s fields.

QKDNetSim allows realizing an overlay network which can be used for various pur-
poses regardless of the QKD network. To ensure the independence of the underlying
network, each QKD node implements an overlay TCP/IP stack with an independent
overlay routing protocol as shown in Fig. 5. During the development of QKDNetSim,
we aimed at minimizing the changes to the existing core code of the NS-3 simulator.
However, to ensure independent overlay networking, QKDNetSim implements addi-
tional classes in the internet module of the NS-3 simulator. Class ipv4-protocol keeps a
list of all IPv4 address associated with IPv4 interfaces. Thus, to distinguish IP addresses
of underlying and overlying network, virtual-ipv4-protocol class is introduced. This
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Table 1 QKD header fields

Field Length Description

Length 32 bits Total packet length in bytes

Packet number 32 bits The packet number

e 1 bit Encrypted

a 1 bit Authenticated

z 1 bits Compressed (zipped)

r 2 bits Reserved for further use

v 3 bits Version

Command 4 bits Control packet command

Channel 4 bits The channel ID

Encryption key ID 32 bits ID of encryption key

Authentication key ID 32 bits ID of authentication key

Authentication tag 32 bits Authentication tag

Payload – Data payload

implies the implementation of independent overlay TCP and UDP L4 protocol classes
which pass packets to virtual-ipv4-protocol instead of original ipv4-protocol. Addi-
tionally, the realization of independent TCP and UDP L4 protocol classes allows for
simple modifications of overlying L4 communication without affecting the underlying
TCP/IP stack.

In an overlay network, QKD NetDevices are usually registered as Virtual QKD
NetDevice since the MAC header is replaced with a QKD header as shown on Fig. 5.
However, in case the QKD network is realized as a network with a single TCP/IP stack,
the packet contains QKD and MAC headers. QKD NetDevice implements a sniffer
trace source which allows recording of the overlay traffic in pcap trace files. Also,
QKD NetDevice allows fine tuning of the MAC-level Maximum Transmission Unit
(MTU) parameter which limits the size of the frame in the overlying network [62].

In QKDNetSim, the bond with QKD crypto is realized via the QKD manager.
Packets leaving QKDNetDevice are passed to the QKD manager which is in charge
of control of the cryptographic process. Similarly, the reception packet is processed
(authentication check and/or decryption) before passing into the QKD NetDevice.
Such implementation allows the use of other types of devices instead of QKD NetDe-
vices, that is, the use of different network technologies such as Point-to-Point, WiFi,
WiMAX, LTE, UAN and other. In the case of the network with a single TCP/IP stack,
the QKD manager is called from Traffic Control Layer that sits between NetDevice
(L2) and IP protocol (L3). Placing a connection to the QKD manager in the same layer
with waiting queues of Traffic Control Layer allows for a simple usage of various types
of NetDevices and it follows up on the previous work on the encryption of the packet
content above the OSI data link layer (Fig. 5) [28,62,71].
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Fig. 5 Packet encapsulation in the QKD overlay network

3.3.5 QKD manager

The QKD manager is installed at each QKD node and it represents the backbone of
QKDNetSim. It contains a list of QKD Virtual NetDevices from the overlying network,
a list of active sockets in the underlying network, a list of IP addresses of interfaces
in the overlying and underlying network and a list of associated QKD buffers and
QKD cryptos. Therefore, the QKD manager serves as a bond between the overlying
NetDevices and sockets in the underlying network. Since QKD link is always real-
ized in a point-to-point manner between exactly two nodes [14], QKD manager stores
information about NetDevices of the corresponding link and associated QKD buffers.
Using the MAC address of NetDevice, QKD manager unambiguously distinguishes
QKD crypto and QKD buffer which are utilized for packet processing. Finally, QKD
manager delivers the processed packet to the underlying network. Receiving and pro-
cessing the incoming packets follows the identical procedure but in a reverse order.
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Fig. 6 Comparison of the traffic generated using QKDNetSim post-processing (charging) application and
AIT R10 QKD software that was used for the post-processing of the keys in the AIT quantum laboratory in
April 2016. The traffic shown here was recorded in a local network, that is, excluding the traffic generated
by any other application

3.3.6 QKD post-processing application

Key material establishment process is an inevitable part of the QKD network. It is
performed using QKD protocols to provide a key to the participant of symmetrical
system transmission in a safe manner. Although there are several types of QKD proto-
cols, they consist of nearly identical steps at a high level, but differ, among others, in
the way the quantum particles or photons are prepared and transmitted over quantum
channel [29,72]. Communication via the public channel is referred as post-processing
and is used to extract the secret key from the raw key which is generated over the
quantum channel. Although there are differences in implementations, almost every
post-processing application needs to implement the following steps: the extraction of
the raw key (sifting), error rate estimation, key reconciliation, privacy amplification
and authentication. Given that the focus of the QKDNetSim is placed on network
traffic and considering that there are different variations of the post-processing appli-
cations, QKDNetSim provides a simple application which seeks to imitate the traffic
that is generated by the real-world post-processing applications such as AIT R10 QKD
software [71]. The goal was to build an application that credibly imitates the traffic
from the existing post-processing applications to reduce the simulation time and com-
putational resources. Figure 6 shows the comparison of the traffic generated using
QKDNetSim post-processing application and AIT R10 QKD Software. The Pearson
correlation coefficients between the measurement and modelling results is 0.732.
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It is important to emphasize that the impact of post-processing applications in a
QKD network cannot be ignored. Considering that nodes in a QKD network constantly
generate keys at their maximum rate until their key storages are filled [28], in some
cases, the traffic generated by the post-processing application can have a significant
impact on the communication over the public channel, especially when it comes to
the public channels of weaker network performances.

3.3.7 QKD helper

QKDNetSim comes with a helper class (QKD helper) which provides an easier instal-
lation of QKD managers at network nodes, setting the parameters of QKD links and
QKD buffers, and drawing the QKD graphs. Given that cryptographic operations are
called from QKD managers, the QKD module can be easily used in overlay networks
with two TCP/IP stacks or in simple networks with a single TCP/IP stack. When an
overlay network is used, it is necessary that the applications use virtual-TCP-L4 or
virtual-UDP-L4 protocols which pass the packet to the virtual-ipv4-l3 protocol. The
packet is further passed to the corresponding NetDevice and QKD manager. After
performing cryptographic operations, the packet is finally delivered to the underlying
network. In the case of a simple network when a single TCP/IP stack is used, standard
ns3::tcp-l4, ns3::udp-l4 and ns3::ipv4-l3 protocols are used, while the QKD helper
sets sending and receiving ns3::callback from NetDevice to the QKD manager to per-
form cryptographic operations. The QKD helper is realized to facilitate the procedure
for the establishment of such configurations.

3.4 Verification

Although the literature states that a variety of applications have been tested in previ-
ously deployed QKD networks [9,68,73–78], the research in the performance of public
channels was generally underestimated and most attention was paid to the quantum
channel performances. To the best of our knowledge, besides work reported in [62], no
other reports on network traffic analysis over the public channel have been published.
Additionally, although there are several software applications dealing with QKD [50–
55], to the best of our knowledge, applications for simulating QKD networks with
multiple nodes and links are not available.

Therefore, QKDNetSim is a unique tool that aims at enabling the publication of the
new results and findings in a communication over a public channel of the QKD link.
It is important to note that QKDNetSim is a simulation module for the QKD Network
which is developed in a well-proven existing NS-3 simulator [13,59]. QKDNetSim
uses the well-known Crypto++ open-source C++ class cryptographic library [70] and
well-tested code libraries of NS-3 simulator with minimal modifications to allow
overlay network communication and the packet encapsulation with the QKD Header.
Given the popularity and utilization of the AIT R10 QKD software in previously
implemented projects [9,14,71] QKDNetSim follows the network organization from
the previously deployed QKD testbeds which is reflected in the design of the QKD
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Fig. 7 Topology of a simulated single TCP/IP stack network in which the encrypted data UDP flow of rate
300 kbps between nodes A and G is established

Header and the imitation of the network traffic generated using AIT R10 QKD post-
processing application1 as described in Sect. 3.3.6.

3.5 Example of use

QKDNetSim can be utilized for a simple performance testing of routing protocols in
the QKD Network. In our example, we set up a simulation with 7 fixed nodes forming
the topology shown in Fig. 7 using a single TCP/IP network stack to test AODV, DSDV
and OLSR routing protocols which are embedded in the NS-3 simulator by default.
Table 2 presents the model parameters including the key generation rate, charging key
rate, packet size, and data traffic parameters. The parameters not given here are the
default parameters of the NS-3 simulator, version 3.26.

The parameters in Table 2 indicate that the links C–F, D–F, and E–F have the
least amount of initial key material. As tested routing protocols have no information
about the state of links, they need to choose between one of the three possible routes:
A–B–C–F–G, A–B–D–F–G or A–B–E–F–G. Yet, after a while, the usage of any of
these paths results in a disruption of communication since the available key material
is quickly consumed and QKD links become unavailable. Then, the routing protocol
in use needs to choose an alternative route while the depleted link is charged and
recovered. When the used link is depleted again, the routing protocol should switch
to an alternate path and so on. It is important to stress that links without available
key material are unavailable only for the communication that requires the usage of
key material but IPv4 interfaces remain active for any unencrypted communication.
It means that the routing protocol which does not measure the state of QKD buffers
is not able to instantly register link availability changes. On the other hand, given that
the main objective of QKD is to provide ITS communication, routing packet needs
to be encrypted and authenticated [14]. Therefore, in our simulation, each routing
packet is encrypted and authenticated, and in the case, when there is no enough key
material, routing packets are not transmitted. Consequently, the only way for routing
protocol to detect the unavailability of the link is the detection of lack of routing

1 The AIT QKD R10 is free for download w/o registration via git with “git clone http://sqt.ait.ac.at/git/
qkd-public.git” [71].
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Table 2 Parameter values of the simulation

Parameter Value

Total number of nodes 6

Packet size 512 Bytes

Packet traffic type UDP; CBR

Packet traffic rate 300 kbps

Encryption type OTP

Authentication type VMAC

Authentication tag length 32 bits

Maximal amount of key material (all links) 6400 kBytes

Minimal amount of key material (all links) 128 kBytes

Threshold value (all links) 2000 kBytes

Traffic queue capacity (per device) 10000 Packets

Initial amount of key material (link A–B) 6400 kBytes

Initial amount of key material (link B–C) 6400 kBytes

Initial amount of key material (link B–D) 6400 kBytes

Initial amount of key material (link B–E) 6400 kBytes

Initial amount of key material (link C–F) 1600 kBytes

Initial amount of key material (link D–E) 1032 kBytes

Initial amount of key material (link E–F) 750 kBytes

Initial amount of key material (link F–G) 6400 kBytes

Charging key rate for all links (per second) 12.8 kBytes

Total simulation time 300 s

packets and routing information. It is important to note that when QKD buffer is
in the EMPTY state, that is when the amount of key material is below the minimal
threshold, the residual key material should be only used for the establishment of new
key material [29]. To realize such behaviour, we implemented priority waiting queues
which perform classification of the network traffic using Differentiated Services Code
Point (DSCP)/Type of Service (ToS) bits in the IP header. The traffic generated by
QKDNetSim charging application has the highest priority while the traffic originated
from routing protocol as well as user’s traffic has the lower priority. Table 3 compares
the obtained values based on the number of sent routing data and Packet Delivery
Ratio (PDR) which is calculated as the ratio of received and sent application packets.
These two values are used to assess the effectiveness of the routing protocol within
the specified simulation environment.

Table 3 shows that AODV sends the largest number of routing packets. AODV
is known as a reactive routing protocol where routing paths are searched only when
needed by flooding the network [79,80]. The discovery procedure terminates when
either a route has been found, or no route is available after all route permutations
have been checked which results in a large key material consumption as shown in
Fig. 8. In our simulation, AODV uses only the A–B–E–F–G route while other routes
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Table 3 Comparison of the obtained values

Routing protocol Routing data Application data

Packets Bytes PDR (%)

AODV (RFC 3561) 10,839 510,952 33.7772

AODV (modified) 12,887 611,480 68.9868

DSDV 4786 338,464 73.4228

OLSR 1620 125,328 49.9641

The number of routing packets and packet delivery ratio (PDR—which is calculated as the ratio of received
and sent application packets) are used to assess the effectiveness of the routing protocol

5 × 107

1 × 108

1.5 × 108

2 × 108

2.5 × 108

3 × 108

0 50 100 150 200 250 300

K
ey

m
at

er
ia

l
(b

it
)

Time (second)

QKD Total Graph (AODV)

Amount of key material (AODV - modified)
Amount of key material (AODV - RFC 3561)

Fig. 8 The QKDNetSim total graph shows the total consumption and generation of key material in the
network when the AODV routing protocol is used. In our simulation, the new material is generated each
30 s as shown in Fig. 6 resulting in a periodic increase in the available key material

are ignored. Given that AODV by default has no method for measuring the state of
the links, it assumes A–B–E–F–G is the best route towards the destination. When the
key material on the E–F link is depleted, the A–B–E–F–G path is unsustainable but
no alternative route towards destination is found (shown in Fig. 8 in the period from
220–250 s).

According to RFC 3561, AODV needs to update the Active Route Life of the
route which is used for packet forwarding to be no less than the current time plus
ACTIVE_ROUTE_TIMEOUT which is set to 3 s by default. Therefore, the forwarding
node is in charge to extend the validity of the route towards the destination regardless
of whether that route is feasible at all. In our example, it means that node B assumes
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that the route towards destination G is valid over node E even in the case when there
is a lack of key material to forward the packet over the E–F link.

Each time the E–F link is recovered (QKD buffers are charged with the new key
material), AODV on node E floods the route request for establishing of the route
towards destination resulting in periodic peaks shown in Fig. 9 in a period of 0–220 s
of the simulation time. To emphasize the impact of the policy in the AODV forwarding
mode, we modified the forwarding policy to obey the updating of the route towards the
destination in a forwarding mode. In this case, AODV sends routing packets to refresh
the route each time when the route expires and communication with the destination is
requested, but it does not update the route towards the destination in the forwarding
mode at all. As shown in Fig. 9, our modification resulted in additional routing traffic
but it improved the PDR for more than double. Also, our modification prevents futile
consumption of the key material on links A–B and B–E in the case when no route
towards the destination is feasible as shown in Fig. 8. In the period 220–300 s of the
simulation time, the key material on links A–B, B–E and E–F is depleted and each
time new key material is generated, AODV requests for the route towards destination
G resulting in the large peaks as shown in Fig. 9. It is important to note that AODV
maintains the obtained route as long as that route is used. Since QKD devices constantly
generate keys at their maximum key rate until the key storages are filled [28], the routes
to the neighbouring nodes are constantly maintained.

The DSDV proactive routing protocol uses the A–B–E–F–G route and switches to
the A–B–D–F–G route when the key material on the E–F link is depleted. Thereafter,
DSDV uses routes A–B–C–F–G and combines all three routes towards the destination.
Given that DSDV detects a lack of routing information only after an exchange of
routing tables which by default is set to 15 s (no triggered updates since IPv4 interfaces
remain active) [81,82], the source node assumes that the route to the destination is
available and sends the encrypted traffic which is silently discarded on intermediate
nodes due to the lack of the available key material for further forwarding. In our
simulation, the key material establishment process took about 30 s as shown in Fig. 6
while the periodic update interval of DSDV is set to 15 s by default. Hereof, in the
process of key material establishment, DSDV noticed the lack of the periodic update
from the node which is connected with a link with the depleted key material. DSDV
deletes the entry in the routing table towards that node which interrupts the key material
establishment process and leaves the link in the locked position. Due to the lack of a
route, it is not possible to generate the new key material and due to lack of the key
material, it is not possible to exchange routing packets to update routing tables. Such
a scenario is registered for the C–F link which remains locked after second 160 and
disables the A–B–C–F–G route.

OLSR is based on a proactive link-state approach which uses Hello and Topology
Control (TC) routing messages to discover and disseminate link-state information
throughout the network. OLSR reduces the control traffic overhead by using Multipoint
Relays (MPR), which is the key idea behind OLSR. In our simulation, OLSR uses
all three possible routes towards the destination. By default, OLSR exchanges Hello
messages each 2 s and defines “holding time” as three times the Hello message period.
Holding time indicates a waiting time prior deleting route due to lack of fresh Hello
message [12]. Therefore, OLSR is able to detect a link failure after 6 s and if key
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material establishment process takes longer, the probability that the link with the
EMPTY state of QKD buffers will become locked increases.

4 Conclusion

This paper deals with the practical realization of QKD networks from a network point
of view. The work summarizes the limitations and the basic characteristics of a QKD
network and describes the ways of implementing QKD networks, which can be either
in an overlay mode or as a network with a single TCP/IP stack. The main part of this
paper deals with the QKDNetSim simulation environment which is primarily intended
for testing of the existing solutions and the implementation of the new solutions in
the field of QKD networks. An example of the use of QKDNetSim described in this
document indicates that the traffic originated from the routing protocol needs to have
a higher priority in the allocation of the network resources to avoid bringing QKD
links in a locked position. Also, the obtained results confirm the results previously
published in [12] stating that the DSDV routing protocol yields significantly better
performance in terms of PDR and the number of the transmitted routing packets when
compared to other tested routing protocols. Considering that currently there are no
available simulators of QKD networks, QKDNetSim has significant benefits for the
research community in the field of QKD technologies. We assume that QKDNetSim
will facilitate understanding of the practical use of the QKD technology which, in turn,
enables the use of a wide range of applications within the QKD network. Although
primarily designed for the QKD network, QKDNetSim can be easily applied to sim-
ulate other types of networks. The implementation of a virtual-TCP/IP stack allows
for a simple simulation of the overlay networks while QKD Buffers and QKD Cryp-
tos simplify the simulations that involve the use of a symmetrical cryptographic key.
The QKDNetSim source code is free for download from the git repository “https://
bitbucket.org/liptel/qkdnetsim”.

The main contribution of this paper is the presentation of a practical organization
and simulation environment of the QKD network. Our future work will focus on the
emulation of QKD networks.
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