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Abstract A quantum algorithm with certainty is introduced in order to find a marked
pre-image of an element which is known to be in the image domain of an orthogonal
projection operator. The analysis of our algorithm is made by using properties of the
Moebius transformations acting on the complex projective line. This new algorithm
closely resembles the quantum amplitude amplification algorithm, however it is proven
that our algorithm is a proper generalization of the latter (with generalized phases), in
such a way that the quantum search engine of the main operator of quantum amplifica-
tion is included as a particular case. In order to show that there exist search problems
that can be solved by our proposal but cannot be by applying the quantum amplitude
amplification algorithm, we modify our algorithm as a cryptographic authentification
protocol. This protocol results to be robust enough against attacks based on the quan-
tum amplitude amplification algorithm. As a byproduct, we show a condition where
it is impossible to find exactly a pre-image of an orthoghonal projection. This result
generalizes the fact that, it is impossible to find a target state exactly by using quantum
amplification on a three dimensional invariant subspace.
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2 C. Bautista-Ramos et al.

1 Introduction

Generalizations of concepts, theorems or algorithms are, most of the time, important
because they help us to understand the fundamental facts about the theory. Goguen
argues in Ref. [1] that “sufficiently abstract formulations can reveal surprising connec-
tions”. This is particularly true in Quantum Computation. For instance, the quantum
amplitude amplification algorithm [2] is a generalization of the Grover algorithm [3]
which recognizes the use of the Walsh-Hadamard transformation as a non-fundamental
matter (this is also recognized in Ref. [4]): what really matters is the existence of a
quantum algorithm that can be used to quadratically amplify the success probability.
Furthermore, the phase shifts by angle π , that mark the good and initial states, are
also non-fundamental: the important fact is that they must match in order to gain qua-
dratic speed up [5,6]. Besides, by allowing phase shifts other than π , improvement
to certainty can be achieved [2,7,8]. Additional generalizations in a different direc-
tion, dealing with the initial state of the Grover algorithm, are studied in Refs. [9,10];
while in Refs. [11,12] the case of three dimensional invariant subspaces is analyzed.
In Ref. [13] a four dimensional invariant subspace case is studied.

In order to get a better understanding of all these generalizations, it has been pro-
posed to separate the initial state (or database) from the quantum search engine [6,14].
From our point of view, this separation is possible because it is just one aspect of a
more general phenomenon: using quantum algorithms for finding a unique marked
(by a quantum oracle) solution of an equation of the type

P|X〉 = |b〉 (1)

where P is an orthogonal projection, |X〉 is an unknown unit vector and |b〉 is a known
vector of constant terms. We prove that the problem of finding a good state, as speci-
fied in the quantum amplitude amplification techniques, is a particular case of solving
Eq. 1 where the unknown |X〉 is the normalized vector of good states and the algorithm
that solves the problem is the iteration of two operators: an oracle that distinguishes
(marks) the solution |X〉 and a generalization of the diffusion operator used by Grover
in his original algorithm [3]. So, in general, we need two different algorithms to solve
Eq. 1: one quantum algorithm that allows us to put the known vector |b〉 (the database
in the case of Grover’s algorithm) inside the quantum computer and another algorithm
for “inverting” P in Eq. 1 (even though P is not an invertible matrix unless P is the
identity matrix). In these lines we propose a quantum algorithm for finding a marked
solution to Eq. 1 that succeed with certainty. It turns out that our setting is a proper
generalization of the above mentioned quantum amplification techniques, aside from
Ref. [13], since all these solve Eq. 1, where the projection P has rank one (see The-
orem 1), even in the three dimensional case [11,12]; while our generalization doesn’t
have such constrain. As a consequence, our proposal includes a generalized diffusion
operator that doesn’t depend on the initial state. This is explained at Sect. 7 in the
framework of a cryptographic identification protocol.

We cannot say that our framework is a generalization of Ref. [13]; neither the
other way around. This follows from the fact that, in the formulation of Ref. [13],
the generalized Grover operator needs the initial state; unlike our proposal which is
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From orthogonal projections to a generalized quantum search 3

independent from such initial state. Both are generalizations of the Grover algorithm
but into different directions. The precise statement about the relationship between
orthogonal projections and Ref. [13] is given in Sect. 3, Proposition 2 and Theorem 2.

In our setting, just as in the Grover algorithm and quantum amplitude amplifica-
tion algorithm, a two-dimensional invariant subspace arises, hence the analysis of our
proposed algorithm is reduced to studying the powers of a 2 × 2 invertible matrix on
the initial state. Recalling the relationship between the general linear group of 2 × 2
matrices and Moebius transformations (fractional linear transformations) we can go
further in reducing the analysis to the iteration of a Moebius transformation of elliptic
type on a fixed complex number.

Moebius transformations enable the geometry of complex numbers that we use to
our advantage. However, although they are part of the elemental tools of Complex
Analysis [15–17] and that they are also useful in some branches of theoretical physics
(see discussion in Ref. [18]), their use has been largely ignored by the Quantum Com-
puting community. There is a pair of exceptions: the relationship between Moebius
transformations and Quantum Computing was first pointed out in Ref. [18]; while in
Ref. [19] they were used for analyzing the quantum amplitude amplification algorithm
with generalized phases.

We end up with a generalization of a modified version of Grover’s algorithm [8]
that can find the solution |X〉 with certainty, if the vector |b〉 on the right hand side
of Eq. 1, can be introduced in the quantum computer without any error. Otherwise
an additional one dimensional subspace appears which makes impossible to find |X〉
with certainty. See Corollary 2. This result generalizes the main one of Ref. [11] in a
simpler way. See Eqs. 11 and 12.

It is worth noting that equations of the type of Eq. 1 appear in several branches of
Computer Science:

1. Relational databases: The model of structured databases most widely used is the
so called relational model (originally proposed by Codd [20]). Its formal setting
is an algebra called relational algebra [21,22] which has several operators, one
of which is the selector operator which is an abstraction of an algorithm that
finds pre-images of a projection. In this paper we address an analogous selection
problem for a quantum computer.

2. Computer graphics: Equations of the type of Eq. 1 appear in computer graphics
and robotics as an object reconstruction problem where P is a parallel projec-
tion [23–25]. Despite the common practice of using local coordinates of the range
of P for the vector |b〉 this is not the case in Eq. 1: |X〉 and |b〉 belong to the same
Hilbert space.

3. Cryptography: The orthogonal projection P can be interpreted as a trapdoor one-
way function [26] because finding a particular marked solution of Eq. 1 is not
trivial. The naive approach to solving Eq. 1 would be Gaussian elimination. How-
ever the solutions have the form

√
1 − a

〈w|w〉 |w〉 + |b〉
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4 C. Bautista-Ramos et al.

with |w〉 in the null space of P and a = 〈b|b〉, i.e., the solutions form a sphere
Sk−1 of dimension k − 1, where k is the nullity of P . Thus, finding a single
element of Sk−1 is not feasible by using only Gaussian elimination. The trapdoor
information, within the framework of quantum computing, is developed in this
paper.

2 The problem

In this section the main problem is stated, the necessary definitions are given and the
notation that will be used through all this paper is fixed.

We try to find a solution of Eq. 1 under the following assumptions:

1. The operator P is a not null orthogonal projection: P �= 0, P2 = P and P∗ = P ,
where P∗ is the conjugate transpose of P .

2. There exists a unit vector |X〉 which is solution of Eq. 1.
3. The solution |X〉 is distinguishable by the quantum oracle S(ϕ) = I − (1 −

eiϕ)|X〉〈X |, where 0 < ϕ < 2π .
4. There is a quantum algorithm A without measurement with initial state |s〉 such

that A|s〉 is an eigenvector of P .
5. The number a = 〈b|b〉 is known and holds 0 < a < 1.
6. For some angle φ with 0 < φ < 2π , the matrix P is φ-known, meaning that

exp(iφP) can be implemented efficiently on a quantum computer.

Our definition of knowledge of P may seem counterintuitive and out of place. It is
introduced here because the operators exp(iφP) are “near” to P and have the advan-
tage of being unitary. In fact, we are going to show that exp(iφP) helps to invert the
projector P . The basic idea is that P and a are classical data (which can be written
in a piece of paper), while |b〉 and exp(iφP) are quantum data: |b〉 can be introduced
to the quantum computer by the quantum algorithm A and exp(iφP) is a quantum
oracle.

Definition 1 We call exp(iφP) the diffusion operator of P . The vector |b〉 is said
known exactly by A if

A|s〉 = 1√
a

|b〉. (2)

Thus, the orthogonal projection P is φ-known if its diffusion operator can be effi-
ciently implemented on a quantum computer. The diffusion operator is used in the
quantum algorithm defined by the quantum circuit of Fig. 1. We are going to prove
below that, if the vector |b〉 is not known exactly, then it is imposible to solve Eq. 1
with certainly. While, in contrast, if |b〉 is known exactly, then, for a convenient choice
of φ and ϕ, the quantum algorithm of Fig. 1 solves the stated problem with certainty.

Note that the quantum oracle S(ϕ) is a diffusion operator of the projector |X〉〈X |.
Also, we can write

exp(iϕP) = I − (1 − eiϕ)P (3)
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From orthogonal projections to a generalized quantum search 5

Fig. 1 Proposed quantum algorithm, without measurements, for finding |X〉. The number of iterations, as
well as the angles φ and ϕ are given in Theorem 4. The output state is |X〉 up to a global phase

since P is idempotent.

3 Quantum amplitude amplification and diffusion

In this Section we prove that the quantum amplitude amplification with generalized
phases techniques are a particular case of our framework. Besides we establish the
relationship with Ref. [13].

Let Z : CP1 → C be the affine coordinate map Z [z0 : z1] = z0/z1, where CP1 is
the complex projective line.

Definition 2 Let [x : y] be any point in CP1 with affine coordinate −√
a. Define

|δ〉 = x |X〉 + y√
a
|b〉.

This point [x : y] helps to define the orthogonal vector |δ〉 to the solution |X〉: from

x + y√
a

〈X |b〉 = 0

it follows that |X〉 and |δ〉 are orthogonal states. Besides

|b〉 = a|X〉 +
√

a

y
|δ〉. (4)

So, if |b〉 is known exactly by A, then

A|s〉 = √
a|X〉 + 1

y
|δ〉. (5)

Therefore, A is a quantum algorithm which produces |X〉 with measurement proba-
bility a. Thus, we can use quantum amplitude amplification in order to amplify this
success probability to

√
a. This algorithm has quantum circuit given in Fig. 2 where

A = A and Ss(φ) = I − (1 − exp(iφ))|s〉〈s|.
We can notice that quantum algorithm proposed in Fig. 1 looks like the quantum

amplitude amplification in Fig. 2. Actually, quantum amplitude amplification is an

Fig. 2 The quantum amplitude amplification with generalized phases algorithm (without measurements).
The usual quantum amplitude amplification is when ϕ = φ = π . The number of times that A is used in our
case is �(1/

√
a). Now, compare Figs. 1 and 2. Note that S(ϕ) = exp(iϕ|X〉〈X |)〉. However, Theorem 1

and Proposition 1 ensure that, in general, exp(iφP) �= ASs(φ)A−1
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6 C. Bautista-Ramos et al.

instance of our quantum algorithm with generalized diffusion operator. Indeed, let A
be an arbitrary quantum algorithm that uses no measurement such that

A|s〉 = |Ψ1〉 + |Ψ0〉 (6)

where |Ψ1〉, |Ψ0〉 are superpositions of good states and bad states, respectively, such
that 〈Ψ1|Ψ0〉 = 0 [2]. The following theorem puts quantum amplification in the frame
of solving Eq. 1.

Theorem 1 There exists a projector P ′ of rank one such that its diffusion operator
holds exp(iφP ′) = ASs(φ)A−1. Furthermore, the normalized vector of the good
states is a pre-image, under P ′, of a vector |b〉 such that it is known exactly by A and
〈b|b〉 = 〈Ψ1|Ψ1〉.
Proof By defining

P ′ = 1

1 − eiφ
(I − ASs(φ)A−1)

the relation

P ′ = 1

1 − eiφ
A(I − Ss(φ))A−1

is fulfilled. But I − Ss(φ) = (1 − eiφ)|s〉〈s| then P ′ is similar to the orthogonal pro-
jection |s〉〈s| with unitary similarity matrix A: P ′ = A|s〉〈s|A−1. It follows that P ′ is
an orthogonal projection that holds

exp(iφP ′) = I − (1 − eiφ)P ′ = ASs(φ)A−1. (7)

Also, quantum amplitude amplification finds an element in a fiber, i.e, solves an
equation of the type Eq. 1: assume that a = 〈Ψ1|Ψ1〉 then, from Eq. 6 we get that,

P ′|Ψ1〉 = A|s〉〈s|A−1|Ψ1〉
= A|s〉(〈Ψ1| + 〈Ψ0|)|Ψ1〉
= a A|s〉
= a|Ψ1〉 + a|Ψ0〉

then |X〉 = 1√
a
|Ψ1〉 holds P ′|X〉 = |b〉 where |b〉 = √

a|Ψ1〉+√
a|Ψ0〉 and 〈b|b〉 = a.

Furthermore, A is a quantum algorithm producing |b〉 in the sense of Eq. 2. So,
according to our previous definitions, |b〉 is known exactly. Meanwhile, from Eq. 7,
we can say that P ′ is φ-known, if A can be implemented efficiently. 	


However, in the general case of our main problem, the orthogonal projection P
could have rank greater than one, in which case P is not even similar to the orthogonal
projection P ′ since the rank of P ′ is always one.
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From orthogonal projections to a generalized quantum search 7

Proposition 1 If the orthogonal projection P has rank k then its diffusion operator
exp(iφP) has eigenvalue eiφ with algebraic multiplicity k.

Proof There exists an invertible matrix B such that

P = B

⎛
⎝k−1∑

j=0

| j〉〈 j |
⎞
⎠ B−1

so

exp(iφP) = I − (1 − eiφ)P = B

⎛
⎝k−1∑

j=0

eiφ | j〉〈 j | +
m−1∑
j=k

| j〉〈 j |
⎞
⎠ B−1

from which it follows that the characteristic polynomial of exp(iφP) is the same as the
diagonal matrix

∑k−1
j=0 eiφ | j〉〈 j |+∑m

j=k | j〉〈 j | where the eigenvalue eiφ has algebraic
multiplicity k. 	


The following Proposition will help us to characterize the relationship between
Eq. 1 and the framework of Ref. [13].

Proposition 2 Let U, V be a pair of unitary matrices such that V U is a Hermitian
matrix. Let 0 < φ < 2π and define

P0 = (1 − eiφ)−1(I − U Ss(φ)V ).

The following conditions are equivalent.

1. V U = I or (φ = π and V U |s〉 = ±|s〉).
2. P∗

0 = P0.
3. P2

0 = P0.

Proof We can write P0 = (1 − eiφ)−1(I − U V ) + U |s〉〈s|. Then, carrying out the
algebra, we get that P∗

0 = P0 is equivalent to

|s〉〈s| − V U |s〉〈s|V U = 2i sin(φ)

|1 − eiφ |2 (V U − I ). (8)

Multiplying both sides of Eq. 8 by |s〉 on the right we obtain that

|1 − eiφ |2 + 2i sin(φ)

|1 − eiφ |2〈s|V U |s〉 + 2i sin(φ)
(9)

is an eigenvalue of V U . Since V U is a unitary Hermitian matrix, then the expression
(9) equals ±1. If expression (9) equals 1 then V U |s〉 = |s〉. It follows, from Eq. 8
that V U = I or φ = π and V U |s〉 = |s〉. If expression (9) equals −1, it follows
immediately that φ = π and V U |s〉 = −|s〉.

123



8 C. Bautista-Ramos et al.

Reciprocally, if V U = I , then P0 = U |s〉〈s|U−1. Thus, P0 is a Hermitian matrix.
While, if φ = π and V Us = ±|s〉, then Eq. 8 holds. It follows again that P0 is
Hermitian.

Similarly, it can be shown that condition 1 is equivalent to condition 3. 	

Proposition 2 gives us conditions under which our point of view coincides with the

one of Ref. [13]. We have dealt with the case V U = I of Ref. [13] in Theorem 1. The
remaining case φ = π and V U |s〉 = ±|s〉 is the following.

Theorem 2 Let U, V be a pair of unitary matrices such that V U is a Hermitian matrix
such that V U |s〉 = ±|s〉. Then

1. There exists an orthogonal projector P0 such that its diffusion operator holds
exp(iπ P0) = U Ss(π)V . Such projector P0 has U |s〉 as an eigenvector.

2. Let

−1 < 〈τ |U V |τ 〉 − 2〈τ |U |s〉〈s|V |τ 〉 < 1.

Then, the target vector |τ 〉 satisfy P0|τ 〉 = |b〉 for some vector |b〉 such that
0 < 〈b|b〉 < 1.

Proof 1. We may combine the definition of P0 in Proposition 2 with Eq. 3 to con-
clude that the diffusion operator of P0 is U Ss(π)V . Besides, a direct calculations
shows that

P0U |s〉 =
{

0, if V U |s〉 = |s〉;
U |s〉, if V U |s〉 = −|s〉.

2. Define |b〉 = P0|τ 〉. Then, from 〈b|b〉 = 〈τ |P0|τ 〉 = 1
2 (1−〈τ |U Ss(π))V |τ 〉) and

〈τ |U Ss(π)V |τ 〉 = 〈τ |U V |τ 〉 − 2〈τ |U |s〉〈s|V |τ 〉 it follows that 0 < 〈b|b〉 < 1.
	


4 Analysis of the quantum algorithm with diffusion operator

In this Section we analyze the quantum algorithm given by the quantum circuit in
Fig. 1. Just as in Grover’s algorithm and the quantum amplitude amplification algo-
rithm, a two dimensional invariant subspace arises. However, when |b〉 is not known
exactly, an additional one dimensional invariant subspace appears. In such a case, we
ended up with a three dimensional invariant subspace which is the direct sum of these
invariant subspaces.

Theorem 3 The subspace W spanned by |X〉 and |δ〉 is an invariant subspace of
exp(iφP). Moreover, let z be 1 − exp(iφ), then the matrix of exp(iφP) relative to the
ordered basis

(|X〉, |δ〉) is

(
1 − za zx(1 − a)

−√
a z

y 1 − z + za

)
.
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From orthogonal projections to a generalized quantum search 9

Proof By straightforward calculations of exp(iφP) on the orthogonal basic elements
|X〉, |δ〉 and using Eq. 3, the Theorem follows. 	

Corollary 1 The matrix of exp(iφP) exp(iϕ|X〉〈X |)|W relative to the ordered basis
( |X〉, |δ〉 ) is

Rφ,ϕ =
(

a ei ϕ+i φ − a ei ϕ + ei ϕ (1 − a)
(
1 − eiφ

)
x√

a
y

(
ei ϕ+i φ − ei ϕ

) −ei φ a + a + ei φ

)

and has determinant given by ei(ϕ+φ).

The following result generalizes the main one of Ref. [11].

Corollary 2 If |b〉 is not known exactly by A, then the quantum algorithm given in
Fig. 1 cannot find a solution to Eq. 1 with certainty.

Proof By Eqs. 4 and 5 we have that the vectors |X〉, |δ〉 and A|s〉 are linear independent.
Using the Gram-Schmidt process we get a new vector |e〉 such that

A|s〉 = |e〉 − 〈s|A∗|X〉|X〉 − 〈s|A∗|δ〉
〈δ|δ〉 |δ〉 (10)

where |X〉, |δ〉 and |e〉 are orthogonal vectors. From assumption 4, Section 2 and Eq. 3
we obtain that exp(iφP)A|s〉 = eiξφA|s〉, where ξ is the eigenvalue corresponding
to the eigenvector A|s〉 of P . Hence by Theorem 3 we get

eiφP |e〉 = eiξφA|s〉 + α|X〉 + β|δ〉

for some complex numbers α, β. Thus, by substitution of A|s〉 for the right hand side
of Eq. 10 we get

eiφP |e〉 = eiξφ |e〉 + α′|X〉 + β ′|δ〉

for some complex numbers α′, β ′. It follows that α′ = β ′ = 0. So the one-dimensional
subspace spanned by |e〉 is exp(iφP)-invariant.

By Corollary 1, on the ordered orthogonal base (not normalized) (|X〉, |δ〉, |e〉) we
have that

exp(iφP) exp(iϕ|X〉〈X |)

=
⎛
⎜⎝

a ei ϕ+i φ − a ei ϕ + ei ϕ (1 − a)
(
1 − eiφ

)
x 0√

a
y

(
ei ϕ+i φ − ei ϕ

) −ei φ a + a + ei φ 0
0 0 eiξφ

⎞
⎟⎠ (11)

and by Eq. 10,

A|s〉 =
⎛
⎝ −〈s|A∗|X〉

−〈s|A∗|δ〉〈δ|δ〉−1

1

⎞
⎠.
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10 C. Bautista-Ramos et al.

Hence, for any positive integer n we get

(
exp(iφP) exp(iϕ|X〉〈X |))nA|s〉 = αn|X〉 + βn|δ〉 + einξφ |e〉 (12)

for some complex numbers αn, βn . Then, the error probability is always, at least
〈e|e〉 > 0. 	


5 From unitary matrices to Moebius transformations

Therefore, the analysis of the quantum algorithm given by Fig. 1 is reduced to studying
the matrix powers of Rϕ,φ on the vector (

√
a, 1/y)t (see Eq. 5).

We can study the powers of Rφ,ϕ by means of the canonical group epimorphism
μ : GL(2, C) → Γ from the general linear group onto Γ , the group of Moebius
transformations:

(
c11 c12
c21 c22

)
μ�→ c11z + c12

c21z + c22
.

The evaluation of a two by two invertible matrix C as a linear transformation is natu-
rally related to the evaluation of its Moebius transformation μ(C)(z), in the category
theory sense of natural transformation (see the commutative diagram (2) in Ref. [19]),
meaning that the following rule holds:

C

(
z0
z1

)
=

(
w0
w1

)
implies μ(C)(z0/z1) = w0/w1. (13)

The Moebius transformations are classified in elliptic, parabolic, hyperbolic and
loxodromic [15,27]. Such type can be identified by the trace when we have normalized
Moebius transformations. The normalized form of μ(Rφ,ϕ) is μ(Nφ,ϕ) where

Nφ,ϕ = e−i(ϕ+φ)/2 Rφ,ϕ

=
⎛
⎝ f + i g −2i x(1 − a) sin

(
φ
2

)
e−iϕ/2

2i
√

a sin
(

φ
2

)
y eiϕ/2 f − i g

⎞
⎠ (14)

f = f (ϕ, φ) = a cos

(
ϕ + φ

2

)
+ (1 − a) cos

(
ϕ − φ

2

)
(15)

and

g = g(ϕ, φ) = a sin

(
ϕ + φ

2

)
+ (1 − a) sin

(
ϕ − φ

2

)
. (16)
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From orthogonal projections to a generalized quantum search 11

As the trace of Nφ,ϕ is 2 f (ϕ, φ) then μ(Nφ,ϕ) is an elliptic transformation, since
−1 < f (ϕ, φ) < 1. Such trace is important because will give the behavoir of the
iterations of μ(Rφ,ϕ).

Thus, the analysis of our algorithm is reduced to a problem of Moebius transfor-
mation iteration: In fact, to analyzing the powers of a complex number, thanks to the
following Lemma [28,29]:

Lemma 1 Let M(z) = (c11z + c12)/(c21z + c22) be a Moebius transformation with
two different fixed points γ1, γ2 ∈ C. Let S(z) = (z − γ2)/(z − γ1). Then,

M = S−1 ◦ H ◦ S

where H(z) = kz for some k ∈ C. Such k is called the multiplier of M.

Lemma 1 tells us that the iterations of exp(iϕP) exp(iϕ|X〉〈X |) are reduced to the
powers of the multiplier of μ(Nφ,ϕ). These can be calculated with the help of the so
called character and co-character of Rφ,ϕ .

Definition 3 We call the number f = f (ϕ, φ) defined by Eq. 15 the character of
the matrix Rφ,ϕ and the number g = g(ϕ, φ) defined by Eq. 16 the co-character.

The character and co-character are related by the equation

f 2 + g2 = 1 − 4a(1 − a) sin2(φ/2). (17)

Let f and g be the character and co-character of Rφ,ϕ respectively. From Lemma 1
for M = μ(Nφ,ϕ), the normalized Moebius transformation of μ(Rφ,ϕ), we get that
its multiplier is

k =
(

f + i
√

1 − f 2

)2

(18)

and

μ(Rφ,ϕ) = μ(Nφ,ϕ) = μ(T )−1 ◦ H ◦ μ(T ) (19)

where

T =
(

1 −γ2
1 −γ1

)
, μ(T )−1(z) = γ1z − γ2

z − 1
, H(z) = kz

and γ1, γ2 are the fixed points of μ(Rφ,ϕ) defined by the following equations

γ1 = g + √
1 − f 2

2
√

a sin(φ/2)
e−iϕ/2 y, γ2 = g − √

1 − f 2

2
√

a sin(φ/2)
e−iϕ/2 y. (20)

All the above defined quantities can be managed by means of the geometry of com-
plex numbers. Namely, by the following Lemmas, which are proven in the Appendix.
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12 C. Bautista-Ramos et al.

Lemma 2 Let M(z) = (c11z + c12)/(c21z + c22) be a Moebius transformation with
two different fixed points γ1, γ2 ∈ C. Let S(z) = (z − γ2)/(z − γ1). Assume that
M(z) is a normalized (c11c22 − c12c21 = 1) elliptic transformation, α is the argument
of the complex number c21 with π/2 ≤ α ≤ π , and c11 − c22 is purely imaginary.
Then |S(1)| = 1 if and only if 2 Im c21 = |c11 − c22|. In such a case we can write
S(1) = exp(−iκ) where

tan

(
π − κ

2

)
= |c21| sin(α − π/2)√

1 − (c11 + c22)2/4
.

Using Lemma 2 for μ(Nφ,ϕ), the normalized transformation of μ(Rφ,ϕ), we get:

Lemma 3

1. |μ(T )(−x)| = 1 if and only if φ = ϕ. In such a case μ(T )(−x) = exp(−iκ),
where κ = 2 arccos(

√
a sin(φ/2));

2.
√

1 − f (φ, φ)2 = 2 sin(φ/2)
√

a
√

1 − a sin2(φ/2);
3. Let

h(z) = arccos(z)

arcsin(2z
√

1 − z2)
.

(a) If 0 < z ≤ 1/
√

2 then h(z) = π/4 arcsin(z) − 1/2.
(b) If 1/

√
2 ≤ z < 1 then h(z) = 1/2.

6 Main results

From Eq. 18, notice that we can write the multiplier k as eiω, where

ω = 2 arcsin
√

1 − f 2, (21)

and f is the character of Rφ,ϕ . So, from Eq. 19, we get

μ(Rφ,ϕ)n(−x) = μ(T )−1
(

einωμ(T )(−x)
)
. (22)

Theorem 4 Let x be a complex number as in Definition 2 then

μ(Rφ,ϕ)n(−x) = ∞

whenever ϕ = φ,

φ = 2 arcsin

(
1√
a

sin

(
π

4n + 2

))
and n =

⌈
arccos

√
a

arcsin(2
√

a
√

1 − a)

⌉
.

Besides if 1/2 < a < 1, then the number of iterations n is equal to one.
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From orthogonal projections to a generalized quantum search 13

Proof Let h(z) be as in Lemma 3(3). For any fixed a holding 0 < a ≤ 1/2, the
function Ha(φ) = h(

√
a sin(φ/2)) is decreasing for 0 < φ < π . On other hand, for

1/2 ≤ a < 1 the function Ha(φ) is decreasing for 0 < φ ≤ 2 arcsin(1/
√

2a) and
takes the constant value of 1/2 for 2 arcsin(1/

√
2a) ≤ φ ≤ π . However, in any case

limφ→0+ Ha(φ) = ∞. Then from �h(
√

a)� ≥ h(
√

a) = Ha(π) and the Intermediate
Value Theorem, it follows that there exist φ0 such that

Ha(φ0) = �h(
√

a)� = n. (23)

Now, we put ϕ0 = φ0 in Lemma 3(1) in order to get

μ(T )(−x) = e−i κ

where κ = 2 arccos(
√

a sin(φ0/2)). Thus, for ω = 2 arcsin
√

1 − f (φ0, φ0)2, where
f (φ0, φ0) is the character of Rφ0,φ0 , and with help of Lemma 3(2), we get κ/ω =
Ha(φ0) = n.

From Eq. 22, we get

μ(Rφ0,φ0)
n(−x) = μ(T )−1(einω−i κ) = μ(T )−1(1) = ∞.

The angle φ0 is calculated in the following way: if 0 < a ≤ 1/2 then, from
Lemma 3(3a), we get that Eq. 23 is equivalent to

φ0 = 2 arcsin

(
1√
a

sin

(
π

4n + 2

))
.

While, if 1 > a > 1/2, then, for any π > φ0 ≥ 2 arcsin(1/
√

2a) we get
√

a sin(φ0/2)

≥ 1/
√

2, so from Lemma 3(3b), we obtain Ha(φ0) = 1/2 and n = 1. 	

Returning to the usual vector state representation and unitary matrix evolution, we

get:

Corollary 3 Let n, φ and ϕ be as in Theorem 4. Then

(
exp(iφP) exp(iφ|X〉〈X |))nA|s〉 =

⎧⎪⎨
⎪⎩

eiξ |X〉, if |b〉 is known

exactly by A;

α|X〉 + |e〉, otherwise,

for some ξ, α a real number and a complex number, respectively. Besides |e〉 is defined
in Eq. 10.

Proof Since Eq. 10 in the proof of Corollary 2 and Eq. 5 we have

A|s〉 =
{√

a|X〉 + 1
y |δ〉, if |b〉 is known exactly by A;

−〈s|A∗|X〉|X〉 − 〈s|A∗|δ〉
〈δ|δ〉 |δ〉 + |e〉, otherwise.
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14 C. Bautista-Ramos et al.

Thus, in view of Theorem 3 and Eq. 12 in the proof of Corollary 2, we can write

(
exp(iφP) exp(iφ|X〉〈X |))nA|0〉 = αn|X〉 + βn|δ〉 + εn|e〉

for some complex numbers αn, βn, εn such that

(
αn

βn

)
=

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

Rn
φ,ϕ

(√
a

1/y

)
, if |b〉 is known exactly by A;

Rn
φ,ϕ

(
−〈s|A∗|X〉

−〈s|A∗|δ〉〈δ|δ〉−1

)
, otherwise,

where Rφ,ϕ is defined in Corollary 1.

Let y = −〈s|A∗|X〉〈δ|δ〉√
a〈s|A∗|δ〉 in Definition 2. Then, in any case,

αn

βn
= μ

(
exp(iφP) exp(iφ|X〉〈X |))n

(−x) = ∞

since (13) and Theorem 4 hold. Thus βn = 0. 	

Therefore, if we put φ = ϕ and n as in Theorem 4 in the quantum circuit of Fig. 1;

and besides |b〉 is known exactly, we get |X〉 up to a global phase.

7 An interactive proof system

In this section we interpreted our algorithm as a quantum interactive proof system in
order to prove that our proposal is a proper generalization of the quantum amplitude
amplification algorithm. We take advantage of the following properties of the orthogo-
nal projection P . Assume that P has rank two. Let |b0〉, |b1〉 be a couple of orthogonal
vectors in the range of P such that there exist two unit vectors |X0〉, |X1〉 which are
solutions of an equation of type Eq. 1:

P|X0〉 = |b0〉 and P|X1〉 = |b1〉. (24)

Assume that a = 〈b0|b0〉 = 〈b1|b1〉 and |b0〉, |b1〉 are known exactly by using the
same unitary matrix A, i.e.,

A|s0〉 = 1√
a

|b0〉 and A|s1〉 = 1√
a

|b1〉

where |s0〉, |s1〉 is a pair of orthonormal initial states. The Corollary 3 ensures that

(
exp(iφP) exp(iφ|X0〉〈X0|)

)nA|s0〉 = eiξ0 |X0〉 (25)

and

(
exp(iφP) exp(iφ|X1〉〈X1|)

)nA|s1〉 = eiξ1 |X1〉 (26)
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From orthogonal projections to a generalized quantum search 15

for some angles ξ0, ξ1 and where n and φ are defined in Theorem 4. Note that in Eqs. 25
and 26 the diffusion operator of P remains unaltered, unlike quantum amplification
which needs the initial state for its diffusion operator. See Fig. 2.

Let us consider two parties: Alice as a prover and Bob as a verifier. Both have quan-
tum computers and a quantum channel for message exchange. The prover’s secret is
the knowledge of an orthogonal projector P of rank two. Bob chooses unit solutions
to equations of type (24), where a = 〈b0|b0〉 = 〈b1|b1〉, then challenges Alice to find
these.

While the number a, the set S = {s0, s1} of possible initial states and the operator A
are made public, the orthogonal projection P is kept secret by Alice and Bob. Further-
more, we are assuming that P is φ-known by both Alice and Bob, where φ = φ(a) is
given in Theorem 4. The basic idea is that Alice must show to Bob that she knows P
sufficiently enough, even the quantum information related to this operator, meaning
that Alice must be able to implement the operator exp(iφP) on a quantum computer.
We are assuming that Bob knows the vectors |b0〉, |b1〉 classically, i.e., he can write
them on a piece of paper or on a classical computer and choose solutions |X j 〉, j = 0, 1
of P|X j 〉 = |b j 〉. An additional assumption is that Bob can mark these solutions by
using the quantum oracle exp(iφ|X j 〉〈X j |), j = 0, 1.

1. Bob chooses at random a unit vector |s j 〉 in S, then he computes the normal-
ized vector (1/

√
a)|b j 〉 = A|s j 〉. Using such a vector, Bob also chooses a unit

pre-image |X j 〉 of |b j 〉 under the projection P . Bob makes sure of being able to
identify such a pre-image by using the quantum oracle exp(iφ|X j 〉〈X j |). So, Bob
sends to Alice the state |χ1〉 = exp

(
iφ|X j 〉〈X j |

)
(1/

√
a)|b j 〉 where φ = φ(a)

is given in Theorem 4.
2. Alice applies the diffusion operator exp(iφP) to the state she received. The result-

ing state |χ2〉 = exp(iφP)|χ1〉 is sent back to Bob.
3. Bob marks with exp(iϕ|X j 〉〈X j |) the state received; this new marked state |χ3〉 =

exp(iϕ|X j 〉〈X j |)|χ2〉 is sent back to Alice.
4. Let |χ1〉 be |χ3〉.
5. Steps 2 through 4 are repeated n − 1 times, where n is defined in Theorem 4.
6. Alice applies the difussion operator exp(iφP) one more time to the state received

and the resulting state |χ4〉 = exp(iφP)|χ3〉 is sent back to Bob.
7. Bob measures using the projective measurement operators |X j 〉〈X j | and I −

|X j 〉〈X j |. He accepts if he gets the state |X j 〉.

7.1 Completeness condition

Equations 25 and 26 ensure that if Alice follows the protocol, her identity will be
accepted by Bob.

7.2 Partial soundness condition

In order to prove soundness we should consider arbitrary attacks by the imperson-
ator Eve. However, since we want only to prove that our proposed algorithm is a
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16 C. Bautista-Ramos et al.

generalization of quantum amplitude amplification, we consider only attacks by the
latter. This means that Eve, since she lacks the knowledge of the projection P , instead
of applying the generalized diffusion operator exp(iφP), she uses, at Step 2 of the
protocol, a particular diffusion operator of the form ASs′(ϕ)A−1 given by quantum
amplitude amplification, but first she has to guess what the initial state chosen by Bob
was. Assume that |s′〉 is Eve’s guess state, where |s′〉 ∈ S. If |s′〉 = |s〉 then Bob will
accept Eve as Alice. Otherwise |s′〉 �= |s〉, then

〈Xs|A|s′〉 = 1√
a

〈Xs|P|bs′ 〉 = 1√
a

〈bs|bs′ 〉 = 0

so, by definition of |δs〉,

〈δs|A|s′〉 = 1√
a

〈δs|bs′ 〉 = x√
a

〈Xs|bs′ 〉 = 0.

It follows that A|s′〉 belongs to the orthogonal complement W ⊥ of the Q-invariant
subspace W spanned by |Xs′ 〉 and |δs′ 〉. Then Qn A|s′〉 ∈ W ⊥, since W ⊥ is also Q-
invariant. Thus, in Step 4 of the protocol, Bob receives a state where the probability
of measuring |Xs〉 is null and Bob will reject Eve’s identity for sure. Therefore, the
probability of accepting Eve as Alice is the same as the probability of choosing the
initial state at random: one half.

The probability of cheating might be decreased by increasing the rank of the pro-
jection P and then using a greater number of possible initial states or by repeating the
basic protocol several times and independently, as usual.

8 Conclusions

We proposed a quantum algorithm with certainty for finding a marked solution of the
equation P|X〉 = |b〉 under the conditions given in Sect. 2. This framework general-
izes the ones of quantum amplitude amplification algorithms with generalized phases
of Brassard et al., Høyer and Long, since all of these find pre-images of orthogonal
projectors of rank one; while our proposed algorithm works for orthogonal projec-
tors of arbitrary rank. We compared our algorithm with quantum amplification in an
authentification protocol, in which our proposal succeeds with zero error probability,
while quantum amplification succeeds with one half probability. This is so because the
latter needs the initial state in its diffusion operator, while in the former the diffusion
operator is independent of the initial state.
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Appendix

Proof (Lema 2) There exist u, v real numbers such that c11+c22 = 2u and c11−c22 =
2iv where |u| < 1, since M(z) is elliptic. Thus, the fixed points are

γ1 = v + √
1 − u2

c21/ i
, γ2 = v − √

1 − u2

c21/ i
(27)

so γ1 and γ2 are in a line through the origin and they are symmetrical relative to the
point v/(c21/ i). Notice that ξ , the argument of c21/ i , is a non-negative real number
lower than π/2. See Fig. 3. Therefore, point 1 is equidistant from the fixed points
if and only if 1 belongs to the orthogonal line passing through the point v/(c21/ i),
which is equivalent to cos(ξ) = |v/c21|, i.e., Im c21 =Re (c21/ i) = cos(ξ)|c21| = |v|.
Furthermore, from Fig. 3, we get

1 = i
v

c21
+ sin(ξ) i exp(−iξ)

leading to

S(1) = sin(ξ)+c−1
21 exp(iξ)

√
1−u2

sin(ξ)−c−1
21 exp(iξ)

√
1−u2

Fig. 3 Here γ1, γ2 are the fixed points of a Moebius transformation M(z) as in Lemma 1. Point 1 is
equidistant from the fixed points if and only if the line through s/(c21/ i) and 1 is perpendicular to the line
passing through the fixed points
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18 C. Bautista-Ramos et al.

with the help of Eq. 27. Additionally, c21 = i |c21| exp(iξ), so

S(1) = i sin(ξ) + √
1 − u2 |c21|−1

i sin(ξ) − √
1 − u2 |c21|−1

= exp(−iκ)

and

tan

(
π − κ

2

)
= |c21| sin(ξ)√

1 − u2

because κ is the angle between the arguments of i sin(ξ) − √
1 − u2 |c21|−1 and

i sin(ξ) + √
1 − u2 |c21|−1. 	


Proof (Lema 3)

1. A straightforward calculation shows that μ(T )(y
√

a) = μ(To)(1), where

T0 =
(

1 −γ ′
2

1 −γ ′
1

)
, γ ′

1 = g + √
1 − f 2

2a sin(φ/2)
exp(iϕ/2),

γ ′
2 = g − √

1 − f 2

2a sin(φ/2)
exp(iϕ/2)

and γ ′
1, γ

′
2 are the fixed points of the normalized Moebius transformation μ(M0);

here

M0 =
⎛
⎝ f + ig 2i(1 − a) exp(−iϕ/2) sin (φ/2)

2i a exp(iϕ/2) sin (φ/2) f − ig

⎞
⎠.

Using Lemma 2 for μ(M0), we get that |μ(T )(y
√

a)| = 1 if and only if
2a sin(φ/2) cos(ϕ/2) = g(ϕ, φ), which in turn is equivalent to ϕ = φ,
since g(ϕ, φ) = cos (φ/2) sin (ϕ/2)+(2 a − 1) sin (φ/2) cos (ϕ/2). Also, from
Lemma 2 for μ(M0) we get μ(T )(y

√
a) = exp(−iκ) where

tan

(
π − κ

2

)
= 2a sin2(φ/2)√

1 − f 2
. (28)

On one hand, from expression (17), Eq. 28 is equivalent to

tan

(
π − κ

2

)
=

√
a sin(φ/2)√

1 − a sin2(φ/2)

on the other, tan[arcsin(z)] = z/
√

1 − z2. Therefore (π − κ)/2 = arcsin[√a
sin(φ/2)], i.e., κ = 2 arccos[√a sin(φ/2)].
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2. Use Eq. 17.
3. We have that,

arcsin(2z
√

1 − z2) =
{

2 arcsin(z) if 0 ≤ z ≤ 1/
√

2;
2 arccos(z) if 1/

√
2 ≤ z ≤ 1.

Besides, arccos(z) = π/2 − arcsin(z) if −1 ≤ z ≤ 1.
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