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Abstract Using a large sample of nations, this paper examines the relation between cor-
ruption and the shadow economy, focusing especially on geographic spillovers. The results
point to complementarity between corruption and the shadow economy. We find evidence
of own contagion across nations in both corruption and shadow economy activity, while
cross-contagion mostly points to substitution between own shadow economy (corruption)
and neighboring corruption (shadow economy). These findings are fairly robust across dif-
ferent estimation techniques and measures of the shadow economy.
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1 Introduction

Underground or shadow sectors and corruption exist to varying degrees in almost all na-
tions (Schneider and Enste 2000; Tanzi 1982).1 This global prevalence has prompted poli-
cymakers and researchers to understand their causes and effects (Aidt 2003; Gërxhani 2004;
Lambsdorff 2006; Schneider and Enste 2000; Seldadyo and de Haan 2006; Treisman 2000,
2007). Recently, researchers have turned attention to examining the relation between corrup-
tion and the shadow sector—i.e., the extent to which the two phenomena coexist. A signif-
icant relation between the two illegal activities can have significant implications for public
policy.

1Corruption is defined as the abuse of public office for private gain, while the shadow economy encompasses
economic activity that is not included in official GDP and is unregistered in the official sector.
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Figures 1 and 2 (Appendix A) provide details about the global prevalence of corruption
and the shadow economy. We see that, although there are some similarities in the spatial
prevalence of the two, there are significant differences. What is less clear, however, is how
the influence of one type of illegal activity (corruption or shadow economy) spills over
across national borders.

It seems plausible to conjecture that corruption and the shadow economy may be
related—corrupt nations are likely to have large shadow sectors as one might aid the
other (underground operators might have to offer bribes to continue operations—e.g., ob-
tain electricity connections from public sector power companies). However, the underly-
ing formal theoretical arguments (Choi and Thum 2005; Dreher et al. 2009) and the as-
sociated empirical evidence are mixed (Buehn and Schneider 2012; Dreher et al. 2009;
Dreher and Schneider 2010; Johnson et al. 1997). Specifically, it is argued that the shadow
economy and corruption may be substitutes when firms moving to the underground sector
reduce rent-seeking opportunities for corrupt officials in the official sector (and thus reduce
corruption). On the other hand, corruption and the shadow economy would be complemen-
tary when firms operating in the shadow economy would offer bribes to avoid punishment
or to secure services from the official sector (Hendriks et al. 1999). Empirically, Buehn and
Schneider (2012) and Johnson et al. (1997) find support for the complementarity view, while
Dreher et al. (2009) find substitution.2 Thus, the extant body of knowledge has been unable
to provide definitive insights into the links between corruption and the shadow economy.
Yet, pegging a relation can be instructive for policy coordination.

It has been recognized for some time that institutions diffuse across neighboring nations
(Bonaglia et al. 2001; Seldadyo et al. 2010; Simmons and Elkins 2004). Contiguous nations,
owing to shared histories or learning and from relatively frequent exchanges of populations,
tend to mimic institutional setups. Both corruption and the shadow sector are two instances.
Economic agents in a nation might “learn” from corrupt neighbors about corrupt practices
(Lambsdorff and Teksoz 2004). Alternatively, neighboring countries might share colonial
legacies, language or culture and these might shape institutions.

Empirical tests until now are limited primarily to examining the presence of corruption
contagion. In terms of related empirical evidence, Goel and Nelson (2007) find support
for corruption contagion across U.S. states, while Becker et al. (2009), Majeed and Mac-
Donald (2011) and Márquez et al. (2011) focus on the cross-national spatial dimensions.
Herwartz et al. (2011) have examined the regional spatial effects of the shadow economy
within Europe, whereas Seldadyo et al. (2010) study the spatial aspects of governance. It
is yet not clear, however, whether (i) the shadow economy in a country has contagion ef-
fects; and (ii) if corruption (the shadow economy) in a country has spillovers in terms of
substitution/complementarity with the neighboring shadow economy (corruption) (we call
this cross-contagion).

The present research adds to the debate surrounding corruption and the shadow econ-
omy by considering their spatial dimensions. Specifically, we uniquely consider the cross-
country spatial spillovers involving corruption and the shadow economy, focusing on both
own-spillovers (i.e., the shadow economy (corruption) in a country affecting the neighbor-
ing shadow economy (corruption)), and cross-spillovers (the shadow economy in a country
affecting neighboring corruption and vice versa). Thus, the contribution herein is both to the
corruption-shadow economy literature and to the related contagion literature. Can the ambi-
guity in the corruption-shadow economy relation be attributed to a lack of consideration of

2In an interesting angle, Dreher and Schneider (2010) argue that the substitution-complementarity relations
between corruption and the shadow economy might be different across rich and poor nations.



Public Choice (2014) 161:119–139 121

spatial dimensions? Findings of regional linkages in the corruption-shadow economy nexus
can be instructive in policy formation.

The results show complementarity between corruption and the shadow economy. We
find evidence of own contagion in both corruption and the shadow economy, while cross-
contagion mostly points to substitution between own shadow economy (corruption) and
neighboring corruption (shadow economy). These findings are fairly robust. In the remain-
ing sections of this paper, we discuss the model in Sect. 2. Section 3 describes the data set;
the empirical results are reported in Sect. 4; and the final section offers concluding remarks.

2 Model

2.1 Theoretical background

2.1.1 Corruption and the shadow economy

Theoretically, one can envision how corruption and the shadow economy might be inter-
twined. The prevalence of corruption in an economy would make shadow operations easier
to set up—e.g., obtain official permits. The potential cost of operating underground is lower
when bribes enable shadow operators to escape or mitigate punishment. Further, since un-
derground operators do not have legal rights, corruption might enable them to bribe corrupt
officials into acting as enforcers. On the other hand, a shadow sector can also aid corrupt
activity, e.g., when shadow operations enable stashing of corrupt earnings.

The perceived complementarity between corruption and the shadow economy, however,
becomes weak when one thinks about the nature of bribes—i.e., their size (petty or grand
corruption) and their nature (cash versus non-cash); see Goel et al. (2013). For instance,
stashing of petty cash or in-kind corrupt earnings would generally not be possible in the
shadow sector, thus undermining the complementarity view. While it has been noted that
firms’ opportunities to shift to the underground sector can reduce the rent-seeking pie for
corrupt officials, our focus on how the nature and the size of bribes might have the same
effect seems new.

In a related study, Choi and Thum (2005) posit that complementarity between official and
unofficial sectors of the economy can exist when the presence of the shadow sector induces
corrupt officials in the official sector to reduce their bribe demands, thus expanding the for-
mal sector. Dreher et al. (2009) have also argued that going underground enables firms to
avoid bribery. In this sense, the shadow economy can have an overall beneficial effect. On
the other hand, Johnson et al. (1997) and others have argued that shifting production to the
unofficial sector lowers tax revenue and affects the provision of public goods. This dimin-
ished provision of public goods negatively impacts productivity, implying that the expansion
of the shadow sector is harmful. While not disagreeing with these arguments, we add a third
dimension to the linkage between corruption and the shadow economy by arguing that when
firms move to the underground sector, they expose themselves to the risk of punishment and
detection. Unlike the previously mentioned studies, we argue that not all law enforcement
officials are honest and the underground firms would be at greater risk of exploitation by cor-
rupt officials. In this sense, growth in the shadow sector would be accompanied by growth in
corruption and these linkages could be both internal and external (cross-contagion). Overall,
the theory does not provide a definite relation between the shadow economy and corruption
(see Buehn and Schneider 2012).
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2.1.2 Spatial diffusion of the shadow economy and corruption

Corruption contagion Spatial dimensions incorporate externalities that common histories,
culture or trade might confer on contiguous nations (Anselin 1988; Herwartz et al. 2011).
National borders might have been drawn by colonial powers and might not form indepen-
dent economic units. Further, insights about the mechanisms of offering bribes in one nation
might be instructive to potential lawbreakers in other nations and such information flows
faster in geographically closer nations (Seldadyo et al. 2010). Additionally, contiguous na-
tions might over time imitate the institutional setups of their successful neighbors (Simmons
and Elkins 2004). Thinking about petty versus grand corruption, petty corruption exchanges
are likely to be confined within national borders—e.g., bribing a local police officer. Yet
another possible diffusion difference might occur when one considers the distinction be-
tween economic and political corruption. Economic corruption might diffuse across nations
through trade, while political corruption might be more nation-centric and its diffusion is
likely to occur slowly.

Shadow economy contagion Underground businesses deal with other firms, who them-
selves might not also be operating underground. These business operators often trade with
firms in neighboring nations—thus spreading shadow economy contagion. The outsourcing
of production and business services has bolstered international trade—both in the official
and unofficial sectors.

Government officials are not generally directly involved in unofficial trade, unless under-
ground operators are seeking favors from corrupt officials. The absence of direct involve-
ment by government officials in shadow economy deals makes such transactions relatively
less reliant on the specifics of government structure (rules) of any one nation, and thereby
more prone to geographic spillovers. An example might be shadow operators making lower
cost goods by not adhering to official environmental standards and then exporting the out-
put. Here too, there might be learning from neighbors about ways to “dodge the system” to
operate underground.

Reflecting some more on the possible spatial differences between corruption and the
shadow economy, it is conceivable that the two might diffuse differently. For instance, cor-
rupt relations involve two parties—a corrupt government official and a bribe payer.3 Spatial
externalities in corruption would exist when one of the parties is either located in a different
country (e.g., an exporter paying a bribe to a foreign official) or the agents in one nation
are learning to be corrupt from their corrupt neighbors (see Lambsdorff and Teksoz 2004).
However, because regulations and bureaucratic hierarchies are mostly nation-specific, deal-
ing with foreign (potentially corrupt) officials is not on the same footing as dealing with
domestic corrupt officials. Thus, other than the demonstration effect, cross-border spillovers
of corruption might be limited, especially to grand corruption.

Corruption-shadow economy cross-contagion: from shadow to corruption The consider-
ation of cross-contagion, wherein a nation’s corruption (the shadow economy) affects the
neighboring shadow economy (corruption) is unique to this paper. Broadly speaking, these
cross-spillovers arise from international trade.

As a start, similar arguments regarding substitution-complementarity between corruption
and the shadow economy internally can also apply to cross-contagion. First, cross-border

3More generally, both parties could represent multiple players.
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transactions, especially involving underground operators, are likely to spur corruption in the
customs department (in both nations). This can engender cross-contagion—greater shadow
operations in country A can spur corruption in country B, especially when the exporters of
products produced in the shadow sector seek to sell them in the neighboring official sec-
tor through bribery. Second, products produced in the shadow sector might not meet labor
guidelines or environmental standards and exporters of such products would then bribe offi-
cials in the importing country to have their products certified. Third, as argued in the previ-
ous section, higher taxes induce firms to operate underground (Johnson et al. 1997), by set-
ting up shadow operations in a neighboring country. This would spur corrupt activity in the
home country when the profits of the shadow operations are sent back to the home country
and bribes are paid to disguise such transfers. Finally, remittances by foreign workers em-
ployed in the shadow sector might be accompanied by bribes in their home country to have
them flow through official channels. The relation between the shadow economy and foreign
corruption does not, however, necessarily have to be positive. For instance, greater move-
ment of firms to the underground sector might reduce rent-seeking opportunities—when,
for example, corrupt license issuers in the official sector are not solicited by underground
operators (Dreher et al. 2009).

Corruption-shadow economy cross-contagion: from corruption to shadow More corrup-
tion increases the size of the shadow economy when bribes facilitate setting up underground
operations; conversely, more corruption can reduce the shadow economy when corruption is
seen as an additional cost of operating underground. In a spatial context, higher corruption
in one country might force some firms in the official sector to set up shadow operations in
neighboring nations to lower the costs of doing business. Further, corrupt military leaders
might find it easier to solicit procurement bribes from neighboring shadow defense sup-
pliers. Democratically elected leaders, answerable to their voters, might find it politically
expedient to solicit bribes for favors from foreign shadow producers. Additionally, corrupt
officials might find ready buyers of privileged information (e.g., government patents, gov-
ernment procurement plans) among neighboring underground operators. Finally, corrupt of-
ficials might find neighboring nations ‘safer’ for stashing corrupt earnings and setting up
underground production facilities in neighboring nations might be an expedient way to do
that.

The discussion above shows that numerous channels exist through which the shadow
economy can affect neighboring corruption and vice versa. Our spatial analysis will system-
atically determine whether they matter in fostering corruption and the shadow economy.

Hypotheses To test the previous arguments formally, we posit three hypotheses:

H1: There is complementarity between corruption and the shadow economy
H2: There exists spatial contagion between own corruption (shadow economy) and neigh-

boring corruption (shadow economy)
H3: There exists spatial cross-contagion between own corruption (shadow economy) and

neighboring shadow economy (corruption)

2.2 Empirical setup

To test the above hypotheses, borrowing from the extant literature, we estimate alter-
nate equations explaining the determinants of the shadow economy and corruption. While
the body of relevant literature is rather vast (for literature reviews see Gërxhani 2004;
Lambsdorff 2006; Schneider and Enste 2000; Treisman 2000, 2007), research examining the
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linkages between the two is more limited (Buehn and Schneider 2012; Dreher et al. 2009;
Dreher and Schneider 2010; Johnson et al. 1997). Whereas intuitively a relation between
the shadow economy and corruption is plausible, the empirical evidence is mixed. To con-
tribute to the debate, we ask, does a country’s geographic location affect the prevalence of
corruption/shadow sector and, if so, what is the nature of the relation?

2.2.1 Estimated equation

The basic empirical model draws on Dreher and Schneider (2010), and adds spatial dynam-
ics.4 Formally, we estimate the following equation for a cross-section of countries:

Yi = β0 + β1WYj + β2Xi + β3WXj + β ′
4Zi + εi, (1)

where i indexes a country; Xi and Yi represent either corruption or the size of the shadow
economy; the variable Zi is a vector of control variables (see details below); and εi is the
error term. The dependent variables in different models include (see Table 5): (i) a cross-
country index of corruption from ICRG; and (ii) three different measures of the shadow
economy—(a) from Schneider et al. (2010), called shadow economy; (b) from Alm and
Embaye (2013), dubbed shadow economy (AE); and (c) from Elgin and Öztunali (2012),
called shadow economy (EO).

Following the broader literature on the determinants of corruption/shadow economy and
Dreher and Schneider (2010), the vector Zi of explanatory variables in Eq. (1) includes
price controls, democracy, fiscal burden, rule of law, and log GDP per capita when corrup-
tion is the dependent variable; and government effectiveness, minimum wage regulations,
credit market regulations, and log GDP per capita when shadow economy is the dependent
variable.

These variables broadly proxy for macroeconomic conditions and institutions that likely
impact corruption and the shadow economy. The rationales for including them are well
documented in the literature. For instance, less regulation and better institutions would re-
duce corruption as rent-seeking abilities of bureaucrats are undermined (see Seldadyo and
de Haan 2006; Treisman 2000). Greater economic prosperity increases the costs of ille-
gal activity, and this result is quite robust in empirical studies of corruption (Gundlach and
Paldam 2009). In the literature, GDP is considered an indicator of the shadow economy
(Dell’Anno et al. 2007; Herwartz et al. 2011). The protestant religion has also been found to
reduce corruption (Lambsdorff 2006). More stringent regulations, labor market bottlenecks
and high taxes in the formal sector induce some firms to go underground (Gërxhani 2004;
Herwartz et al. 2011; Schneider and Enste 2000).

Turning to how we model contagion, the spatial lag variables WYj and WXj capture ex-
ternalities associated with corruption and the shadow economy from neighboring country j .
Each neighbor is weighted using the predetermined weight matrix W , which is a 106 × 106
(106 is the number of countries in this study) matrix defining “neighborliness.” To ensure
identification, the weight matrix must be exogenous (Anselin and Bera 1998) and we there-
fore define neighborliness using geographic distance. Specifically, wij = 1

dij
where wij is

the ij th element in the weight matrix W , and d is the geographic distance from country i

4Notable studies of determinants of the shadow economy include Dell’Anno et al. (2007) and Friedman et al.
(2000), with Schneider and Enste (2000) providing a useful earlier review.
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to country j .5 This distance function assigns heavier weight to countries that are geograph-
ically closer.

The error term may also follow a spatial autoregressive process of the following form:

εi = λWεj + ξi, (2)

where λ is a scalar (< 1); W is the weight matrix in Eq. (1); and ξi is the i.i.d. error term.

2.2.2 Testing for the presence of spatial dependence

To test Hypotheses 2 and 3, this study incorporates recent developments in spatial econo-
metrics (Anselin et al. 2004; LeSage and Pace 2009). To test for the existence of spatial
dependence, we use two widely used measures of spatial autocorrelation: (1) Moran’s I

statistic (Kelejian and Prucha 2001; Moran 1954); and (2) Geary’s C statistic (Geary 1954).
The tests agree that the shadow economy and corruption exhibit spatial dependence (see
Appendix B).

2.2.3 Estimation procedures

The inclusion of the spatial lagged dependent variable (and the other spatial lag(s)), how-
ever, induces an endogeneity problem because the spatial lag and the dependent variable
are determined simultaneously, thus using OLS leads to inconsistent estimates. In order
to obtain consistent estimates in the presence of spatial dynamics, a number of estimation
techniques have been employed, including instrumental variables (IV) (Kelejian et al. 2006;
Kelejian and Prucha 1998), maximum likelihood estimation (MLE), and general method
of moments (GMM) (Conley 1999). However, given the presence of multiple endogenous
variables, MLE is not feasible, and in the presence of unknown forms of heteroscedasticity,
traditional IV may not be the most efficient estimator. Conversely, efficient GMM estima-
tion makes use of orthogonality conditions to produce consistent and efficient estimates in
the presence of unknown forms of heteroscedasticity.6 In order to circumvent endogene-
ity problems associated with the spatial lags, we follow the advice of Kelejian and Robin-
son (1993) by instrumenting the spatial lags using spatial lags of the exogenous regressors
along with their higher powers. To ensure “good” instruments—i.e., correlated with the
endogenous variables and orthogonal to the errors—we employ three identification tests:
(1) an overidentification test using Hansen’s J statistic; (2) an underidentification test us-
ing the Kleibergen-Paap (2006) rk LM statistic; and (3) a weak identification test using the
Kleibergen-Paap (2006) rk Wald statistic.7

5Several previous studies have also employed geographic distance (Becker et al. 2009; and Ertur and Koch
2007). The haversine distance formula is used to calculate the great-circle distance between capital cities
using data provided by Mayer and Zignago (2011). In constructing the weight matrix, the maximum distance
band is selected to ensure that all countries possess at least one neighbor, to avoid rows containing all zeros.
In order to facilitate interpretation and make the results comparable (e.g., the Shadow economy (AE) contains
only 95 of the 106 countries), we chose to row-standardize each weight matrix (i.e., each element in a row is
divided by the row sum).
6In order to make efficient GMM feasible, a two-step procedure is used. The first step estimates the covariance
matrix under the assumption of i.i.d errors, and the second step uses this estimate for computing the optimal
weighting matrix (Baum et al. 2007).
7Underidentification tests the relevance of the instruments with a rejection of the null indicating that the model
is identified; weak identification tests if the instruments are only weakly correlated with the endogenous
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3 Data

The data consist of a cross-section of 106 countries averaged over the period 1999 to 2008
(although we extend the series somewhat in Table 3). The main variables of interest include:
three measures of the shadow economy and one measure of corruption. We use the ICRG
corruption index to capture cross-national corruption. This index is based on expert ratings
of corruption in a country (see www.prsgroup.com for details).8

Regarding measures of the shadow economy, we employ three different measures.
Schneider and associates have long provided estimates of the shadow economy (as a per-
centage of GDP). The series we use is based on the MIMIC method (see Herwartz et al. 2011
and Schneider et al. 2010; also Frey and Weck-Hanneman 1984; Giles 1999; and Schneider
2007). The span of the shadow economy data constrains the time period of our study.

In addition, we incorporate two other measures of the shadow economy from Elgin and
Öztunali (2012) (EO) and Alm and Embaye (2013) (AE). Elgin and Öztunali (2012) provide
a recent measure based on a two-sector (official and shadow) dynamic general equilibrium
model. The authors solve this model for the steady state and calibrate the model’s key param-
eters to match observables in the data. They then use the model to back out the unobservable
size of the shadow economy. Alternatively, Alm and Embaye (2013) constructed estimates
for the shadow economy using the currency demand approach and dynamic panel estimation
methods. Given that underground operations are secretive and inherently hard to measure,
using alternate measures of the shadow economy provides a useful robustness check.

In our sample, the average size of the shadow economy is 32.2 % of GDP (based on the
Schneider et al. 2010 measure of the shadow economy), but varies significantly across coun-
tries (Table 5). For instance, the smallest shadow economy is only 8.5 % of GDP (Switzer-
land) and the largest is 66.1 % (Bolivia), again based on Schneider et al. (2010). Similarly,
the average corruption level is 3.5 with a low of zero (Finland) and high of 5.6 (Zimbabwe),
on a zero to six scale. The simple pairwise correlation between corruption and shadow
economy is 0.626; between corruption and shadow economy (EO) is 0.608; and between
corruption and shadow economy (AE) is 0.706. The correlation between shadow economy
and shadow economy (EO) is 0.990; between shadow economy and shadow economy (AE)
is 0.703; and between shadow economy (EO) and shadow economy (AE) is 0.678. The other
variables are from “standard” sources used in the literature (see Appendix A).

4 Results

4.1 Effect of corruption on the shadow economy

Table 1 provides estimates of Eq. (1) with the shadow economy (from Schneider et al. 2010)
as the dependent variable (Y ) and corruption as an explanatory variable (X). Column 1

variables; and overidentification tests the validity of the instruments wherein a rejection of the null casts
doubt on the validity of the instruments (see Baum et al. 2007 and citations therein for more information).
To check if the instruments are correlated with the endogenous variables, we also report the first-stage F -
statistics. Further, to check the validity of the subset of instruments relating to the spatial lags of the exogenous
regressors, we report the C statistic (difference-in-Hansen). A rejection of the C statistic casts doubt on the
validity of the spatial lag instruments.
8Unlike corruption perceptions indices from Transparency International and the World Bank (2013), the
ICRG index possesses useful time series properties (Seldadyo and de Haan 2006; Treisman 2007).

http://www.prsgroup.com
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Table 1 Determinants of the shadow economy

Dependent variable: shadow economy Baseline Spatial dynamics

(1) (2) (3) (4)

corruption 2.160
(1.469)

3.055
(2.984)

4.952∗∗
(2.417)

4.864∗
(2.576)

shadow economy (spatial lag) – – 0.476∗∗∗
(0.123)

0.453∗∗
(0.220)

corruption (spatial lag) – – – 0.738
(2.524)

log GDP per capita −1.832∗
(1.086)

−1.756
(1.084)

−1.750∗
(1.001)

−1.830∗
(1.006)

credit market regulations −3.103∗∗∗
(1.146)

−2.855∗∗∗
(1.065)

−2.669∗∗∗
(0.915)

−2.562∗∗∗
(0.914)

minimum wage regulations 0.854∗
(0.507)

0.764
(0.507)

0.718
(0.471)

0.822
(0.516)

government effectiveness −7.315∗∗∗
(2.543)

−6.513∗
(3.803)

−1.820
(3.250)

−1.580
(3.399)

Observations 106 106 106 106

Method OLS GMM GMM GMM

R-squared 0.597 0.595 0.585 0.583

Kleibergen-Paap rk Wald F statistic – 13.90 3.868 3.763

Kleibergen-Paap rk LM statistic – 25.15∗∗∗ 32.91∗∗∗ 27.58∗∗∗
– [0.000] [0.000] [0.000]

Hansen’s J statistic – 4.768 10.03 10.59

– [0.190] [0.527] [0.391]

C statistic – 8.61
[0.475]

10.27
[0.329]

First-Stage F -test

corruption – 13.90∗∗∗
[0.000]

5.12∗∗∗
[0.000]

5.12∗∗∗
[0.000]

shadow economy (spatial lag) – – 85.25∗∗∗
[0.000]

85.25∗∗∗
[0.000]

corruption (spatial lag) – – – 30.15∗∗∗
[0.000]

Notes: See Table 5 for variable details. Constant included but not reported

Two-step GMM estimates reported in columns 2–4 with robust standard errors in parentheses and probability
values in brackets. Asterisks denote significance at the following levels: ∗∗∗p < 0.01, ∗∗p < 0.05, ∗p < 0.1.
The critical values for the Kleibergen-Paap rk Wald F statistic are in Stock and Yogo (2005), corruption is
instrumented with fiscal burden, price controls, rule of law, and democracy. In the presence of spatial lags,
spatial lags of the explanatory variables (up to second and third order) are used as additional instruments

includes the results for the baseline regression using standard OLS. The coefficient on cor-
ruption is positive, but statistically insignificant. Thus, in the OLS model, statistical support
for complementarity is weak (Hypothesis 1).

Regarding the control variables for explaining the prevalence of the shadow economy, the
coefficient on log GDP per capita is negative and significant, suggesting that higher levels of
income lead to a shrinking shadow economy. Greater economic prosperity makes operating
in the shadow economy less attractive (by increasing the opportunity cost of breaking the
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law), and more prosperous nations are also likely to have stronger checks and balances
against illegal activities. Furthermore, fewer (lax) regulations in the credit market lead to a
larger shadow economy, given by the negative and significant coefficient. Minimum wage
regulations result in a larger shadow economy, as firms move underground. Finally, more
effective government leads to a smaller shadow economy, as shown by the negative and
statistically significant coefficient. These results are generally consistent with intuition and
are in line with the findings of Dreher and Schneider (2010).

It is plausible, however, that corruption is endogenous (i.e., corruption is affected by the
shadow economy); therefore we instrument corruption with fiscal burden, price controls,
rule of law and democracy and estimate Eq. (1) using two-step efficient GMM (see Dreher
and Schneider 2010). These variables have been identified by others as affecting corruption
(Lambsdorff 2006; Seldadyo and de Haan 2006). These results in column 2 are generally
consistent with the results using OLS.

In light of our earlier discussion of possible spatial dependence with respect to both
the shadow economy and corruption, along with tests of spatial autocorrelation confirming
evidence of spatial dependence (Appendix B), the last two columns in Table 1 include spatial
lags of shadow economy (column 3) and both shadow economy and corruption (column 4).

Interestingly, the coefficient on corruption is now positive and significant, suggesting
that more corruption is associated with a larger shadow economy. In other words, we find
that corruption is complementary to the shadow economy, supporting Hypothesis 1. On
average, an increase in the index of corruption by one point increases the size of the shadow
economy (% of GDP) by approximately five percentage points. These findings suggest that
greater corruption increases the incentives for businesses to go underground.

The coefficient for the spatial lag on the shadow economy in column 3 is positive and sig-
nificant, indicating that a larger shadow economy in one country encourages larger shadow
economies in neighboring countries (Hypothesis 2). Specifically, a one percentage point in-
crease in the size of country j ’s shadow economy, on average, increases country i’s shadow
economy by approximately 0.48 percentage points. This finding is consistent with the no-
tion that underground operators in one nation are more likely to deal/trade with underground
operators in neighboring nations (because of lower costs or lower expected punishment).

To ascertain the effects of neighboring corruption on the shadow economy (cross-
contagion), column 4 includes a spatial lag of corruption. The coefficient on this variable,
although positive, is statistically insignificant. In other words, we are unable to find support
for cross-contagion. The ineffectiveness of neighboring corruption might arise because for-
eign corrupt activities are relatively less likely to involve domestic shadow operators bribing
foreign officials.

The control variables in columns 3 and 4 have effects similar to the baseline regression,
except that government effectiveness is now insignificant—conceivably due to the spatial lag
terms capturing possible yardstick competition associated with government effectiveness.
The diagnostic tests show that the instruments are both valid and relevant.

4.2 Effect of the shadow economy on corruption

Table 2 provides the estimates of Eq. (1) with corruption as the dependent variable (Y ) in
Eq. (1) and the shadow economy as an explanatory variable (X). Researchers examining the
causes of corruption have a relatively larger body of work that they can draw upon (com-
pared to the shadow economy) (Aidt 2003; Lambsdorff 2006; Seldadyo and de Haan 2006;
Treisman 2000).9 Given its very nature, corruption can be affected by numerous factors (see

9Detailed theoretical rationales for corruption are in Rose-Ackerman (1999) and Shleifer and Vishny (1993).
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Table 2 Determinants of corruption

Dependent variable: corruption Baseline Spatial dynamics

(1) (2) (3) (4) (5)

shadow economy 0.005
(0.006)

−0.053
(0.039)

−0.015
(0.013)

−0.007
(0.011)

−0.011
(0.012)

corruption (spatial lag) – – 0.163
(0.104)

0.480∗∗∗
(0.158)

0.441∗∗
(0.178)

shadow economy (spatial lag) – – – −0.035∗∗
(0.014)

−0.028∗∗
(0.014)

log GDP per capita −0.027
(0.083)

−0.209∗
(0.124)

−0.115∗
(0.069)

−0.049
(0.071)

−0.078
(0.075)

fiscal burden 0.261∗∗∗
(0.090)

0.395∗∗∗
(0.127)

0.321∗∗∗
(0.082)

0.238∗∗∗
(0.084)

0.247∗∗∗
(0.083)

price controls 0.134∗∗∗
(0.036)

0.103∗
(0.055)

0.160∗∗∗
(0.033)

0.099∗∗
(0.038)

0.104∗∗∗
(0.039)

rule of law −0.700∗∗∗
(0.131)

−1.170∗∗∗
(0.362)

−0.786∗∗∗
(0.156)

−0.927∗∗∗
(0.152)

−0.885∗∗∗
(0.157)

democracy −0.026
(0.020)

0.018
(0.035)

−0.001
(0.021)

0.013
(0.021)

0.014
(0.022)

Protestant – – – – −0.004
(0.003)

ethnolinguistic fractionalization – – – – −0.115
(0.241)

Observations 106 106 106 106 106

Method OLS GMM GMM GMM GMM

R-squared 0.763 0.564 0.733 0.759 0.762

Kleibergen-Paap rk Wald F statistic – 1.134 1.859 1.800 1.687

Kleibergen-Paap rk LM statistic – 3.482 21.07∗∗ 20.27∗∗ 17.65∗
– [0.323] [0.049] [0.042] [0.090]

Hansen’s J statistic – 1.069 13.19 8.303 11.87

– [0.586] [0.281] [0.599] [0.294]

C statistic – – 11.87
[0.294]

8.30
[0.599]

11.87
[0.294]

First-Stage F -test

shadow economy – 1.13
[0.339]

2.13∗∗
[0.020]

2.13∗∗
[0.020]

2.21∗∗
[0.016]

shadow economy (spatial lag) – – – 128.96∗∗∗
[0.000]

105.95∗∗∗
[0.000]

corruption (spatial lag) – – 128.96∗∗∗
[0.000]

115.08∗∗∗
[0.000]

61.27∗∗∗
[0.000]

Notes: See Table 5 for variable details. Constant included but not reported

Two-step GMM estimates reported in Columns 2–5 with robust standard errors in parentheses and probability
values in brackets. Asterisks denote significance at the following levels: ∗∗∗p < 0.01, ∗∗p < 0.05, ∗p < 0.1.
The critical values for the Kleibergen-Paap rk Wald F statistic are in Stock and Yogo (2005), shadow economy
is instrumented with credit market regulations, minimum wage regulations, and government effectiveness. In
the presence of spatial lags, spatial lags of the explanatory variables (up to second and third order) are used
as additional instruments
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Seldadyo and de Haan 2006). Our choice of the set of determinants is dictated by select-
ing the key variables from the literature (Dreher and Schneider 2010; Lambsdorff 2006;
Seldadyo and de Haan 2006).

Column 1 provides the baseline OLS estimates for Eq. (1). Here, the coefficient on the
shadow economy is positive but insignificant. So we fail to find complementarity between
corruption and the shadow economy in the corruption equation. This could happen when
shadow operators are successful at evading detection or when some government services are
also available from private vendors in a mixed oligopoly where private and public sector
firms compete.

With respect to the control variables, both log GDP per capita and democracy are nega-
tive and insignificant, whereas fiscal burden and price controls are positive and significant;
rule of law is negative and significant. In other words, more corruption is present in coun-
tries that are less economically free (Goel and Nelson 2005); have tighter price regulations;
and have an ineffective rule of law.

The second column gives estimates of Eq. (1) using two-step efficient GMM and instru-
menting the shadow economy with credit market regulations, minimum wage regulations,
and government effectiveness to account for endogeneity issues. The estimated coefficients
are similar to those in column 1, except that the coefficient on shadow economy is now neg-
ative, albeit insignificant.10 Again, the shadow to corruption linkage fails to find statistical
support. The coefficient on economic prosperity is negative and marginally significant.

The last three columns in Table 2 include spatial dynamics. The coefficient on the spatial
lag of corruption is positive and statistically significant in two of the three models (Becker
et al. 2009). Thus, we find support for corruption contagion (Hypothesis 2).

Column 4 includes spatial lags of corruption and of the shadow economy. For all speci-
fications controlling for simultaneous effects, the diagnostic tests agree that the instruments
are relevant and valid. Here, the coefficient on the spatial lag on corruption becomes sig-
nificant, suggesting complementarity between corruption in one country and corruption of
neighboring countries. That is, a one point increase in the corruption index for country j

increases country i’s level of corruption by 0.48 points (on average). The coefficient on the
spatial lag of the shadow economy is significant and negative—larger neighboring shadow
sectors reduce corruption in own country as bribe-seeking opportunities are diminished
(Dreher et al. 2009).

To summarize, the results show complementarity between corruption and the shadow
economy in the shadow economy determinants equation. We also find support for own-
contagion (Hypothesis 2), as well as for cross-contagion (Hypothesis 3).

4.3 Robustness checks

We perform robustness checks to test the validity of our findings, including using alter-
nate measures of the shadow economy, different estimation techniques and additional influ-
ences.11

10Again, these results are largely consistent with the findings of Dreher and Schneider (2010). However,
the diagnostic tests indicate some potential problems with the instrument set. Although the Hansen J test is
insignificant, indicating valid instruments, both the first-stage F -statistic and the two Kleibergen and Paap
(2006) tests suggest that the instruments are rather poor. As noted above, given the multi-faceted nature of
corrupt activities, finding reliable instruments remains a challenge for corruption research.
11Furthermore, ignoring spatial dependence of the errors could cause biased estimates of the standard errors;
we therefore corrected for spatial error dependence of the form in Eq. (2) and the results remained robust.
These results are available by request from the authors.
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4.3.1 Using alternate measures of the shadow economy

The shadow economy is by its very nature unobservable in official statistics and thus diffi-
cult to measure. As a robustness check, the previous specifications are replicated using two
different measures of the shadow economy developed recently by Elgin and Öztunali (2012)
and Alm and Embaye (2013). Elgin and Öztunali (2012) use a two-sector dynamic general
equilibrium model, whereas Alm and Embaye (2013) use the currency demand method. The
EO shadow measure is more closely correlated with the Schneider et al. (2010) measure
than the AE measure.

Columns 1 and 2 of Table 3 show results when shadow economy (AE) and shadow econ-
omy (EO), respectively, are the dependent variables. Alternatively, columns 3 and 4 provide
results when corruption is the dependent variable and shadow economy (AE) and shadow
economy (EO) are the main regressors, respectively. Again, we find complementarity be-
tween corruption and shadow economy in the shadow economy determinants regressions
(with a positive and statistically insignificant sign on shadow economy in that equation). In
both cases there are significant own- and cross-contagion effects. Overall, the results remain
robust to different measures of the shadow economy.

4.3.2 Using alternate estimation techniques

As a further robustness check, we employed different estimation techniques, including three-
stage least squares (3SLS) and panel regressions and re-estimated the models in column 3 of
Tables 1 and 2. When estimating cross-section regressions, significant variation is masked by
using average data; we therefore use annual observations by country and estimated a panel
regression. These results are in columns 2 and 4 in Table 4 (with a sample of 67 countries
over 2000–2006).

Corruption and the shadow economy are complements in the shadow determinants equa-
tion, but substitutes in the corruption-determinants equation. The substitution between cor-
ruption and the shadow economy in the corruption equation has been identified earlier in
the literature (Dreher et al. 2009). The two spatial lags remain significant and supportive
of earlier predictions—i.e., significant own contagion and negative and significant cross-
contagion.12

Further, in light of a possible simultaneity bias caused by corruption and shadow econ-
omy being simultaneously determined in Eq. (1), we employ a system of simultaneous equa-
tions using 3SLS. The results are Table 4 (columns 1, 3); the main findings remain robust.

4.3.3 Using additional explanatory variables

Following the larger literature (Lambsdorff 2006), the last column in Table 2, consid-
ers some additional determinants of corruption. Social structure and religion can sig-
nificantly dictate propensities to be corrupt. In particular, we include the percentage
of the population belonging to the Protestant religion and ethnolinguistic fractionaliza-
tion. The Protestant work ethic is argued to be “clean” and greater fractionalization of
the populace might suggest that people are unable effectively to use bribes to enforce
contracts (Lambsdorff 2006). The coefficients on both ethnolinguistic fractionalization
and Protestant are negative and insignificant (see Becker et al. 2009; Lambsdorff 2006;
Treisman 2000). The coefficient on the spatial lag on corruption remains positive and sig-
nificant, and that on cross-contagion is negative and significant.

12However, the statistical support for cross-contagion in the shadow equation is weak (Table 4, column 1).
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Table 3 Robustness check: Using alternate measures of shadow economy

Dependent variable: (1) (2) Dependent variable: (3) (4)

shadow
economy
(AE)

shadow
economy
(EO)

corruption corruption

corruption 5.818∗∗∗
(1.910)

5.542∗
(3.008)

shadow economy + 0.019
(0.017)

0.005
(0.009)

shadow economy 0.835∗∗∗ 0.526∗ corruption 0.450∗∗∗ 0.583∗∗∗
(spatial lag) (0.242) (0.271) (spatial lag) (0.159) (0.128)

corruption −6.571∗∗∗ −1.910 shadow economy −0.047∗∗ −0.044∗∗∗
(spatial lag) (2.435) (3.400) (spatial lag) (0.018) (0.012)

log GDP per capita −1.623∗∗
(0.802)

−2.381∗∗
(1.101)

log GDP per capita −0.055
(0.082)

−0.034
(0.064)

credit market regulations −0.404
(0.716)

−2.103∗∗
(0.953)

fiscal burden 0.182∗∗
(0.086)

0.211∗∗
(0.090)

minimum wage regulations 0.949∗∗
(0.362)

0.625
(0.585)

price controls 0.119∗∗∗
(0.037)

0.047
(0.038)

government effectiveness 0.585
(2.653)

−0.423
(3.964)

rule of law −0.650∗∗∗
(0.143)

−0.830∗∗∗
(0.125)

democracy −0.005
(0.022)

0.001
(0.018)

Observations 95 106 Observations 95 106

Method GMM GMM Method GMM GMM

R-squared 0.764 0.559 R-squared 0.789 0.771

Kleibergen-Paap rk Wald
F statistic

2.966 5.013 Kleibergen-Paap rk
Wald F statistic

3.945 2.351

Kleibergen-Paap rk LM
statistic

11.74∗
[0.068]

25.79∗∗∗
[0.007]

Kleibergen-Paap rk LM
statistic

11.64
[0.391]

20.84∗∗
[0.035]

Hansen’s J statistic 2.791
[0.732]

7.865
[0.642]

Hansen’s J statistic 11.70
[0.306]

5.669
0.842

C statistic 1.82
[0.768]

7.45
[0.591]

11.70
[0.306]

5.67
[0.842]

First-Stage F -test First-Stage F -test

corruption 6.41∗∗∗
[0.000]

4.73∗∗∗
[0.000]

shadow economy 4.35∗∗∗
[0.000]

2.50∗∗∗
[0.000]

shadow economy
(spatial lag)

82.30∗∗∗
[0.000]

64.79∗∗∗
[0.000]

shadow economy
(spatial lag)

57.16∗∗∗
[0.000]

103.87∗∗∗
[0.000]

corruption (spatial lag) 31.44∗∗∗
[0.000]

50.85∗∗∗
[0.000]

corruption
(spatial lag)

129.68∗∗∗
[0.000]

280.13∗∗∗
[0.000]

Notes: See Table 5 for variable details. Constant is included but not reported

Two-step GMM estimates reported in columns 1–4 with robust standard errors in parentheses and probability
values in brackets. Asterisks denote significance at the following levels: ∗∗∗p < 0.01, ∗∗p < 0.05, ∗p < 0.1.
The critical values for the Kleibergen-Paap rk Wald F statistic are in Stock and Yogo (2005), shadow economy
is instrumented with credit market regulations, minimum wage regulations, and government effectiveness,
corruption is instrumented with fiscal burden, price controls, rule of law, and democracy. Spatial lags of the
explanatory variables (up to second and third order) are used as additional instruments. + Columns 3 and 4,
respectively, correspond to shadow economy (AE) and shadow economy (EO). Columns 2 and 4 use variables
averaged from 1990 to 2008
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Table 4 Robustness check: Alternate estimation methods—3SLS and panel regression

Dependent variable: (1) (2) Dependent variable: (3) (4)

shadow
economy

shadow
economy

corruption corruption

corruption 5.877∗∗
(2.398)

4.102∗∗
(1.855)

shadow economy 0.010
(0.012)

−0.030∗∗
(0.015)

shadow economy 0.626∗∗∗ 0.641∗∗∗ corruption 0.348∗∗ 0.437∗∗∗
(spatial lag) (0.194) (0.187) (spatial lag) (0.173) (0.087)

corruption −3.092 −5.538∗∗ shadow economy −0.037∗∗ −0.039∗∗∗
(spatial lag) (2.474) (2.257) (spatial lag) (0.015) (0.010)

log GDP per capita −2.096∗ −3.036∗∗∗ log GDP per capita 0.004 −0.159∗∗
(1.149) (1.068) (0.071) (0.066)

credit market regulations −2.321∗∗ −2.475∗∗∗ fiscal burden 0.196∗∗ 0.090

(0.960) (0.785) (0.095) (0.067)

minimum wage regulations 0.514
(0.522)

0.064
(0.342)

price controls 0.077∗
(0.043)

0.070∗∗∗
(0.023)

government effectiveness −0.837
(3.246)

−3.325
(2.459)

rule of law −0.868∗∗∗
(0.151)

−1.219∗∗∗
(0.148)

democracy −0.003
(0.022)

0.045∗∗
(0.020)

Observations 106 402 Observations 106 402

Estimation method 3SLS Panel Estimation method 3SLS Panel

R-squared 0.574 0.507 R-squared 0.771 0.730

Notes: See Table 5 for variable details. Constant included in all models and time dummies included in panel
regressions, but both are not reported

Standard errors are in parentheses and probability values are in brackets. Asterisks denote significance at the
following levels: ∗∗∗p < 0.01, ∗∗p < 0.05, ∗p < 0.1

Endogenous variables include shadow economy, shadow economy (spatial lag), corruption, and corruption
(spatial lag). Excluded exogenous variables used as instruments include spatial lags of the explanatory vari-
ables (up to second and third order)

4.3.4 Impact of outliers

We also checked for the sensitivity of our results to the presence of outliers by dropping
countries with the largest and smallest shadow economies (Bolivia and Switzerland) and
the highest and lowest level of corruption (Zimbabwe and Finland). The results remained
robust.

4.3.5 Developed versus developing country subsamples

Developed and developing nations can have structural differences not captured by the vari-
ables in our setup. To address this (see Dreher and Schneider 2010), we checked for differ-
ences between high and low income countries using World Bank (2013) classifications. We
were unable to find statistically significant differences. It could be the case that spatial con-
siderations do not enable “clean” demarcation of developed and developing nations, thus
resulting in insignificant differences. Overall, the analysis suggests that spatial considera-
tions matter in explaining the prevalence of the shadow economy and corruption.
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5 Concluding remarks

Using a large sample of nations, this paper examines the substitution/complementarity be-
tween corruption and the shadow economy, paying special attention to geographic spillovers.
Specifically, we examine whether there is own contagion in corruption and the shadow econ-
omy and whether there is cross-contagion.

The results show that the shadow economy and corruption are complements when esti-
mating the determinants of the shadow economy (Hypothesis 1); however, the relation is not
robust in the corruption-determinants equation. This relation is sensitive to whether cross-
sectional or panel analysis is used. We find evidence to support own contagion in both the
shadow economy and corruption (Hypothesis 2—see Becker et al. 2009). Further, cross-
contagion exists in corruption to the shadow economy and vice versa (Hypothesis 3). In
other words, the shadow economy (corruption) in a country is negatively affected by neigh-
boring corruption (shadow economy). These findings hold across alternate measures of the
shadow economy.

The results regarding corruption contagion are mixed in the literature. Both Becker et al.
(2009) and Márquez et al. (2011) use Transparency International’s corruption perceptions
index, and while Becker et al. (2009) find presence of corruption contagion, Márquez et al.
(2011), fail to find corruption contagion. Neither study, however, focuses on the shadow
economy. In another angle, whereas Dreher and Schneider (2010) have shown that the
corruption-shadow nexus is sensitive to national income levels, we find no differences across
developed and developing nations when spatial effects are included. The results (at least with
regard to the shadow economy) support the notion that governance might diffuse across na-
tions (Seldadyo et al. 2010). The effects of other determinants for corruption and the shadow
economy are in general agreement with the literature.

To quantify the impact of contagion from the shadow economy, Table 7 in Appendix C
illustrates the extent of shadow economy spillovers from neighboring countries on the size
of the U.S. shadow economy (using Table 1, column 3). The largest spillovers on the U.S.
shadow economy originate in Canada’s underground sector. A one percentage point increase
in the size of the Canadian shadow economy would result in a 0.12 percentage point increase
in the U.S. shadow economy, and many neighboring countries exert spillovers on the U.S.
shadow economy.13

From a policy perspective, regional coordination of policies to combat the shadow econ-
omy is recommended. It seems that as the underground sector (corruption) grows, the neigh-
boring nations also see an increase in underground operations (corruption). We find evidence
of complementarity between own shadow economy and own corruption, but substitution in
cross-contagion. Thus, these illegal activities diffuse differently internally and externally.
Policies strengthening governance and promoting economic freedom are supported for con-
trolling corruption and the shadow economy. Given that illegal activities are hard to observe
and measure, policymakers examining recommendations for controlling the shadow econ-
omy/corruption should keep an eye on alternate measures and new estimation methods.

Acknowledgements We thank Dr. William Shughart, two referees, Michael Brün and Mike Nelson for
comments.

13Herwartz et al. (2011: 243) state that, “Depending on the region, different transactions can dominate in the
shadow activities”.
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Appendix A

Fig. 1 The size of the global shadow economy

Fig. 2 Spread of corruption worldwide

Appendix B: Pre-estimation tests

Prior to estimating Eq. (1), we conduct two tests of spatial dependence with respect to cor-
ruption and the shadow economy. The two tests are: (1) the Moran I (Moran 1954) test (2)
Geary’s C (Geary 1954) test. The two tests differ in that the Moran I is a test of global
spatial dependence, whereas the Geary C test is more sensitive to local spatial dependence.
Positive values of Moran’s I statistic indicate positive spatial autocorrelation, negative val-
ues indicate negative spatial autocorrelation and a value of zero indicates random spatial
correlation. A value of one for Geary’s C test indicates random spatial autocorrelation, zero
indicates positive spatial autocorrelation, and a value of two indicates negative spatial auto-
correlation. Both test statistics are converted to z-scores and the null hypothesis of spatial
independence is tested against the alternative of spatial dependence.
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Table 5 Variable definitions and sources

Variable Description [mean; standard deviation] Source

corruption Assessment of corruption in the political system. Originally
the index scale ranged from 0 to 6 with lower levels
indicating higher corruption, rescaled so that higher values
indicate higher values of corruption. [3.269; 1.118]

International Country Risk
Guide (ICRG) (2012)
prsgroup.com

shadow
economy

The size of the shadow economy calculated using Multiple
Indicators Multiple Causes (MIMIC) model (% of GDP).
Data is available up to 2007. [32.179; 13.458]

Schneider et al. (2010)

shadow
economy (EO)

The size of the shadow economy calculated using a
two-sector dynamic general equilibrium model (% of GDP).
Data averaged from 1990 to 2008. [32.160; 13.273]

Elgin and Öztunali (2012)

shadow
economy (AE)

The size of the shadow economy calculated using the
currency demand approach and dynamic panel data methods
(% of GDP). Data available up to 2006 and consist of 95
observations. [30.527; 9.961]

Alm and Embaye (2013)

price controls A sub-component of business regulations on a scale from
0–10. The index was rescaled so that higher scores indicate
more regulation. Data up to 2007. [4.948; 1.873]

Gwartney et al. (2009)

fiscal burden Index of income and corporate taxes and government
expenditures from 1 to 5. The index was rescaled so that
higher scores signify more fiscal burden. Data up to 2006.
[2.392; 0.662]

Heritage Foundation (2006)

democracy A measure of democracy (index) ranging from 0 to 10 with
higher numbers signifying higher degrees of democracy.
[6.548; 3.387]

Marshall and Jaggers (2012)

rule of law Index ranges from −2.5 to +2.5 with higher values
corresponding to better outcomes. Data used from 2000 to
2008. [0.069; 0.992]

Kaufmann et al. (2010)

government
effectiveness

Index ranges from −2.5 to +2.5 with higher values
corresponding to better outcomes. Data used from 2000 to
2008. [0.188; 0.995]

Kaufmann et al. (2010)

minimum wage
regulations

A sub-component of labor market regulations on a scale
from 0–10. The index was rescaled so that higher scores
indicate more regulation. Data up to 2007. [4.781; 1.944]

Gwartney and Lawson (2009)

credit market
regulations

A component of regulation of credit, labor, and business on
a scale from 0–10. The index was rescaled so that higher
scores indicate more regulation. Data up to 2007. [2.413;
1.219]

Gwartney and Lawson (2009)

ethnolinguistic
fractionaliza-
tion

Measures the probability that two randomly selected people
from a given country will belong to the same ethnolinguistic
group. In particular, fractionalization j = 1 − ∑n

i=1 s2
ij

where sij is the share of group i in country j . Year of data
vary by country. Data based on a single year. [0.438; 0.257]

Alesina et al. (2003)

Protestant The percent of the population that belonged to the Protestant
religion in 1980. Data based on single year observations.
[13.458; 21.667]

La Porta et al. (1999)

log GDP per
capita

The natural log of gross domestic product per capita in
constant 2000 U.S. dollars. [7.949; 1.590]

World Bank (2013)

Notes: Unless otherwise noted, data consist of a total of 106 countries averaged over all available data from
1999 to 2008

To re-scale the variable K we use the following formula: Knew = Maxnew−Minnew
Maxold−Minold

∗ (Kold − Minold) +
Minnew
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Table 6 Tests of spatial dependence

Variables Moran’s I Geary’s C

I z p-value C z p-value

corruption 0.269 5.171 0.000 0.719 −5.139 0.000

shadow economy 0.359 7.538 0.000 0.65 −6.838 0.000

shadow economy (AE) 0.416 7.844 0.000 0.599 −7.073 0.000

shadow economy (EO) 0.331 6.956 0.000 0.679 −6.267 0.000

Note: Variable details are in Table 5. The null hypothesis is spatial independence and the alternative hy-
pothesis is spatial dependence. Asterisks denote significance at the following levels: ∗∗∗p < 0.01, ∗∗p <

0.05, ∗p < 0.1

The results for the two tests are in Table 6. Notice for both corruption and the three
measures of the shadow economy, the tests overwhelmingly reject the null of spatial in-
dependence suggesting significant spatial dependence with respect to both corruption and
the size of the shadow economy. These results support the model setup given by Eq. (1)
augmented with two spatial lags to capture this spatial dependence.

Appendix C: Spatial spillovers of neighboring shadow activities on U.S. shadow
economy

A one percentage point increase in the size of the shadow economy of U.S. neighboring
country increases the U.S. shadow economy by (Table 7).

Table 7 Spillovers of neighboring shadow activities on US shadow economy

Neighboring Country Capital City Distance (km) Percent

Canada Ottawa 736.35 0.118
Costa Rica San Jose 3287.73 0.026
Dominican Republic Santo Domingo 2369.47 0.037
El Salvador San Salvador 3046.53 0.028
Guatemala Guatemala City 3002.18 0.029
Haiti Port-au-Prince 2303.63 0.038
Honduras Tegucigalpa 2933.09 0.030
Jamaica Kingston 2324.10 0.037
Mexico Mexico (Distrito Federal) 3035.07 0.029
Nicaragua Managua 3114.94 0.028
Panama Panama City 3335.96 0.026
Trinidad and Tobago Port-of-Spain 3495.16 0.025
Venezuela, RB Caracas 3299.94 0.026

Notes: The last column (Percent) is calculated as �ShadowUS = ρωUS,j �Shadowj , where ρ is determined
to be 0. 476 from Table 1 (column 3) and ωUS,j is the inverse distance measure between the U.S. capital
city (Washington, DC) and neighboring country’s capital city. The last column (Percent) decomposes the
total spatial effect (i.e., 0.476) across various U.S. neighbors. Specifically, it gives the magnitude of spillovers
from shadow activities in neighboring countries on the size of the U.S. shadow economy as a percent of GDP.
Other possible neighboring countries not listed in the table are either absent from the data set (e.g., Cuba) or
are located beyond the distance threshold
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