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Abstract
Evidence synthesis involves drawing conclusions from trial samples that may differ from the target population of interest, 
and there is often heterogeneity among trials in sample characteristics, treatment implementation, study design, and assess-
ment of covariates. Stitching together this patchwork of evidence requires subject-matter knowledge, a clearly defined target 
population, and guidance on how to weigh evidence from different trials. Transportability analysis has provided formal 
identifiability conditions required to make unbiased causal inference in the target population. In this manuscript, we review 
these conditions along with an additional assumption required to address systematic missing data. The identifiability condi-
tions highlight the importance of accounting for differences in treatment effect modifiers between the populations underlying 
the trials and the target population. We perform simulations to evaluate the bias of conventional random effect models and 
multiply imputed estimates using the pooled trials sample and describe causal estimators that explicitly address trial-to-target 
differences in key covariates in the context of systematic missing data. Results indicate that the causal transportability esti-
mators are unbiased when treatment effect modifiers are accounted for in the analyses. Results also highlight the importance 
of carefully evaluating identifiability conditions for each trial to reduce bias due to differences in participant characteristics 
between trials and the target population. Bias can be limited by adjusting for covariates that are strongly correlated with 
missing treatment effect modifiers, including data from trials that do not differ from the target on treatment modifiers, and 
removing trials that do differ from the target and did not assess a modifier.

Keywords Systematic missing data · Causal inference · Individual participant data

Using data from clinical trials to understand what interven-
tions work best for which populations requires combining 
evidence from trials that sampled from different populations 
or subpopulations, evaluated different treatment implemen-
tations, used different study designs, and used different 
assessments of outcomes and covariates. Between-trial dif-
ferences contribute to observed heterogeneity in treatment 
effects that can obscure decisions about which interven-
tion may work best for a given target population (Brincks 

et al., 2018). Application of causal methods to evidence 
synthesis has provided guidance on the conditions required 
to generalize causal inference from trial samples to a tar-
get population (Dahabreh et al., 2019a, b, c; Markozannes 
et al., 2021; Stuart et al., 2001; Susukida et al., 2017), thus 
helping clarify the sources of treatment heterogeneity by 
addressing differences among trial and target populations. 
If all trials sample from the same target population, then 
conventional meta-analytic approaches are sufficient for 
generalizing from trials to the target. If, however, the tri-
als sample from different populations or if those popula-
tions differ from the target, additional methods are required 
(Markozannes et al., 2021). Transportability methods refer 
to approaches used to transport findings from trial popu-
lations to target populations with different distributions 
of participant characteristics. The methods define iden-
tifiability conditions (i.e., assumptions needed for doing 
causal inference with the observed data); use subject-matter 
knowledge to evaluate the feasibility of the conditions; and 
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use covariate and outcome data from trials, covariate data 
from a sample of the target population, and statistical mod-
els to produce unbiased estimates of treatment effects in 
the target population (Barker et al., 2021; Dahabreh et al., 
2020a, b; Steingrimsson & Yang, 2019).

Systematic missing data is a challenge for methods uti-
lizing individual participant data. Systematic missing data 
occurs when all trials do not measure the same set of vari-
ables. Missing a key covariate can, but does not always, 
introduce bias into the estimation of the treatment effect 
in the target population. Understanding the conditions that 
lead to bias can help reduce bias by informing decisions 
about trial inclusion and informing analytic decisions around 
covariate inclusion.

There has been work addressing systematic missing data 
in meta-analysis of individual participant data (Burgess 
et al., 2013; Jolani et al., 2015; Kunkel & Kaizar, 2017; 
Resche-Rigon et al., 2013; Resche-Rigon & White, 2018; 
Siddique et al., 2015, 2018). Results indicate that multi-
ple imputation that accounts for the multilevel structure of 
participants nested with trials results in minimal bias when 
estimating the treatment effect in the pooled trials sample. 
Importantly, this previous work defined the target population 
using the pooled trials sample, which is only well defined 
when trials are randomly sampled from the same popula-
tion (Dahabreh et al., 2019a, b, c). When the populations 
underlying the trials differ, the pooled sample is a mixture 
of populations weighted by trial sample size resulting in a 
sample from a hard to characterize population that does not 
have a clear causal interpretation (Markozannes et al., 2021).

Recently, the identifiability conditions for systematic miss-
ing data in the context of transportability analysis from multi-
ple trials to a target have been articulated (Steingrimsson et al., 
2023). In this manuscript, we will review the identifiability 
conditions necessary for causal interpretation of meta-analytic 
results, describe the additional condition needed for unbiased 
estimation in the presence of systematic missing data, and 
describe causal estimators that can be used to address sys-
tematic missing data. We used Monte Carlo simulations to 
compare these causal estimators with conventional random 
effect and imputation models while varying the strength of 
treatment effect modifiers, size of the trial-to-target differ-
ences, and pattern of systematic missing data.

Identifiability Conditions

To transport a causal parameter (e.g., average treatment effect, 
potential outcome mean) from trial samples to a target popu-
lation, certain identifiability conditions must be met (Barker 
et al., 2021; Dahabreh et al., 2020a, b; Steingrimsson & Yang, 
2019). We assume that the analyst has access to individual 
participant data on treatment assignment A, the same outcome 

Y, and baseline covariates X from a set of trials S ∈{1,… ,m }. 
We also assume that we have access to a random sample of 
baseline covariates from the target population, where an 
observation coming from the target population is denoted by 
S = 0 . Let Ya

i
 be the potential outcome if individual i were 

assigned to treatment a . The potential outcome mean in the 
target population is thus denoted as �(a) = E[Ya|S = 0] and 
the average treatment effect contrasting treatments a and a’ as 
�(a) − �(a�).

The identifiability conditions required for causal infer-
ence in the target population are as follows:

(1) Consistency: If A
i
= a , then Ya

i
= Y

i
 for every observa-

tion in the collection of trials and the target population. 
This implies that all participants who received treatment 
a received the same version of the treatment or that vari-
ation in treatment is not informative (Dahabreh et al., 
2019a, b, c; Hernán & VanderWeele, 2011; VanderWeele,  
2009), there is no interference, and there is no effect of 
trial engagement on the outcome.

(2) Within trial treatment exchangeability: For all treat-
ments a and all trials s, Ya

⟂⟂ A|(X, S = s, S ≠ 0) . This 
assumption states that potential outcomes are independ-
ent of treatment assignment conditioned on baseline 
covariates and holds when treatment assignment is ran-
domized or when there is no unmeasured confounding 
for non-randomized treatments.

(3) Positivity of treatment assignment: For every treatment a , 
trial s , and covariate pattern x , Pr[A = a|X = x, S = s] > 0 . 
This assumption states that all trial participants have a non-
zero probability of being assigned to each treatment in trial 
s . This condition holds in randomized trials but may be vio-
lated in non-randomized designs.

(4) Trial to target exchangeability: For all treatments a , 
Y
a
⟂⟂ S|X . This assumption states that the potential 

outcomes are independent from trial or target assign-
ment conditioned on baseline covariates.

(5) Positivity of trial participation: Pr[S ≠ 0|X = x] > 0 for 
every pattern of covariates x that can occur in the target 
population. This assumption states that every covariate 
pattern in the target population can occur in at least one 
of the trial samples.

The first three assumptions are standard assumptions 
made when analyzing data from randomized studies, and the 
last two are additional assumptions required for transporta-
tion from trials to a target population. Informally, the base-
line covariates that need to be adjusted for when considering 
the average treatment effect are those that modify treatment 
response and differ between trials and the target population.

The additional identifiability condition required for sys-
tematic missing data is that for every set of trials that shares 
the same pattern of systematic missing data, the missing 



1650 Prevention Science (2023) 24:1648–1658

1 3

covariates are independent of the outcome given observed 
covariates. This is akin to a missing at random assumption for 
systematic missing data. The mathematical justification for 
this assumption has been presented elsewhere (Steingrimsson 
et al., 2023). Although the additional assumption is for all 
trials that share the same pattern of systematic missing data, 
in practice, it is likely that a trial-by-trial evaluation of the 
identifiability conditions will be more feasible. This work 
applies to situations where all covariates are collected in the 
target population, that is, systematic missing data is only in 
the trial samples.

The implication of this assumption is that each trial can 
be evaluated separately and use different sets of covariates to 
satisfy identifiability conditions. For example, suppose that 
we have two trials, and that treatment response is dependent 
on symptom severity. Furthermore, suppose that symptom 
severity was assessed in the first but not the second trial. 
Unbiased estimates from the first trial could be generated 
regardless of whether the distribution of symptom severity 
differs between the trial and target population because sever-
ity was assessed in the trial and target and can be adjusted 
in the estimation process. For the second trial, unbiased esti-
mation is only possible when the trial and target have the 
same distribution of symptom severity or when the observed 
covariates account for the link between symptom severity and 
treatment response. When there are differences in symptom 
severity between the trial and target, including the second 
trial would introduce bias into the estimate of the treatment 
effect in the target population. Similarly, consider that both 
trials differed from the target population in symptom sever-
ity, but that symptom severity was assessed using different 
instruments in each trial. Presuming that both instruments are 
available in the target, both trials could account for symptom 
severity during estimation and produce unbiased estimates 
while using different measures of severity.

Estimation with Systematic Missing Data

Transporting the average treatment effect from trials to the 
target population requires individual participant data from 
the trials including treatment effect modifiers, outcomes, 
and treatment assignment. It also requires a random sample 
of covariates from the target population. The approach then 
builds statistical models that account for the differences in 
the distribution of treatment effect modifiers between trials 
and the target population. There are three types of causal 
estimators that have been developed for use with individual 
participant data (Steingrimsson et al., 2023): (1) a weighting 
estimator that models the conditional probability of selection 
to trial versus target, (2) an outcome model-based estimator 
(g-formula) that builds a prediction model of the outcome for 
each treatment condition and then uses the model to predict 

the outcome in the target population, and (3) a double robust 
estimator that uses both weighting and an outcome models 
and is unbiased if either of the two models is correctly speci-
fied. The nuisance or working models (i.e., predicting trial 
selection, predicting treatment assignment, predicting out-
come) used for these estimators can be fit using conventional 
generalized linear models or using more flexible data adap-
tive approaches such as regularized regression or random 
forests, but for the more flexible approaches, data splitting 
is needed for conducting inference (Chernozhukov et al., 
2018). Estimators are applied to each trial, or set of trials 
with the same missing data pattern, producing transported 
estimates of the treatment effect in the target population for 
each trial. The combined estimate is obtained by averaging 
over different estimates weighted by trial sample size. Other 
choices of weights are possible, but simulations show that 
the choice of weights has limited impact on performance 
(Steingrimsson et al., 2023). Standard errors and confidence 
intervals can be calculated using either sandwich variance 
estimators or nonparametric bootstrap.

Methods

Simulations were generated using the R package simstudy 
v0.5.1 and analyzed using the stats v 4.2.0, lme4 v1.1–27.1, 
and mice v3.13.0 packages. Annotated R code for the simu-
lations and analyses is included in supplemental materials. 
Data was generated for 20 trials each of size 300 (n = 6000) 
with the target sample being of size 500. Six standard nor-
mal covariates were generated (× 1– × 6) with weaker cor-
relations (r = 0.3) among × 1, × 4, and the others and stronger 
correlations (r = 0.6) among × 2, × 3, × 5, and × 6. The covari-
ates × 4– × 6 were discretized into binary variables with a 
50/50 split. For all simulations, × 3 and × 6 were used as 
treatment effect modifiers.

Trial and Population Selection

An indicator for being in the set of samples from the trials 
versus in the target sample was simulated using a logistic 
regression model with moderators (× 3 and × 6) as predic-
tors. Assignment to individual trials was generated using a 
twostep process to ensure that half of the trials were sys-
tematically distinct from the other half while also ensuring 
that on average the trials sample differed from the target 
by the desired amount. The pooled trials sample (n = 6000) 
was separated into two groups using logistic regression with 
moderators as predictors, and then trial assignment was 
evenly distributed among both halves of the pooled trials 
sample. A between trial-level random variable was added 
for all covariates.
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Treatment and Outcome Generation

For each trial, treatment assignment was marginally rand-
omized using a 1:1 ratio. The outcome variable was simu-
lated in the metric of standardized difference score (d) with 
moderators (× 3 and × 6) interacting with treatment assign-
ment. We also added a random effect for treatment to help 
simulate sources of treatment heterogeneity other than sam-
ple characteristics (e.g., treatment implementation).

Systematic Missing Data

A subset of trials was selected to have systematic missing 
data and three patterns of missing data were simulated. First, 
both moderators (× 3 and × 6) were missing. Second, half 
of the subset had moderator × 3 set to missing, while the 
other half had × 6 set to missing. The third pattern set non-
moderators × 1 and × 4 to missing.

Simulation Scenarios

The simulation setup allowed us to manipulate the size of 
covariate differences between target and trial samples, the 
strength of treatment effect modification, and the proportion 
of trials with systematic missing data. The setup also had 
several features to help illustrate use in real-world data. First, 
we included systematic differences between trial samples as 
well as random variables for covariates; trial samples can 
thus be conceptualized as being sampled from two popu-
lations that systematically differ from the target and from 
each other. We set the systematic difference between the two 
trial subsets to be moderate (odds ratio [OR] = 2.07; mean 
observed OR across simulations 1.99 [standard deviation 
0.19]) and the amount of between-trial sample variability 
on covariates to 10% (observed intra-class correlations 0.13 
[0.06]). Second, we included a random variable for the aver-
age treatment effect which simulates heterogeneity among 
treatment effects not related to sample characteristics. This 
variability was also set to 10% (observed intra-class correla-
tion 0.12 [0.04]). Third, we included both normally distrib-
uted and binary covariates. Finally, we included covariates 
with differing levels of correlation with the treatment modi-
fiers (r = 0.3 & 0.6; observed correlations 0.34 [0.03] and 
0.61 [0.03] respectively).

To illustrate how the strength of treatment modifiers and 
trial versus target sample differences work together to affect 
bias, we varied the strength of moderators (× 3 & × 6) from 
none to large (d = 0 to 0.8; difference between observed and 
expected moderator strength × 3 = 0.00 [0.04]; × 6 = 0.09 
[0.10]) and the size of trial-to-target differences from none 
to large (OR = 1 to 4.28; difference between observed and 
expected log odds × 3 = 0.03 [0.08]; × 6 = 0.09 [0.15]). To illus-
trate performance with systematic missing data, we set the 

size of the trial-to-target difference to OR = 2.07 and strength 
of moderators to d = 0.4 while varying the proportion of trials 
with systematic missing data from 0.1 to 0.6 for each of the 
three missing data patterns.

Estimators Compared

We used multiple estimators to estimate the average treatment 
effect in the target population. We used the inverse probabil-
ity weighting [IPW], outcome modeling [OM], and double 
robust [DR] causal estimators. The nuisance models for the 
prediction of target vs trial participation and prediction of 
outcome used generalized linear models with all available 
covariates. The nuisance model for prediction of treatment 
within trial was fit without covariates as the treatment was 
randomized. For the IPW estimator, we used trimmed and 
normalized weights (Dahabreh et al., 2020a, b). As com-
parisons, we used two models based on the pooled trial data 
common in meta-analysis with IPD. The first was a random 
effect model with random treatment effect, and the second 
added all covariates centered on the pooled trial data. Both 
estimators presume that the pooled trial data is representative 
of the target population and are expected to be biased if the 
distribution of treatment modifiers differ between the pooled 
sample and the target population.

For missing data simulations, we used three approaches to 
addressing the missing data using the causal estimators: (1) 
fitting the estimators with only weaker estimators (i.e., covari-
ates × 1 and × 4 that were correlated with the missing modera-
tor at r = 0.3), (2) fitting the estimators using both stronger 
and weaker covariates, and (3) using complete case analysis 
where the trials with systematic missing data were not used in 
the analysis. As a comparison, we also fit a multiply imputed 
estimator that used a 2-level marginal imputation model.

Metrics of Comparison

Bias was computed as the difference between the observed 
treatment effect in the target and the estimated treatment 
effect generated by each estimator. All treatment estimates 
were in the metric of d. We also examined the standard 
errors for the estimators. For the random effect and imputed 
models, standard errors were averaged across simulations to 
retain adjustments for nesting and imputation. For the causal 
estimators, we used the empirical standard error calculated 
across simulations.

Results

Results from the simulations varying the strength of the 
treatment effect moderators while holding the trial-to-target 
differences constant at none, small (OR = 1.44), medium 
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(OR = 2.48), and large (OR = 4.28) are presented in Fig. 1. 
These results showed that all estimators were unbiased when 
there were no differences between target and trial samples 
or when the strength of the modifier was negligible. As the 
strength of the modifier increased so did the bias of the ran-
dom effect models, but only when there is also a trial-to-
target difference. Bias ranged from d = 0.07 to 0.48 for small, 
d = 0.13 to 1.02 for moderate, and d = 0.16 to 1.31 for large 
differences. In contrast, there was minimal bias for the IPW 
estimator (d = 0.01 to 0.22) and no bias for the OM and DR 
estimators. The small bias in the IPW estimator was due to 
the mismatch between the data generating mechanism for 
the target vs trial selection model and the simulated data as 
the simulated data included the additional selection model 
separating the trials sample into two distinct subsamples.

Results from simulations varying the strength of trial-
to-target differences while holding constant the strength of 
moderation at none, small (d = 0.2), medium (d = 0.5), and 
large (d = 0.8) are presented in Fig. 2. These results mirrored 
those in Fig. 1 with all estimators showing no bias when 
there were no trial-to-target differences or when moderator 
strength was negligible. As the size of the trial-to-target dif-
ference increased, bias of the random effect models increased 

from d = 0.07 to 0.33 for small, d = 0.16 to 0.82 for moderate, 
and d = 0.25 to 1.31 for large moderator strength. There was 
minimal bias for IPW estimator (d = 0.01 to 0.20) and no bias 
for the OM and DR estimators.

Regarding model uncertainty, standard errors increased 
for all estimators with the strength of the mediators. For the 
causal estimators, error also increased with the size of the 
trial-to-target difference, with the increase being larger for 
the IPW and DR estimators. There were minimal differences 
between the two random effect models.

Systematic Missing Data

Simulations with systematic missing data used a small to 
moderate trial-to-target difference (OR = 2.07) and small 
to moderate strength (d = 0.4) of treatment effect modera-
tion. Results for the three versions of the DR estimator 
(i.e., only weaker covariates, stronger and weaker covari-
ates, and using only trials with complete data) and for the 
multiply imputed random effect estimator are presented in 
Fig. 3. We opted to only show DR estimator to simplify the 
figure. Results indicate that the multiply imputed estimator 
showed consistent bias of about d = 0.42 with increasing 

Fig. 1  Bias with increasing 
moderator strength. Figure 
depicts bias and standard errors 
for estimators for increasing 
strength of treatment effect 
modifiers at various sizes of 
trial-to-target difference. Bias 
was assessed as the difference 
in average treatment effect 
between trial estimates and the 
target population in the metric 
of standardized difference 
scores (d). Trial-to-target dif-
ferences were assessed as odds 
ratios (OR)
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standard error as the number of trials with missing data 
increased from 0 to 60%. The stability of this estimate 
across amount of missingness suggests that the estimator 
produced an unbiased estimate of the treatment effect in 
the population defined by the pooled trials sample. How-
ever, this population is poorly defined as it is a mixture 
of two subpopulations that both differed from the target 
population. The increasing standard error was expected 
given increased uncertainty with increasing amount of 
missingness.

The pattern of bias in the DR estimators illustrates the 
impact of the additional missing at random assumption on 
bias of the estimators. Bias was lower in analyses that better 
met the missing at random assumption by including covari-
ates with stronger associations to missing moderators. For 
the DR estimator with only weaker covariates, bias ranged 
from 0.05 to 0.25 when both moderators were missing. Bias 
was lower when stronger covariates were included (0.05 to 
0.17) or when only one of the two moderators were missing 
(0.03 to 0.08). Standard errors for these approaches were 
similar across missing data patterns and higher than those 
from the multiply imputed estimates, although this differ-
ence diminished as the amount of missingness increased.

Bias for the DR estimator that only included trials with 
complete data showed no bias as the amount of missing data 
increased. This is not surprising given that the identifiabil-
ity conditions were evaluated trial-by-trial and were met 
for trials with no missing data. However, the standard error 
for this approach increased markedly from 0.11 to 0.16 as 
missingness increased, reflecting the diminishing amount 
of information included in analyses as trials were excluded. 
These findings suggest an important trade-off between bias 
and uncertainty when considering which trials to include 
in analysis.

Discussion

Systematic missing data is present in most meta-analytic 
projects involving individual participant data. Bias is intro-
duced when treatment effect modifiers are not appropriately 
accounted when estimating the treatment effect in the target 
population. Previous work addressing systematic missing 
data in meta-analysis with individual participant data have 
used the pooled sample across trials, which presumes all 
trials were drawn from the same target population (Burgess 

Fig. 2  Bias with increasing 
trial-to-target differences. 
Figure depicts bias and stand-
ard errors for estimators for 
increasing size of trial-to-target 
differences for various strengths 
of treatment effect modifiers. 
Strength of treatment effect 
modifiers was assessed as stand-
ardized difference scores (d). 
Trial-to-target differences were 
assessed as odds ratios (OR)
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et al., 2013; Kunkel & Kaizar, 2017; Resche-Rigon et al., 
2013; Resche-Rigon & White, 2018; Siddique et al., 2015, 
2018). In practice, trial samples are almost always drawn 
from different populations that also differ from the target 
population suggesting that bias introduced from the mis-
match between populations underlying the trials, and the 
target population is an important source of bias deserving 
careful consideration (Editors, 2021; Stuart et al., 2015; 
Susukida et al., 2016).

Unbiased Estimation in Target Population

Unbiased estimation of treatment effects in the target 
population requires five identifiability conditions. The 
first three are standard assumptions made when analyz-
ing data from randomized trials and can hold for non-
randomized designs when measured confounders are 
included in analysis. The last two conditions pertain to 
transporting causal inference from trials to a target popu-
lation. The trials-to-target exchangeability assumption is 

conditional on covariates, meaning that it can be satisfied 
when all prominent treatment effect modifiers are identi-
fied, assessed, and accounted for in the analysis. The posi-
tivity of trail participation assumption suggests that every 
covariate pattern in the target population can occur in the 
trial samples. Unbiased estimation requires either that the 
trial data does not differ from the target in terms of promi-
nent modifiers or that modifiers are measured in trial and 
target samples and adjusted for in the analysis. Simula-
tions suggest that bias increases with larger trial-to-target 
differences in the distribution of treatment modifiers as 
well as when the strength of modifiers increases. Bias 
was present even with small trial-to-target differences 
and weak modification and increased as both dimensions 
increased. The amount of bias was striking and suggests 
that considering the match between trial evidence and 
target population requires close attention. Notably, the 
causal estimators that have been built for causal infer-
ence in meta-analysis (Steingrimsson et al., 2023) were 
unbiased in all full-data simulations.

Fig. 3  Bias with increasing 
systematic missing data. Figure 
depicts bias and standard errors 
for estimators for increasing 
amount of systematic miss-
ing data with trial-to-target 
difference set at an odds ratio 
(OR) of 2.07 and strength of 
the treatment effect modifiers 
set at a standardized difference 
score (d) of 0.4. There are three 
patterns of systematic missing 
data: (1) both modifiers were set 
to missing, (2) only one of the 
two modifiers was set to miss-
ing, and (3) two non-modifiers 
were set to missing
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Unbiased Estimation with Systematic Missing Data

Systematic missing data complicates the application of 
transportability methods as missing covariates cannot be 
used in modeling. Unbiased estimation is still possible if 
the covariate is not essential (e.g., not a treatment effect 
modifier) or if the distribution of the missing covariate is 
the same in both the trial and target populations. Bias intro-
duced by including trials with systematic missing data on 
key covariates that are not from the same population as the 
target is important to consider. Simulations suggest that it 
may not be desirable to include all available evidence but 
rather all available evidence that can be accurately trans-
ported to the target population. The identifiability condi-
tions described in this manuscript provide researchers with 
guidelines for deciding whether a trial should be included in 
analysis to provide unbiased estimates in the target popula-
tion. Determining whether unbiased estimation is possible 
requires evaluating the identifiability conditions for each 
trial, or each set of trials that share the same pattern of sys-
tematic missing data.

The trial-by-trial evaluation of identifiability assumptions 
enables researchers to maximize the available information 
to make unbiased inference in the target population. For 
example, some trials may not have measured a treatment 
effect modifier but are expected to have a similar distribu-
tion of that modifier as the target population. Evidence from 
such trials could be included in analysis without adjustment. 
Other trials may differ from the target but have measured 
the modifier enabling inclusion through proper adjustment. 
Other trials may be expected to differ from the target and 
not have measured the effect modifier. It may be best not to 
include evidence from such trials as doing so would induce 
bias. The potential advantage of not including a trial with 
unmeasured treatment effect modification is seen in Fig. 2 
as the causal estimator with no systematic missing data 
remained unbiased as the number of trials with missing data 
increased. However, this unbiased estimation came at the 
cost of precision, which is expected as the amount of usable 
data decreased with decreasing number of trials included 
in analysis. Decisions on the treatment of evidence from 
each trial requires considering the strength of the modifier, 
the difference in how the modifier is distributed in the trial 
compared the target, whether the modifier was measured in 
both the trial and target, and whether there are other covari-
ates that could help meet the missing at random assumption 
for systematic missing covariates. Notably, these decisions 
shift with the consideration of each new target population.

Previous methods for systematic missing data using indi-
vidual participant data rely on the pooled sample across 
trials. The pooled sample is a mixture of the underlying tri-
als weighted by trial sample size and can be seen as a sam-
ple from the target population only when all trials sample 

from the same target population. In situations where all tri-
als sample from the same target population conventional 
approaches are expected to produce unbiased estimation 
for that target, particularly when sampling variability is 
accounted for by addressing nesting of participants within 
trials (Burgess et al., 2013; Kunkel & Kaizar, 2017; Resche-
Rigon et al., 2013; Resche-Rigon & White, 2018; Siddique 
et al., 2015, 2018). However, the pooled sample becomes 
problematic as trials are sampled from different popula-
tions because the weighted mixture no longer represents a 
real-world population. The pooled sample is also problem-
atic when the population(s) underlying trial samples dif-
fers from the target population. Empirical evaluating the 
extent of differences among trial samples and the target 
requires a representative sample from the target popula-
tion that assessed the same key covariates as the trials. In 
the absence of empirical evaluation, justification for pooled 
analyses requires theoretical arguments that all populations 
sampled by the trials are equivalent on key covariates such 
as treatment effect modifiers.

Missing Data in the Target Population

Defining the target population is key to making appropriate 
inference from trials. There has been considerable attention 
in guidelines and reporting standards given to the quality 
of evidence from the trials (Stewart et al., 2015), with less 
emphasis on the match between the evidence and the target 
population. The target population can be defined depending 
on the need of interested parties and can be defined at the 
level of a country, region, hospital, or program. When the 
target changes, so do the relative importance of the evidence 
from the trials, with those that are like the target increas-
ing in importance. Evidence from trials that differ from the 
target either require less consideration or require models to 
support transportation of inference to the target. Transport-
ability methods require a sample from the target population 
that measured the same treatment modifiers as the trials. 
There has been work showing that multiple imputation can 
be used for incomplete data in the target on the level of the 
participant, where the full data is available for some but not 
all participants (Hong et al., 2018). However, there are cur-
rently no available methods to address systematic missing 
data in the target. Given that the target is central to determin-
ing which trials can provide unbiased data and which ones 
can be transported, it is an important practical challenge to 
derive methods that allow for systematic missing data in the 
sample from the target population.

It can be difficult to find individual participant data 
from target populations that assessed key covariates using 
the same measures as the trials. The availability of samples 
from target populations depends on the area of investiga-
tion and on the focus of analysis. For example, research 
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in hospital systems can use electronic medical records to 
provide a sample of the target population. This presumes 
that the records contain key covariates such as treatment 
modifiers. We expect that population samples will become 
more accessible as electronic medical records, populations 
surveys, and other data sources work toward using com-
mon data elements and become more available to research-
ers (Chaimani, 2020; Zarin & Tse, 2016).

Identifying Treatment Modifiers

Identifying treatment effect modifiers is essential to the 
estimation of unbiased treatment effects in target popula-
tions. It is thus important to continue efforts to identify 
sources of heterogeneity of treatment effects (Lamont 
et al., 2018; Steingrimsson & Yang, 2019). Identifying het-
erogeneity has long been a goal in identifying appropriate 
treatments for subpopulations. Articulating the approaches 
and challenges of these efforts is beyond the scope of this 
manuscript (Dahabreh et al., 2016; Hu, 2023; Kent et al., 
2020; Lagakos, 2006; Wang & Ware, 2011). It is important 
that potential modifiers be consistently reported in the lit-
erature. Given that most treatment trials are not powered 
to identify treatment modifiers, we suggest reporting effect 
sizes for the most influential modifiers even if they do not 
reach statistical significance (Lesko et al., 2018). Identi-
fying prominent modifiers will help narrow the focus of 
which common data elements to include in trials and target 
samples and which variables to consider when evaluating 
the identifiability conditions.

Transporting Potential Outcome Means

In this manuscript, we have focused on transporting aver-
age treatment effects. Transporting potential outcome 
means offers additional benefits including comparing inter-
ventions that have not been compared in a head-to-head 
trial and including evidence from open trials (Barker et al., 
2021). Unbiased transportation of potential outcome means 
requires stronger identifiability assumptions than for trans-
portation of treatment effects, satisfying these assumptions 
requires identifying, assessing, and accounting for treat-
ment effect modifiers and prominent predictors of the out-
come (i.e., prognostic indicators) that differ between the 
populations underlying the trials and the target population 
(Dahabreh et al., 2020a, b). The annotated syntax included 
as supplementary materials first estimates the potential out-
come means for each trial and can thus be generalized to 
situations that have different treatment conditions.

Conclusions

The formal identifiability conditions required to transport 
causal inference from trial samples to a target population 
highlight important considerations for evidence synthesis. 
The first and most important is recognizing bias introduced 
from mismatches between populations underlying the tri-
als and the target population. Our simulations suggest that 
this bias can be considerable and evidence synthesis would 
benefit both from evaluation evidence quality from trials 
and careful evaluation of the match of that evidence to the 
target population. Specifically, it is important to consider 
the match on key covariates such as treatment effect modi-
fiers or prognostic indicators. Second, it is important to 
have a sample from a well-defined target population that 
assessed key covariates using the same measures as the 
trials. Identifying appropriate samples is a barrier to both 
the evaluation and amelioration of bias due to a mismatch 
between evidence and the target population. Overcoming 
this barrier will require building on current efforts to use 
common data elements across trials and to make individual 
participant data publicly available (Ohmann et al., 2017; 
Polanin & Williams, 2016; Sheehan et al., 2016; Ventresca 
et al., 2020) and expanding those efforts to include key 
target populations. Third, while waiting for improved data 
infrastructure, investigators can maximize the use of avail-
able evidence by considering the match of each trial to the 
target and carefully considering which trials to include in 
analysis. Finally, our work highlights the importance of 
identifying key covariates for analysis. It is thus important 
to continue efforts to identify sources of heterogeneity of 
treatment effects (Lamont et al., 2018; Steingrimsson & 
Yang, 2019) by routinely reporting the size of potential 
treatment effect modifiers from clinical trials.
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