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Abstract
Latent class analysis (LCA) has proven to be a useful tool for identifying qualitatively different population subgroups who may
be at varying levels of risk for negative outcomes. Recent methodological work has improved techniques for linking latent class
membership to distal outcomes; however, these techniques do not adjust for potential confounding variables that may provide
alternative explanations for observed relations. Inverse propensity score weighting provides a way to account for many con-
founders simultaneously, thereby strengthening causal inference of the effects of predictors on outcomes. Although propensity
score weighting has been adapted to LCAwith covariates, there has been limited work adapting it to LCAwith distal outcomes.
The current study proposes a step-by-step approach for using inverse propensity score weighting together with the BBolck,
Croon, and Hagenaars^ approach to LCAwith distal outcomes (i.e., the BCH approach), in order to estimate the causal effects of
reasons for alcohol use latent class membership during the year after high school (at age 19) on later problem alcohol use (at age
35) with data from the longitudinal sample in the Monitoring the Future study. A supplementary appendix provides evidence for
the accuracy of the proposed approach via a small-scale simulation study, as well as sample programming code to conduct the
step-by-step approach.
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Latent class analysis (LCA) has proven to be a useful tool in
prevention research. It has been used in recent years to identify
a wide array of within-individual patterns, such as exposure to

risk factors (Lanza and Rhoades 2013), substance use and
other health behaviors (Cardoso et al. 2016; Gilreath et al.
2014; Héroux et al. 2012), and expectancies, attitudes, and
norms related to decision-making (Stapleton et al. 2014).
This work has contributed to our understanding of the etiology
underlying the development of many negative behavioral and
health outcomes targeted by prevention programs, as well as
the effects of prevention programs (Jiang et al. 2012; Low
et al. 2016; Spilt et al. 2013). As the use of LCA has expanded,
increasingly complex research questions have been posed
about the roles played by latent class variables in development
and prevention. Recently, new methodologies for LCA with
distal outcomes (Bakk and Vermunt 2016; Bray et al. 2015;
Lanza et al. 2013d; Vermunt 2010) have made it easier to
study the link between latent class membership and an out-
come variable. However, these techniques do not explicitly
address confounding by variables that may provide alternative
explanations for observed relations. That is, although these
new developments provide a way to regress an outcome var-
iable on a latent class variable, and in some cases can include
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control variables (Asparouhov and Muthén 2014), by them-
selves they do not capitalize on modern approaches to causal
inference. This is a critical limitation for prevention research
and the identification of causal mechanisms leading to nega-
tive outcomes.

There are numerous approaches to causal inference, many
of which are based on the propensity score (e.g., matching,
subclassification, and weighting). For an accessible introduc-
tion to propensity scores for causal inference readers are re-
ferred to Lanza et al. (2013b). In particular, inverse probability
weighting based on the propensity score has become popular
in prevention research, and has been used to examine causal
effects of time-invariant (Coffman et al. 2012; Varvil-Weld
et al. 2014) and time-varying (Bray et al. 2006) exposures
and mediators (Coffman and Zhong 2012) and can accommo-
date other important aspects of developmental models, such as
moderators of causal effects (Green and Stuart 2014).
Importantly, the use of inverse propensity score weighting
has already been demonstrated with LCA with covariates
(Lanza et al. 2013c, 2016). In these demonstrations, one of
the causal effects of interest was the average exposure effect
(ATE; i.e., average treatment effect; causal effect of an expo-
sure for the entire population) of a non-randomized, observed,
and binary exposure on a latent class variable, which (by def-
inition) was unobserved and multinomial. Such an approach is
useful for understanding causal antecedents of latent class
membership, but not consequences of membership. In the
current study, we reverse the direction of the causal effect of
interest and focus on the ATE of a non-randomized, latent,
multinomial exposure (i.e., a latent class variable) on an ob-
served, binary outcome. That is, we propose an approach for
implementing inverse propensity score weighting with the
currently recommended analytic approach to LCAwith distal
outcomes. The use of inverse propensity score weighting with
a latent class exposure was considered previously by Schuler
(2013), Schuler et al. (2014), and Yamaguchi (2015), all of
whom compare alternative approaches. Yamaguchi (2015)
considers theoretical and technical details in depth.

We demonstrate our proposed approach by examining the
link between patterns of reasons for alcohol use during the
transition out of high school and later problem alcohol use.
Reasons for alcohol use have been associated with alcohol use
and problem alcohol use (Patrick et al. 2018; Patrick and
Schulenberg 2011; Patrick et al. 2011) and represent an im-
portant potential target for prevention programs. For example,
drinking to cope with negative emotions may be a more im-
portant risk factor than drinking socially (e.g., seeMerrill et al.
2014; Patrick et al. 2011). Based on the idea that multiple
reasons may co-occur within individuals, previous research
has used LCA to identify patterns of reasons for alcohol use
(Coffman et al. 2007; Stapinski et al. 2016), marijuana use
(Patrick et al. 2016), and e-cigarette use (Evans-Polce et al.
2017). These studies used LCAwith covariates or LCAwith
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distal outcomes either to predict patterns of reasons
from covariates or to predict outcomes from patterns
of reasons.

However, established associations have been correlation-
al in nature. For example, Patrick et al. (2016) examined
associations between patterns of reasons for marijuana use
at ages 19/20 and problem marijuana use at age 35.
Although they were able to control for several variables
in the outcome analysis (e.g., gender, race/ethnicity, and
parental education), the significant effects of latent class
membership on the outcome do not represent ATEs be-
cause a rigorous approach to adjusting for confounding
was unavailable. Critically, if adolescent patterns of rea-
sons for use are associated with later outcomes, even after
using causal inference methods to account for differences
across people with different patterns, it provides evidence
that patterns of reasons could be used to screen individ-
uals into prevention programs and/or tailor the content of
programs. Here, we examine associations between patterns
of reasons for alcohol use at age 19 and problem alcohol
use at age 35, and we use inverse propensity score
weighting as a rigorous approach to adjust for many po-
tential confounders at age 18 and to estimate ATEs. The
approach proposed here can be used generally to estimate
ATEs of latent class variables on distal outcomes: it ac-
counts for both the latent class measurement model and
the propensity for particular exposure group membership
(i.e., latent class membership) in order to estimate an un-
biased causal effect of latent class membership on a distal
outcome.

The purpose of the current study is to provide a
step-by-step empirical example of how to apply inverse pro-
pensity score weighting with a latent class exposure. This
example is conducted with data from the US national
Monitoring the Future (MTF) study and estimates the causal
effect of reasons for alcohol use at age 19 on later problem
alcohol use at age 35.

A Step-by-Step Example

The Causal Question

By estimating a set of ATEs, we are seeking to answer the
following specific research question: BWhat differences in
problem alcohol use at age 35 would be expected if all indi-
viduals in the population had a certain pattern of reasons for
alcohol use at age 19, compared to if all individuals in the
population had a different pattern of reasons?^ In particular,
we focus on the ATEs for differences in problem use vs.
non-problem use or abstinence at age 35 if (a) all individuals
in the population had a pattern of reasons for alcohol use at
age 19 labeled Enhancement Reasons, compared to if all
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individuals in the population had a pattern labeled Few
Reasons and (b) all individuals had a pattern labeled Coping
Reasons, compared to if all individuals had a pattern labeled
Enhancement Reasons. Following standard notation (e.g.,
McCaffrey et al. 2013) for observed exposures, we define
the ATE of membership in one particular latent class versus
another as follows. Let Yi[t] be the value on the distal outcome
Ywhich would have been observed if individual i had actually
belonged to latent class t; this may or may not be the counter-
factual for a given i and t, because class membership is un-
known. Then, the ATE of membership in class t versus class t′

is defined as the expectation E(Y[t] − Y[t′]) taken over all indi-
viduals (i.e., all values of i) in the population.

Participants

The example used longitudinal data from the MTF study.
Annually, MTF collects national representative data from
about 15,000 US high school seniors (i.e., 12th graders;
Miech et al. 2017); approximately 2450 individuals from each
cohort are selected for longitudinal follow-up (Schulenberg
et al. 2017). The sample included senior year cohorts from
1976 to 1998 who provided data at age 35 from 1993 to
2015; the sample included all individuals who (1) were select-
ed for longitudinal follow-up; (2) reported alcohol use in the
past 12 months at age 19; and (3) provided data on (a) reasons
for alcohol use at age 19, (b) all confounders at age 18, and (c)
alcohol use and alcohol use problems at age 35. Only those
individuals who reported using alcohol in the past 12 months
were asked about their reasons for use. Note that MTF uses
multiple randomly assigned forms to decrease respondent bur-
den; reasons for alcohol use were included on one form (of
five from 1976 to 1988, and of six from 1989 to 2015). All
analyses used attrition weights to adjust for attrition from ages
18 to 35, calculated as the inverse of the estimated probability
of participation at age 35, based on several demographic, ed-
ucational, and substance use variables, as well as the original
sampling weight correcting for over-sampling of substance
users at age 18. The weighted analytic sample size was 6572
(52.9% female; 83.1% White, 7.3% Black, 4.8% Hispanic,
4.8% other).

Measures

Potential Confounders The example considered 15 potential
confounders at age 18: cohort (1976 to 1998), gender (male
vs. female), race (White vs. Black, Hispanic, and other), living
in a two-parent family (yes vs. no), parents’ highest level of
education (some college or more vs. high school graduate or
less), average grades in high school (A to D), college prepa-
ratory curriculum in high school (yes vs. no), definitely
planned to graduate from a 2- or 4-year college (yes vs. no),
number of days skipped school in the past month (0 to 11+),

importance of religion (not important to very important), av-
erage number of nights out with friends per week (< 1 to 6–7),
number of cigarettes smoked in the past month (0 to 2+ packs
per day), binge drinking (i.e., 5+ drinks in a row) in the past
2 weeks (0 to 10+ times), marijuana use in the past 12 months
(yes vs. no), and other illegal substance use in the past
12 months (yes vs. no). Weighted descriptive statistics for all
potential confounders are shown in Table 1.

Exposure: Latent Classes of Reasons for Alcohol Use At age
19, participants were asked, BOn how many occasions (if any)
have you used alcohol during the last 12 months?^ (1 = 0
occasions, 2 = 1–2 occasions, 3 = 3–5 occasions, 4 = 6–9 oc-
casions, 5 = 10–19 occasions, 6 = 20–39 occasions, 7 = 40 or
more occasions). Non-users were excluded from analyses be-
cause they were not asked questions about reasons for use. At
age 19, participants who indicated they had used alcohol at
least once in the past 12 months were asked, BWhat have been
the most important reasons for your using alcohol? (Mark all
that apply.)^ Responses to the 14 reasons were dichotomous
(marked vs. unmarked). Reasons could be broadly categorized
as social and recreational, coping with negative mood and
experiences, utility and pleasure of effects, and compulsive
use (see Patrick et al. 2011). These 14 binary variables repre-
sent the latent class indicators. Weighted descriptive statistics
for all latent class indicators are shown in Table 1.

Outcome: Problem Alcohol Use at Age 35 At age 35, partici-
pants who indicated they had used alcohol in the past 5 years
were asked, BThink back over the last five years. Did your use
of alcohol cause you any of the following problems?^ (0 = no,
1 = a little, 2 = some, 3 = a lot; coded as none vs. any). The 16
problems included, for example, BCaused you to behave in
ways that you later regretted^ and BHurt your relationship
with your spouse/partner or girlfriend/boyfriend.^ This mea-
sure does not provide a clinical diagnosis of alcohol use dis-
order, but items cover 8 of the 11 DSM-5 criteria for alcohol
use disorder (Patrick et al. 2011; Schulenberg et al. 2015). For
the outcome analysis, participants were categorized as prob-
lem users (i.e., had affirmative responses to two or more
criteria; see Schulenberg et al. 2015) or abstinent/
non-problem users (i.e., had not used alcohol in the past
5 years or had used alcohol in the past 5 years but did not
meet criteria for disorder).1 Weighted descriptive statistics for
the outcome are shown in Table 1.

1 The earliest timeframe during which problem alcohol use could be assessed
with theMTF data was the last 5 years prior to age 35. If there were individuals
who developed problem alcohol use and fully recovered by age 30, we were
unable to identify them as positive cases.



Table 1 Weighted descriptive statistics for the potential confounders, latent class indicators, and outcome

Mean (std. dev.) or frequency Range or valid %

Potential confounders

Cohort 1986.5 (7.4) 1976–1998

Gender Female 2273 52.9

Male 2027 47.1

Race White 3572 83.1

Black 314 7.3

Hispanic 207 4.8

Other 206 4.8

Living in two parent family No 931 21.7

Yes 3369 78.4

Parents’ highest level of education High school or less 1545 35.9

Some college or more 2755 64.1

Average grades in high school 6.1[B to B+] (2.4) 1[D]-9[A]

Took college prep curriculum No 1762 41.0

Yes 2537 59.0

Definitely plans to graduate college No 1846 42.9

Yes 2454 57.1

No. of days cut school in the past 30 days 1.7[0 to 1 day] (1.5) 1[0 days]–7[11+ days]

Importance of religion 2.6[little to pretty imp] (1.2) 1[not imp]–4[very imp]

Ave no. days per wk. going out 3.5[2 to 3 eves] (1.5) 1[< 1 eves]–6[6–7 eves]

Smoked cig in past 30 days 1.7[0 to < 1 cig/day] (1.5) 1[0 cigs]–7[2+ pks/day]

Drank 5+ drinks in the past 2 weeks 1.7[0 to 1 time] (1.4) 1[0 times]–6[10+ times]

Used marijuana in the past 12 months 1.7[0 to 1–2 times] (1.8) 1[0 occs]–7[40+ occs]

Used other substances in the past 12 months No 3293 76.6

Yes 1007 23.4

Latent class indicatorsa

To have a good time with my friends 3428 79.7

Because it tastes good 2344 54.5

To relax or relieve tension 2224 51.7

To feel good or get high 2180 50.7

Because of boredom, nothing else to do 901 21.0

To get away from my problems or troubles 808 18.8

Because of anger or frustration 651 15.1

To fit in with a group I like 370 8.6

To get to sleep 324 7.5

To increase effects of other drug(s) 175 4.1

To seek deeper insights and understanding 167 3.9

To get through the day 45 1.0

To decrease/offset effects of other drug(s) 29 0.7

I am Bhooked^—I feel I have to drink 25 0.6

Outcome

Problem alcohol use Abstinent/non-problem use 2011b 67.6b

Problem use 966 32.5

a Each alcohol use reason was reported as Bmarked^ (i.e., endorsed as a reason for use) or Bunmarked^ (i.e., not endorsed). Reported frequencies and
valid %s are for endorsement
b Non-users accounted for 148 participants (5.0%)

Valid % refers to the percent of non-missing cases
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Step-by-Step Analytic Strategy alcohol use based on their configurations of alcohol use
reasons.

Step 2: Calculate Propensity Scores and Inverse Propensity
Score Weights The estimated propensity score for individual
i, π̂i, is based on a statistical model of selection into an expo-
sure group, here a particular latent class of reasons for alcohol
use. Propensity scores can be used to balance exposure groups
on many potential confounders of the association between the
exposure and outcome simultaneously (Lunceford and
Davidian 2004; Robins et al. 2000; Rosenbaum and Rubin
1983), here the association between latent class membership
of reasons for alcohol use and later problem alcohol use.

When an exposure, T, is observed and binary, propensity
score estimates are often obtained using logistic regression:
membership in the exposed (T=1) versus not exposed (T=0)
group is predicted by the vector of potential confounders, xi.
An individual’s propensity score is his/her predicted probability
of membership in the group to which he/she belongs, condi-
tional on all potential confounders. Namely, π̂i ¼ P T ¼ 1jxið Þ
for those in the exposed group and π̂i ¼ P T ¼ 0jxið Þ for those
in the not exposed group. When the ATE is the estimand of
interest, the inverse propensity score weights can be defined as
1/π̂i. The probabilities P(T = 1| xi) are derived from a logistic
regression model with all potential confounders (1, …, p) as
predictors:

P T ¼ 1jxið Þ ¼ exp β0 þ β1xi1 þ β2xi2 þ⋯þ βpxip
� �

1þ exp β0 þ β1xi1 þ β2xi2 þ⋯þ βpxip
� �

and P(T = 0| xi) = 1 − P(T = 1| xi).
Now, suppose that the exposure is multinomial instead of

binary (but still observed). If the exposure is multinomial with
groups 1,…, nT, estimation of the propensity score needs to be
generalized. This can be done by using multinomial logistic
regression instead of binary logistic regression. An individ-
ual’s estimated propensity score is still his/her probability of
membership in the group to which he/she belongs, conditional
on all potential confounders:

π̂̂i ¼ P T ¼ Tijxið Þ ¼ ∑nT
t¼1P T ¼ tjxið ÞI T i ¼ tf g ð1Þ

where I{Ti = t} is defined as 1 if Ti = t and 0 otherwise. Now,
however, the probabilities P(T = t| xi) are estimated from a
multinomial logistic regression model,

P T ¼ tjxið Þ ¼ exp β0t þ β1txi1 þ β2txi2 þ⋯þ βptxip
� �

∑nT
t′¼1exp β0t′ þ β1t′xi1 þ β2t′xi2 þ⋯þ βpt′xip

� �

ð2Þ

with appropriate identifiability constraints (e.g., the β coeffi-
cients for the reference class set to 0 to reflect the constraint
that all probabilities must sum to 1). Note that each individual
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Step 1: Conduct Latent Class Model Identification and
Selection LCAwas used to identify unique patterns of reasons
to use alcohol. LCA is a type of finite mixture model that uses
manifest items with categorical responses to divide a popula-
tion into a set of mutually exclusive and exhaustive latent
classes (Collins and Lanza 2010). In a standard LCA, two sets
of parameters are of most interest. Latent class membership
probabilities describe the distribution of the classes in the
populat ion. I tem-response probabil i t ies describe
class-specific probabilities of providing particular responses
to the latent class indicators. Classes are interpreted and
named based on the patterns of item-response probabilities.

Models with one to six classes were compared using pe-
nalized fit criteria (e.g., AIC, BIC), solution stability, and the-
oretical interpretability; multiple sets of random starting
values were used to assess model identification. Model fit
and selection information are shown in Table 2; we selected
the 4-class model for interpretation and further analysis, and
posterior probabilities from this model were retained for use in
step 2. For information about recommended approaches to
LCA model identification and selection, interested readers
are referred to Collins and Lanza (2010) and Lanza et al.
(2013a).

Parameter estimates for the 4-class model are shown in
Table 3. Class 1 (.53 prevalence) was characterized by com-
paratively low probabilities of all of the reasons for alcohol
use and was labeled Few Reasons. Class 2 (.27) was charac-
terized by comparatively high probabilities of Bto have a good
time with my friends^ and Bto feel good or get high^ and
comparatively low probabilities of the other reasons and was
labeled Enhancement Reasons. Similarly, class 3 (.17) was
characterized by comparatively high probabilities of Bto relax
or relieve tension,^ Bto get away from my problems or
troubles,^ and Bbecause of anger or frustration^ and was la-
beled Coping Reasons. Class 4 (.04) was labeled Diverse
Reasons because it was characterized by comparatively high
probabilities of all of the reasons for alcohol use.

Latent class exposures with more than two classes open the
door for numerous causal questions, as is the case with ob-
served multinomial exposures (Imbens 1999). A researcher
may be interested in, for example, estimating the causal effects
of (a) membership in one particular latent class versus another
particular latent class, (b) membership in one particular latent
class versus all other latent classes, or (c) all pairwise compar-
isons between latent classes. Here, to narrow the scope of the
example and focus on the step-by-step approach, we consider
the ATEs of membership in the Enhancement Reasons versus
Few Reasons and the Coping Reasons versus Enhancement
Reasons latent classes. Collectively, these ATEs include ap-
proximately 96% of the population and represent comparisons
of classes that are expected to be at increasing risk for problem



receives only one π̂i because each individual belongs only to
one exposure group.

When the exposure is latent, however, each individual’s
true exposure group, Ti, is unknown.When Ti is a multinomial
latent variable (i.e., latent class variable), a reasonable substi-
tute for the zero-one indicator variable I{Ti = t} is P(Ti = t| xi,
ui), the posterior probability of membership in class t given the
covariates xi and the latent class indicator variables ui. Thus,
we propose a generalized propensity score formula for latent
class exposures:

π̂̂i ¼ ∑nT
t¼1P T ¼ tjxið ÞP T ¼ tjxi; uið Þ: ð3Þ

This propensity score accounts for both the effects of the
potential confounders and the unknown nature of class mem-
bership. Note that each individual still receives only one π̂i,

Table 3 Parameter estimates for the 4-class model of reasons for alcohol use

1 2 3 4
Few Reasons Enhancement Reasons Coping Reasons Diverse Reasons

Latent class membership probabilities 0.53 0.27 0.17 0.04

Overall Item-response probabilities

To have a good time with my friends 0.80 0.68 0.97 0.86 0.98

Because it tastes good 0.55 0.53 0.58 0.51 0.73

To relax or relieve tension 0.52 0.38 0.51 0.87 0.91

To feel good or get high 0.51 0.19 0.98 0.66 0.96

Because of boredom, nothing else to do 0.21 0.12 0.28 0.24 0.87

To get away from my problems or troubles 0.19 0.03 0.06 0.76 0.74

Because of anger or frustration 0.15 0.04 0.03 0.57 0.70

To fit in with a group I like 0.09 0.06 0.08 0.13 0.31

To get to sleep 0.08 0.05 0.05 0.13 0.36

To increase effects of other drug(s) 0.04 0.00 0.09 0.01 0.39

To seek deeper insights and understanding 0.04 0.02 0.03 0.06 0.25

To get through the day 0.01 0.00 0.00 0.01 0.18

To decrease/offset effects of other drug(s) 0.01 0.00 0.01 0.01 0.10

I am Bhooked^—I feel I have to drink 0.01 0.00 0.00 0.00 0.12

Italic font indicates item-response probabilities > 0.50 to facilitate interpretation

Table 2 Model fit and selection
criteria for reasons for alcohol use
latent class analyses

No. of classes LL p AIC BIC aBIC Entropy

1 −14,969.80 14 29,967.60 30,051.58 30,007.09 1.00

2 −14,281.93 29 28,621.86 28,795.82 28,703.68 0.74

3 −14,131.44 44 28,350.88 28,614.82 28,475.02 0.70

4 −14,045.55 59 28,209.11 28,563.03 28,375.56 0.72

5 −13,993.39 74 28,134.78 28,578.68 28,343.55 0.66

6 −13,938.12 89 28,054.237 28,588.12 28,305.33 0.61

Models with more than six classes were not considered due to difficulty replicating the log-likelihood with
multiple sets of random starting values. Bold font indicates the selected model.

LL log-likelihood, p number of free parameters, AIC Akaike information criterion, BIC Bayesian information
criterion, aBIC sample size adjusted BIC
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which is a weighted sum: the sum of the probabilities of mem-
bership in the exposure groups weighted by the posterior
probabilities of membership in the exposure groups.
Intuitively, we are broadening the concept of Bthe group to
which he/she belongs^ to incorporate imperfectly known
group membership. The posterior probabilities P(T = t| xi, ui)
for each individual i and class t can be provided by any LCA
software package.

When the exposure is latent, the β coefficients in Eq. 2
express the associations between covariates (i.e., potential
confounders) and latent class membership; several methods
exist to estimate these coefficients. Methods proposed to esti-
mate associations between external variables and class mem-
bersh ip inc lude , among othe rs , the unad jus ted
classify-analyze approach (also called a 3-step approach)
and an adjusted classify-analyze approach (also called the



the exposure groups should be assessed. Poor propensity score
overlap, where the range of propensity scores for individuals
in one exposure group does not correspond to the range of
propensity scores for individuals in another group, indicates
the groups are too dissimilar to warrant causal inferences.
Figure 1 uses boxplots to illustrate the overlap in inverse pro-
pensity score weights among the Few Reasons, Enhancement
Reasons, and Coping Reasons latent classes that serve as the
exposure groups of interest. Although there was not perfect
overlap here, it was deemed adequate to warrant causal infer-
ences, particularly for the ATE for Coping Reasons versus
Enhancement Reasons.

Second, the improvement in balance between exposure
groups after inverse propensity score weighting should be
assessed. The goal of inverse propensity score weighting is
to achieve balance; that is, to equate the exposure groups with
respect to the distributions of the potential confounders.
Balance is desirable because if the distributions of the poten-
tial confounders are equal, on average, across exposure
groups, the groups may be compared directly. This is similar
to the balance ideally achieved on potential confounders in a
randomized controlled trial. Because these weights can only
balance exposure groups with respect to included variables, it
is important to include a comprehensive set of potential con-
founders, and sometimes interactions between them, in the
propensity score model. Balance between exposure groups
after weighting can be assessed by the standardized mean
difference (SMD): the standardized difference in the means
or proportions for a given potential confounder between two
exposure groups (i.e., latent classes). SMD values close to 0
reflect that means or proportions between the groups are sim-
ilar on average; SMD values less than 0.20 are typically con-
sidered indicative of good balance (Cohen 1988). SMDs on
each potential confounder are compared between unweighted
and inverse propensity score weighted samples.

In this example, because we had a latent multinomial ex-
posure, to examine balance, we used the BCH approach to
estimate the within-class means/proportions for each potential
confounder (one at a time) and calculated SMD = (difference
in mean or proportion between two classes)/(overall standard
deviation among all individuals). Table 4 shows the means/
proportions on each potential confounder for each latent class,
as well as the SMD for the two ATEs of interest (i.e.,
Enhancement versus Few Reasons and Coping versus
Enhancement Reasons). Binge drinking (i.e., drank 5+ drinks
in a row in the past 2 weeks, 1 = none, …, 6 = 10+ times)
showed the poorest balance (SMD = .42 for Enhancement
versus Few Reasons) prior to inverse propensity score
weighting. As shown in Table 4, balance on the potential
confounders across all latent classes (i.e., exposures) was sub-
stantially improved after applying the inverse propensity score
weights; adequate balance was achieved on all potential con-
founders for the ATEs of interest.
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BCH approach; Bolck et al. 2004; Vermunt 2010). The unad-
justed classify-analyze approach is the traditional approach
based on modal assignment where each individual is assigned
to the latent class for which he/she has the highest posterior
probability. Class membership is then treated as known (e.g.,
using dummy-coding) in a subsequent analysis model. This
approach results in substantially attenuated β coefficients;
subsequent approaches have been proposed as alternatives to
reduce attenuation. A growing body of literature (e.g.,
Asparouhov and Muthén 2014; Bakk and Vermunt 2016;
Bolck et al. 2004; Dziak et al. 2016) recommends the BCH
approach for a wide array of applications. Similar to the un-
adjusted classify-analyze approach, the BCH approach is
based on modal assignment and treatment of class member-
ship as known in a subsequent analysis model. However, this
analysis model is weighted to account for uncertainty in the
modal assignments. Using the BCH approach prevents exter-
nal variables from changing the meaning of the latent classes,
accounts for uncertainty in modally assigned latent class
membership and prevents attenuated β coefficients, and has
been shown to perform accurately and robustly in simulations
(see Bakk and Vermunt 2016 and Dziak et al. 2016 for
accessible overviews of the BCH approach and comparisons
to other approaches). Therefore, we propose the following
approach to calculating propensity scores for latent class ex-
posures that makes use of the BCH approach to estimate the β
coefficients in Eq. 2. A simulation study examining the per-
formance of this proposed approach is available in the online
supplementary appendix and at methodology.psu.edu/
downloads/appendices/lc-causal-exposures.

First, use the BCH approach to estimate the β coefficients
for predicting latent class membership from the potential con-
founders. Second, substitute these estimated parameters and
individuals’ data into Eq. 2 and calculate the fitted probabili-
ties for each individual, P(T = t| xi), which are conditional on
the potential confounders (i.e., covariates) but not the indica-
tor variables. Third, calculate the estimated propensity score
for each individual by combining these fitted probabilities
with the posterior probabilities P(T = t| xi, ui) (retained from
step 1 above) using Eq. 3. After a propensity score π̂i has been
estimated for individual i, the inverse propensity score weight
for individual i is calculated as 1/π̂i. Because the MTF study
design additionally involves attrition weights (Johnston et al.
2016), here denoted si, we calculated the final analysis weight
for individual i as the product of the attrition weight and in-
verse propensity score weight, namely si/π̂i. Ridgeway et al.
(2015) recommend the combined use of sampling weights and
propensity weights in this way when both are required.

Step 3. Assess Overlap and BalanceAs with any other propen-
sity score-weighted analysis, the quality of the weights needs
to be assessed by examining overlap and balance. First, the
degree of overlap in the estimated propensity scores between

http://methodology.psu.edu/%20downloads/appendices/lc-causal-exposures
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Step 4. Conduct Outcome AnalysisAfter confirming that over-
lap is adequate and balance is achieved with the inverse pro-
pensity score weights, the weighted outcome analysis to ob-
tain the estimated ATEs is conducted. Typically, the outcome
analysis to address the causal research question of interest is
straightforward and involves a weighted regression model for
the outcome on dummy-coded exposure group membership.
Robust standard errors of effect estimates are recommended to
account for the fact that the inverse propensity score weights
are estimated. In this example, one appropriate outcome anal-
ysis is a weighted logistic regression model for problem alco-
hol use (versus non-problem use or abstinence) on
dummy-coded latent class membership with the Few
Reasons latent class coded as the reference.

We again used the BCH approach to obtain the necessary
parameter estimates for predicting problem alcohol use at age
35 from latent class membership at age 19. In this example, we
estimated both an unweighted ATE and a weighted ATE. The
unweighted ATE included the attrition weights to adjust for
the MTF study design only; the weighted ATE included the
final analysis weight calculated in step 2 that combined the
inverse propensity score weight with the MTF attrition
weight. In both analyses, the weights were treated as survey
sample weights and robust standard errors were requested.

Table 5 shows the unweighted and weighted effects of
reasons for alcohol use latent class membership at age 19
on problem alcohol use at age 35, adjusting for potential
confounders assessed at age 18. Even after adjusting for
confounding, there was a significant causal effect of

membership in the Enhancement Reasons latent class com-
pared to membership in the Few Reasons latent class at age
19 on the chances of having problem alcohol use vs.
non-problem use/abstinence at age 35. If all individuals in
the population had Enhancement Reasons for alcohol use at
age 19, an estimated 38% of them would have problem
alcohol use at age 35, whereas if all individuals had Few
Reasons at age 19, an estimated 22% of them would have
problem alcohol use at age 35. That is, having Enhancement
Reasons corresponds to being 1.17 times (odds ratio = e0.16

= 1.17) more likely to have problem alcohol use compared
to having Few Reasons. In comparison, those with
Enhancement Reasons at age 19 were about equally likely
to have problem alcohol use at age 35 as those with Coping
Reasons (ATE = .07, p > .05).

Software NoteWe used Mplus (Muthén and Muthén 2015) to
estimate the necessary models, and we used R (R Core Team
2015) to perform necessary calculations, such as calculating
P(T = t| xi) from Eq. 2 and π̂i from Eq. 3. However, other
software packages may be used. For example, SAS PROC
LCA (Lanza et al. 2015) or Latent GOLD (Vermunt and
Magidson 2015) could have been used instead of Mplus,
and MathWorks’ Matlab or Microsoft Excel could have been
used instead of R. Annotated generic sample codes for Mplus
and R are available in the online supplementary appendix and
at methodology.psu.edu/downloads/appendices/lc-causal-
exposures.

Fig. 1 Boxplots illustrating the overlap of the inverse propensity score
weight distributions for the average exposure effect (ATE) ofmembership
in the Enhancement Reasons versus Few Reasons and Coping Reasons

versus Enhancement Reasons latent classes at age 19 on problem alcohol
use vs. non-problem use/abstinence at age 35

http://methodology.psu.edu/downloads/appendices/lc-causal-exposures
http://methodology.psu.edu/downloads/appendices/lc-causal-exposures
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Discussion covariate adjustment is their usefulness in recognizing and
diagnosing issues with the assumptions of overlap and bal-
ance, critical to avoiding inappropriate extrapolation (Austin
2011; Rubin 1997; Schafer and Kang 2008). An accessible
discussion of the relative advantages and disadvantages of
propensity score approaches and traditional covariate adjust-
ment is available from Zanutto (2006).

The example presented here was intended primarily to
demonstrate the approach and so the scope was somewhat
narrow. For example, here we compared the effects of only
three of the four identified latent classes. Also, additional po-
tential confounders or additional effects of confounders (e.g.,
interactions between confounders) could have been added to
the propensity score model to increase the strength of our
causal inferences. In addition, our analyses focused on ATEs
of membership in one latent class compared to another latent
class. In the context of a latent multinomial exposure, an ATE
focuses on the effect if everyone in the population belonged to
one latent class (e.g., Enhancement Reasons) compared to a
scenario in which everyone in the population belonged to
another latent class (e.g., Few Reasons). However, there are
a number of other causal effects that may be of interest, such
as the average exposure effect among the exposed (ATT; i.e.,
average treatment effect among the treated; Austin 2011). The
form of the weights depends on the causal effect of interest
(e.g., McCaffrey et al. 2013).

Some aspects of the proposed approach require further re-
search. We used casewise deletion for missing data on the
potential confounders for simplicity and because our missing
data were minimal, but other approaches should be consid-
ered. For example, Mplus provides a way to include missing
data on covariates using full information maximum likeli-
hood, assuming they are continuous-normal (Muthén and
Muthén 2015). More generally, a straightforward alternative
to listwise deletion is mean imputation (White and Thompson
2005), which is commonly used for propensity score estima-
tion. More sophisticated approaches such as multiple

Table 5 Average exposure effects
(ATEs) of reasons for alcohol use
latent class membership at age 19
on problem alcohol use at age 35

Mean (SE) Odds ratio
ATE SE

Few Reasons Enhancement Reasons

Unweighted 0.20 (0.01) 0.41 (0.02) 0.21 0.03 1.24

Weighted 0.22 (0.02) 0.38 (0.02) 0.16 0.03 1.17

Enhancement Reasons Coping Reasons

Unweighted 0.41 (0.02) 0.47 (0.03) 0.06 0.04 1.06

Weighted 0.38 (0.02) 0.45 (0.04) 0.07 0.05 1.08

Bold font indicates a significant effect at α = 0.05. The ATEs of interest were membership in the Enhancement
Reasons versus Few Reasons and in the Coping Reasons versus Enhancement Reasons latent classes at age 19 on
problem alcohol use vs. non-problem use/abstinence at age 35. Attrition weights adjusting for the Monitoring the
Future study design and BCH weights adjusting for classification error were used in both the unweighted and
weighted analyses

ATE average exposure effect; SE standard error
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As prevention scientists continue to use LCA to identify pop-
ulation subgroups, many interesting research questions about
the causal effects of latent class exposures may arise. The
step-by-step empirical example presented here illustrates one
approach to estimating these effects. In particular, we used
data from the US national MTF study to show that odds of
problem alcohol use at age 35 would be about 17% higher if
all individuals in the population had Enhancement Reasons
for alcohol use at age 19 compared to if all individuals in the
population had Few Reasons, but no significant differences
were found between having Enhancement Reasons and
Coping Reasons. That is, even after adjusting for a variety of
characteristics, certain patterns of alcohol use reasons were
significantly associated with elevated risk for problem alcohol
use relative to other patterns. This provides evidence that al-
cohol use reasons are important risk factors for subsequent
alcohol use problems and supports the idea that reasons for
alcohol use represent important screening criteria and/or po-
tential targets for prevention and intervention.

In our example, the unweighted and weighted results were
quite similar. Although this was somewhat unexpected, effect
estimates may increase, decrease, or stay the same after in-
verse propensity score weighting and this should not be seen
as a reason to or not to use modern causal inference methods.
Additionally, because of the similarities in results here, more
straightforward approaches, such as traditional covariate ad-
justment, may seem like attractive alternatives. A large body
of literature has discussed the limitations of approaches where
some number of potential confounders are added directly to
the outcome analysis in order to control for them (e.g., Dehejia
and Wahba 2002; Rubin 2001). Notably, propensity score ap-
proaches allowed for the efficient, simultaneous adjustment of
many more potential confounders are typically possible with
traditional covariate adjustment. In addition, an important ad-
vantage of using propensity score approaches over traditional



imputation (Schafer and Graham 2002; van Buuren 2007)
could be considered, but would need to account for the nec-
essary BCH weights. Additionally, how to use doubly robust
methods (Bang and Robins 2005; Kang and Schafer 2007;
Tan 2010; Zhang et al. 2016) is an open question.

Another topic for future research is the investigation of
alternative approaches to estimating the propensity scores.
We used multinomial logistic regression because (a) it is a
natural extension of the commonly used logistic regres-
sion for binary exposures, (b) it is straightforward to im-
plement with a latent class variable when the BCH ap-
proach is used, and (c) it is readily available in LCA
software. However, when exposures are observed, alterna-
tives to logistic regression can be advantageous, such as
generalized boosted models (see McCaffrey et al. 2013).
Using these alternatives with a latent exposure may re-
quire modification, in order to take into account the fact
that only the posterior probabilities of each individual’s
class memberships are available, not the class member-
ships themselves. A related topic is whether the general-
ized propensity scores proposed here should be trimmed
in cases where corresponding inverse propensity score
weights are very large. In our simulation study, trimming
the weights did not appear to improve the results when the
BCH approach was used, and so we did not trim our
weights in the current study. However, more work needs
to be done in this area. Additionally, the newly proposed
Boverlap weights^ (Li et al. 2016) have favorable practical
and theoretical properties, and should be investigated in
this context.

In conclusion, the step-by-step approach presented in the
current study can be used to estimate ATEs of latent class
exposures in many areas of prevention science using LCA to
understand population subgroups. Integrating inverse propen-
sity score weighting with LCAwith distal outcomes provides
a rigorous way to adjust for potential confounders when in-
vestigating the effects of latent class membership on out-
comes. As increasingly complex research questions are posed
about the roles played by latent class variables in development
and prevention, the integration of these two methods provides
a new tool for the identification of causal mechanisms leading
to negative outcomes.
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