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Abstract
On the one hand, we investigate the existence and pathwise uniqueness of a nonnegative mar-
tingale solution to the stochastic evolution system of nonlinear advection-diffusion equations
proposed by Klausmeier with Gaussian multiplicative noise. On the other hand, we present
and verify a general stochastic version of the Schauder-Tychonoff fixed point theorem, as
its application is an essential step for showing existence of the solution to the stochastic
Klausmeier system. The analysis of the system is based both on variational and semigroup
techniques. We also discuss additional regularity properties of the solution.

Keywords Stochastic Klausmeier evolution system · Stochastic Schauder-Tychonoff type
theorem · Pattern formation in ecology · Nonlinear stochastic partial differential equation ·
Flows in porous media, pathwise uniqueness
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1 Introduction

Pattern formation at the ecosystem level has recently gained a lot of attention in spatial ecology
and its mathematical modeling. Theoretical models are a widely used tool for studying
e.g. banded vegetation patterns. One important model is the system of advection-diffusion
equations proposed byKlausmeier [41]. Thismodel for vegetation dynamics in semi-deserted
areas is based on the “water redistribution hypothesis”, using the idea that rain water in dry
regions is eventually infiltrated into the ground. Water falling down onto bare ground mostly
runs off downhill toward the next patch of vegetation which provides a better infiltration
capacity. The soil in such regions of the world as Australia, Africa, and Southwestern North
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America is prone to nonlocality of water uptake due to the semi-arid environment. Studies of
the properties of the system and further developments can be found in e.g. [40, 61–64, 71].

The Klausmeier system is a generalization of the so-called Gray-Scott system [31] (see
also [60, 65] for earlier accounts employing similar models) which already exhibits effects
similar to Turing patterns [20, 23, 50, 70], see for instance the discussion in [72]. We refer
to [45, 52, 53] for further reading on pattern formation in biology. A discussion of reaction-
diffusion type equations with motivation from biology can be found in [56].

The underlying mathematics of this model is given by a pair of solutions (u, v) to a
partial differential equation system coupled by a nonlinearity. The function u represents the
surface water content and v represents the biomass density of the plants. In order to model the
spread of water on a terrain without a specific preference for the direction in which the water
flows, the original models were extended by replacing the diffusion operator by a nonlinear
porous media operator, which represents the situation that the ground is partially filled by
interconnected pores conveying fluid under an applied pressure gradient.

To this end, let O ⊂ R
d be a bounded domain, d = 1, 2, 3, having C2-boundary or

O = [0, 1]d . Consider the following problem
{

u̇(t) = ru�u[γ ](t) − χu(t) v2(t) + k − f u(t), t > 0, u(0) = u0,
v̇(t) = rv�v(t) + u(t) v2(t) − gv(t), t > 0, v(0) = v0,

(1.1)

with Neumann (or periodic whenO is a rectangular domain) boundary conditions and initial
conditions u(0) = u0 and v(0) = v0. Here, z[γ ] := |z|γ−1z, γ > 1, z ∈ R, and further, ru ,
rv , χ , k, f and g denote positive constants.

The deterministic or macroscopic model is derived from the limiting behavior of inter-
acting diffusions — the so-called microscopic model, see [43]. When applying the strong
law of large numbers and passing from the microscopic to the macroscopic equation, one is
neglecting the random fluctuations. In order to get a more realistic model, it is necessary to
add noise, which represents the randomness of the natural environment or the fluctuation of
parameters in the model. The introduction to stochasticity to ecological models is supported
by the arguments of [33]. Due to the Wong-Zakai principle, this leads to the representation
of the noise as a Gaussian stochastic perturbation with Stratonovich increment, see [27, Sec-
tion 3.4] and [49, 78]. One important consequence is the preservation of energy in the noisy
system.

In practice, we are investigating the system (1.1) driven by a multiplicative infinite dimen-
sional Wiener process. Under suitable regularity assumptions on the initial data (u0, v0), on
γ and on the perturbation by noise which we shall specify later, we find that there exists a
nonnegative (martingale) solution to the system Eq. 1.2 in dimensions d = 1, 2, 3, see our
main result Theorem 3.6. More precisely, we prove existence of nonnegative solutions to the
noisy systems Eq. 3.6–(3.7) (Itô noise), Eq. 3.1–(3.2) (Stratonovich noise) respectively. For
d = 1, we show that the solution to Eq. 3.6–(3.7) is pathwise unique and that there exists
a strong solution in the stochastic sense. Thus, we are actually considering the following
system for γ > 1
{

u̇(t) = ru�u[γ ](t) − χu(t) v2(t) + u(t)�1(t), t > 0, u(0) = u0,
v̇(t) = rv�v(t) + u(t) v2(t) + v(t)�2(t), t > 0, v(0) = v0.

(1.2)

Here,�1 and�2 denote independent random Gaussian noises specified to be certain Banach
space valued linear Stratonovich Wiener noises later on. Similar stochastic equations with
Lévy noise have been studied e.g. in [7, 18]. We note that due to the coupling and the
nonlinearity, the solutions are not expected to be stochastically independent.
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Nonlinear diffusion systems perturbed by noise exhibit certain improved well-posedness
and regularity properties when compared to their deterministic counterparts, see, among
others, [4, 15, 27]. Another feature of linear multiplicative noise is that it preserves the non-
negativity of the initial condition [1, 68]. Some applications may demand more complicated
noises with nonlinear structure or coupling, however, we choose a linear dependence on the
noise as a first step toward more general models.

The challenging problem in the system given by Eq. 1.1, respective the noisy system
Eq. 1.2, is the nonlinearity appearing once with a negative sign and once with a positive
sign. Choosing different speeds of diffusion seems rather natural, as it well known that
the characteristic pattern formation may not take place if ru = rv , cf. [36]. The stochastic
perturbation, however, does not restrict pattern formation [12, 79], noting that our choice of
noise exhibits rather small intensity and damped high frequency modes. On the other hand,
the nonlinearity is not of variational structure, such that energy methods are not available
for the analysis, and neither the maximum principle nor Gronwall type arguments work.
More direct deterministic (pathwise) methods may also fail in general as the equation for v
is non-monotone.

Another difficulty is posed by the nonlinear porousmedia diffusion operator in the equation
for u. Typically, it is studied with the help of variational monotonicity methods, see e.g. [2,
48]. To the nonlinear diffusion, neither semigroup methods nor Galerkin approximation can
be applied directly without greater effort. Other approaches are given for instance in [26, 29,
55, 74], to mention a few.

Ourmotivation to prove a probabilistic Schauder-Tychonoff type fixed point theorem orig-
inates from the aim to show existence of a solution to the stochastic counterpart Eq. 1.2 of
the system Eq. 1.1. Our result is for instance also applied in [34, 35]. As standard methods
for showing existence and uniqueness of solutions to stochastic partial differential equa-
tions cannot be applied directly, we perform a fixed point iteration using a mix of so-called
variational and semigroup methods with nonlinear perturbation. Here, a precise analysis of
regularity properties of nonnegative solutions to regularized and localized subsystems with
truncated nonlinearities needs to be conducted. Together with the continuous dependence of
each subsystem on the other one, we obtain the fixed point, locally in time, by weak com-
pactness and an appropriate choice of energy spaces. The result is completed by a stopping
time gluing argument.

Apart from the probabilistic structure, the main novelty is that we construct the fixed point
in the nonlinearity and not in the noise coefficient. This works well because our system is
coupled precisely in the nonlinearity. The main task consists then in the analysis of regularity
and invariance properties of a regularized system with “frozen” nonlinearity (not being fully
linearized, however, as the porous media operator remains).

It may be possible to apply this method in the future to other nonlinear systems, as
for example, systems with nonlinear convection-terms as systems with transport or Navier-
Stokes type systems. It is certainly possible to apply the method to linear cross diffusion
systems. See [19] for a recent work proving existence of martingale solutions to stochastic
cross diffusion systems, however, their approach relies on other methods that do not cover
the porous media case. See [51] for a previous work using the classical Schauder theorem
for stochastic evolution equations with fractional Gaussian noise.

Given higher regularity of the initial data, we also show the pathwise uniqueness of the
solution to Eq. 1.2 for spatial dimension d = 1. As a consequence of the celebrated result by
Yamada andWatanabe [75, 80], we obtain existence and uniqueness of a strong solution, see
Corollary 3.12. We refer to [10, 13, 14, 59] for previous works that employ a similar strategy
for proving the existence of a unique strong solution.
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Structure of the Paper

The stochastic Schauder-Tychonoff type Theorem 2.1 is presented in Section 2. In the sub-
sequent section, i.e. Section 3, we apply this fixed point theorem to show the existence of
a martingale solution to the stochastic counterpart Eq. 1.2 of the system Eq. 1.1. Section 3
contains our main result Theorem 3.6. Section 4 is devoted to the proof of Theorem 2.1. In
Section 5, we prove several technical propositions that are need for the main result in Section
3. Section 6 contains the proof of pathwise uniqueness, that is, Theorem 3.10. Some auxiliary
results are collected in Appendices A, B and C.

2 The Stochastic Schauder-Tychonoff Type Theorem

Let us fix some notation. Let U be a Banach space. Let O ⊂ R
d be an open domain, d ≥ 1.

Let X ⊂ {η : [0, T ] → E ⊂ D′(O)} be a Banach function space1, let X′ ⊂ {η : [0, T ] →
E ⊂ D′(O)} be a reflexive Banach function space embedded compactly and densely into
X. In both cases, the trajectories take values in a Banach function space E over the spatial
domain O, where we assume that E has the UMD property, see [73]. Let A = (�,F,F,P)

be a filtered probability space with filtration F = (Ft )t∈[0,T ] satisfying the usual conditions.
Let H be a separable Hilbert space and (W (t))t∈[0,T ] be aWiener process2 in H with a linear,
nonnegative definite, symmetric trace class covariance operator Q : H → H such that W
has the representation

W (t) =
∑
i∈I

Q
1
2ψiβi (t), t ∈ [0, T ],

where {ψi : i ∈ I} is a complete orthonormal system in H , I a suitably chosen countable
index set, and {βi : i ∈ I} a family of independent real-valued standard Brownian motions on
[0, T ] modeled in A = (�,F,F,P). Due to [16, Proposition 4.7, p. 85], this representation
does not pose a restriction.

For m ≥ 1, define the collection of processes

Mm
A(X) :=

{
ξ : � × [0, T ] → E :

ξ is F-progressively measurable and E|ξ |m
X

< ∞
} (2.1)

equipped with the semi-norm

|ξ |Mm
A(X) := (E|ξ |m

X
)1/m, ξ ∈ Mm

A(X).

For fixedA,W ,m >1,we define the operatorV = VA,W : Mm
A(X)×Lm(�,F0,P; E)→

Mm
A(X) for ξ ∈ Mm

A(X) via
V(ξ) := V(ξ, w0) := w,

where w is the solution to the following Itô stochastic partial differential equation (SPDE)

dw(t) = (Aw(t) + F(ξ, t)) dt + �(w(t)) dW (t), w(0) = w0 ∈ E . (2.2)

For convenience, we drop the dependence on the initial datum w0 in the notation V(ξ).
Here, we implicitly assume that Eq. 2.2 is well-posed and a unique strong solution (in the

1 Here,D′(O) denotes the space of Schwartz distributions onO, that is, the topological dual space of smooth
functions with compact support D(O) = C∞

0 (O).
2 That is, a Q-Wiener process, see e.g. [16] for this notion.
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The stochastic Klausmeier system... 189

stochastic sense) w ∈ Mm
A(X) exists for ξ ∈ Mm

A(X). Here, we shall also assume that
A : D(A) ⊂ E → E is a possibly nonlinear and measurable (single-valued) operator and
F : X × [0, T ] → E a (strongly) measurable map such that

P

(∫ T

0
(|Aw(s)|E + |F(ξ, s)|E ) ds < ∞

)
= 1,

and assume that� : E → γ (H , E) is stronglymeasurable. Here, γ (H , E) denotes the space
of γ -radonifying operators from H to E , as defined in the beginning of Section 5, which
coincides with the space of Hilbert-Schmidt operators LHS(H , E) if E is a separable Hilbert
space.

We are ready to formulate our main tool for proving the existence of nonnegative martin-
gale solutions to (1.2), that is, a stochastic variant of the (deterministic) Schauder-Tychonoff
fixed point theorem(s) from [30, § 6–7].

Theorem 2.1 Let H be a Hilbert space, Q : H → H such that Q is linear, symmetric,
nonnegative definite and of trace class, let U be a Banach space, and let us assume that we
have a compact and dense embedding X

′ ↪→ X as above. Let m > 1. Suppose that for any
filtered probability space A = (�,F,F,P) and for any Q-Wiener process W with values in
H that is modeled on A the following holds.

Suppose that there exist constants R1, . . . , RK > 0, K ∈ N, continuous functions i :
X → [0,∞), 1 ≤ i ≤ K, measurable functions �i : X → [0,∞], 1 ≤ i ≤ K with closed
sublevel sets �−1

i ([0, α]), α ≥ 0, 1 ≤ i ≤ K, and a nonempty, sequentially weak∗-closed,
measurable and bounded subset3 XR1,...,RK (A) of Mm

A(X) such that:

(a) E[i (ξ)] ≤ Ri , for every ξ ∈ XR1,...,RK (A) and every 1 ≤ i ≤ K,
(b) P({�i (ξ) < ∞, ξ ∈ XR1,...,RK (A)}) = 1, for every 1 ≤ i ≤ K.

Let us assume that the operator VA,W , defined by Eq. 2.2, restricted toXR1,...,RK (A) satisfies
the following properties:

(i) the operatorVA,W iswell-definedonXR1,...,RK (A) for all choices of Ri > 0,1 ≤ i ≤ K,
(ii) there exist constants R0

i > 0, 1 ≤ i ≤ K such that

VA,W (XR1,...,RK (A)) ⊂ XR1,...,RK (A)

for all Ri ≥ R0
i and all 1 ≤ i ≤ K,

(iii) for all choices of Ri > 0, 1 ≤ i ≤ K, the restriction VA,W
∣∣XR1,...,RK (A)

is uniformly

continuous on bounded subsets w.r.t. the strong topology of Mm
A(X),

(iv) there exist constants R > 0, m0 ≥ m such that4

E
[|VA,W (ξ)|m0

X′
] ≤ R for every ξ ∈ XR1,...,RK (A),

for all Ri > 0 and all 1 ≤ i ≤ K.
(v) for all Ri > 0 and all 1 ≤ i ≤ K, VA,W (XR1,...,RK (A)) ⊂ D([0, T ];U ) P-a.s.5

3 Here, the notationX (A)means that Law(ξ) = Law(ξ̃ ) onX for ξ ∈ X (A) and ξ̃ ∈ Mm
Ã
implies ξ̃ ∈ X (Ã).

4 Note that we can relax assumption (iv) tom0 > 1 if we assume additionally that there exist constants R > 0,

m1 > m such that E
[
|VA,W (ξ)|m1

X

]
≤ R for every ξ ∈ XR1,...,RK (A) for all Ri > 0 and all 1 ≤ i ≤ K .

5 Here, D([0, T ];U ) denotes the Skorokhod space of càdlàg paths in U endowed with the Skorokhod J1-
topolgy, see [Appendix A2].
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Then, there exists a filtered probability space A∗ = (�∗,F∗,F∗,P∗) (that satisfies the
usual conditions) together with a Q-Wiener process W ∗ modeled on A∗ and an element
w∗ ∈ Mm

A∗(X) such that for all t ∈ [0, T ], P∗-a.s.
VA∗,W ∗(w∗, w∗

0)(t) = w∗(t)

for any initial datum w0 ∈ Lm(�,F0,P; E), where w∗
0 ∈ Lm(�∗,F∗

0 ,P
∗; E) satisfies

Law(w∗
0) = Law(w0).

The proof of Theorem 2.1 is postponed to Section 4. We note that by construction, we get
that w∗ solves

dw∗(t) = (Aw∗(t) + F(w∗, t)
)
dt + �(w∗(t)) dW ∗(t), w∗(0) = w0.

on A∗.

3 Existence of A Solution To The Stochastic Klausmeier System

In this section, we shall prove the existence of a nonnegative solution to the stochastic
Klausmeier system. First, wewill introduce some notation and the definition of a (martingale)
solution. After fixing the function spaces and themain hypotheses on the parameters of those,
we present ourmain result Theorem 3.6. The following proof consists mainly of a verification
of the conditions for Theorem 2.1 and a stopping time localization procedure. As pointed out
before, we are using compactness arguments to show the existence, which leads to the loss
of the initial stochastic basis.

Let H1 and H2 be a pair of separable Hilbert spaces, let A = (�,F,F,P) be a filtered
probability space and letW1,W2 be a pair of independentWiener processmodeled onA taking
values in H1 and H2, respectively, with covariance operators Q1 and Q2, respectively.We are
interested in the solution to the following reduced Klausmeier system for x ∈ O and t > 0,

du(t, x) = (ru�u[γ ](t, x) − χu(t, x) v2(t, x)) dt + σ1u(t, x) ◦ dW1(t, x), (3.1)

and,
dv(t, x) = (rv�v(t, x) + u(t, x) v2(t, x)) dt + σ2v(t, x) ◦ dW2(t, x), (3.2)

with Neumann (or periodic if O = [0, 1]d ) boundary conditions and initial conditions
u(0) = u0 and v(0) = v0. Let ru, rv, χ > 0 be positive constants. Here, we use the
abbreviation x [γ ] := |x |γ−1x for γ > 1. The hypotheses on the linear noise coefficient maps
σ1, σ2 are specified below.

Due to the nonlinear porousmedia term,we do neither use solutions in the strong stochastic
sense, nor mild solutions, that is, solutions in the sense of stochastic convolutions. Let us
define what wemean with a solution on a fixed stochastic basis. The function spaces H−1

2 (O)

and Hρ
2 (O) used in the following definition are discussed in Appendix B.

Definition 3.1 A couple (u, v) of stochastic processes on A is called solution to the system
Eq. 3.1–(3.2) for initial data (u0, v0) if there exists ρ ∈ R such that

u ∈ L2(�;C([0, T ]; H−1
2 (O))) ∩ Lγ+1(� × (0, T ) × O)

and
v ∈ L2(�;C([0, T ]; Hρ

2 (O))) ∩ L2(� × (0, T ); Hρ+1
2 (O))

such that u and v are F = (Ft )t∈[0,T ]-adapted, and satisfy

u(t) = u0 +
∫ t

0
(ru�u[γ ](s) − χu(s)v2(s)) ds +

∫ t

0
σ1u(s) ◦ dW1(s) (3.3)
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The stochastic Klausmeier system... 191

for every t ∈ [0, T ], P-a.s. in H−1
2 (O), and

v(t) = v0 +
∫ t

0
(rv�v(s) + u(s)v2(s)) ds +

∫ t

0
σ2v(s) ◦ dW2(s) (3.4)

for every t ∈ [0, T ], P-a.s. in Hρ
2 (O).

Here, V := Lγ+1(O) is dualized in a Gelfand triple over H := H−1
2 (O) which, in turn, is

identified with its own dual by the Riesz isometry. Thus V ∗ is not to be mistaken to be equal

to be the usual Banach space dual of V , namely L
γ+1
γ (O), see the proof of Theorem 5.4

for details. Note that the above ds-integral for u in Eq. 3.3 is initially a V ∗-valued Bochner
integral, however seen to be in fact H−1

2 (O)-valued, see the discussion in [48, Section 4.2]
for further details.

As mentioned before, due to the loss of the original probability space, we are considering
solutions in the weak probabilistic sense.

Definition 3.2 A martingale solution to the problem (3.1)–(3.2) for initial data (u0, v0) is a
system

(�,F,F,P, (W1,W2), (u, v)) (3.5)

such that

1. the quadruple A := (�,F,F,P) is a complete filtered probability space with a filtration
F = (Ft )t∈[0,T ] satisfying the usual conditions,

2. W1 and W2 are independent H1-valued, respectively, H2-valued Wiener processes over
the probability space A with covariance operators Q1 and Q2, respectively,

3. both u : [0, T ] × � → H−1
2 (O) and v : [0, T ] × � → Hρ

2 (O) are F-adapted processes
such that the couple (u, v) is a solution to the systemEq. 3.1 andEq. 3.2 over the probability
space A in the sense of Definition 3.1 for some ρ ∈ R.

Remark 3.3 For our purposes, instead of the Stratonovich formulation the system Eq. 3.1–
(3.2), it is convenient to consider the equations in Itô form:

du(t, x) = (ru�u[γ ](t, x) − χu(t, x) v2(t, x)) dt + σ1u(t, x) dW1(t, x), (3.6)

and,
dv(t, x) = (rv�v(t, x) + u(t, x) v2(t, x)) dt + σ2v(t, x) dW2(t, x), (3.7)

with initial data u(0) = u0 and v(0) = v0. One reason for this is that the stochastic inte-
gral then becomes a local martingale. In order to show the existence of a solution to the
Stratonovich system, one would have to incorporate the Itô-Stratonovich conversion term
(cf. [25]), which, due to the linear multiplicative noise, is a linear term being just a scalar
multiple of u, v, respectively. If one is interested in the exact form of the correction term, we
refer to [21]. We also refer to the discussion in [36], where the constant accounting for the
correction term is computed explicitly.

From now on, we shall consider the system Eq. 3.1–(3.2) in Itô form, that is, as in Eq.
3.6–(3.7). Definitions 3.1 and 3.2 are supposed to be adjusted in the obvious way, keeping
the statement on the regularity of the solution unchanged. We note that we can solve Eq.
3.1–(3.2) by a straightforward modification of the proof given here.

Before presenting our main result, we will first introduce the hypotheses on d , γ , ρ and
the initial conditions u0 and v0, and on the multiplication operators σ1, σ2. Most of the
hypotheses are technical in nature, as they lead to several different embeddings for function
spaces and interpolation spaces that we need to use in our proofs.
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Hypothesis 3.4 [Existence] Let d ∈ {1, 2, 3}. Let γ > 1, ρ ∈ R, and m > 2, m0 >
2(γ+1)

γ

such that
d

2
− 2

m
− d

m0
≤ ρ < 1 − d

2

and p∗ ≥ 2 and p∗
0 ≥ 2 such that

1

p∗ + 2

m
< 1 and

2

m0
+ 1

p∗
0
<

γ

γ + 1
.

Let

l > 1 +
(
1 − d

2
− ρ

)−1

Let us assume that the initial conditions u0, v0 are F0 measurable and satisfy

E|u0|lL2 ∨ E|u0|p
∗
0

L p∗ ∨ E|u0|γ+1
Lγ+1 < ∞, and E|v0|m0

Hρ
2

∨ E|v0|m0

H
−δ0
m

< ∞, δ0 <
1

m0
,

and that u0 and v0 are a.e. nonnegative functions (nonnegative Borel measures that are finite
on compact subsets, respectively).

Hypothesis 3.5 [Noise] Let {ψk : k ∈ Z} be the eigenfunctions of −� and {νk : k ∈ Z} the
corresponding eigenvalues. Let W1 and W2 be a pair of Wiener processes given by

Wj (t, x) =
∑
k∈Z

λ
( j)
k ψk(x)β

( j)
k (t), t ∈ [0, T ], j = 1, 2, x ∈ O,

where {λ( j)k : k ∈ Z}, j = 1, 2, is a pair of nonnegative sequences belonging to �2(Z),

{β( j)
k : [0, T ]×� → R : (k, j) ∈ Z×{1, 2}} is a family of independent standard real-valued

Brownian motions. We assume that λ( j)k ≤ C j |νk |−δ j , j = 1, 2, where δ1 > 1
2 ∨ ( d2 − 1

4

)
,

δ2 > 1
2 ∨ ( d2 − 1

4

)
, and C1 > 0, C2 > 0.

Compare also with Subsection 5.1 for details.

Under these hypotheses, the existence of a martingale solution can be shown.

Theorem 3.6 Assume that Hypotheses 3.4–3.5 hold. Then there exists a martingale solution
to system Eq. 3.6–(3.7) satisfying the following properties

(i) u(t, x) ≥ 0 and v(t, x) ≥ 0 P-a.s., for a.e. t ∈ [0, T ] and a.e. x ∈ O,
(ii) Let p ≥ 1 and E|u0|p+1

L p+1 < ∞. Then there exists a constant C0(p, T ) > 0 such that

E

[
sup

0≤s≤T
|u(s)|p+1

L p+1

]
+ γ p(p + 1)ruE

∫ T

0

∫
O

|u(s, x)|p+γ−2|∇u(s, x)|2 dx ds

+ (p + 1)χE
∫ T

0

∫
O

|u(s, x)|p+1|v(s, x)|2 dx ds ≤ C0(p, T )
(
E|u0|p+1

L p+1 + 1
)
.

(iii) for any choice of parameters ρ, m0, l as in Hypothesis 3.4, there exists a constant
C2(T ) > 0 such that

E

[
sup

0≤s≤T
|v(s)|m0

Hρ
2

]
+ E

(∫ T

0
|v(s)|2

Hρ+1
2

ds

)m0/2

≤C2(T )
(
1 + E|v0|m0

Hρ
2

+ E|u0|lL2

)
.
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We shall also collect a standard notion on uniqueness.

Definition 3.7 The system Eq. 3.6–(3.7) is called pathwise unique if, whenever (ui , vi ), i =
1, 2 are martingale solutions to the system Eq. 3.6–(3.7) on a common stochastic basis
(�,F,F,P, (W1,W2)), such that P(u1(0) = u2(0)) = 1 and P(v1(0) = v2(0)) = 1, then

P(u1(t) = u2(t)) = 1 and P(v1(t) = v2(t)) = 1, for every t ∈ [0, T ].
The theorem of Yamada and Watanabe [80] asserts that (weak) existence and pathwise

uniqueness of the solution to a stochastic equation is equivalent to the existence of a unique
strong solution. Therefore, showing pathwise uniqueness is a fundamental step for obtaining
the existence of a unique strong solution. Under certain additional conditions, as collected
below, we are able to prove pathwise uniqueness.

Hypothesis 3.8 [Uniqueness] Let δ0 ∈ (0, 1
γ
), and ρ ≥ d

2 − 1
2 .

Remark 3.9 The condition δ0 > 0 implies that the Hypothesis 3.8 can only be satisfied if
d = 1.

Theorem 3.10 Let T > 0 and let A = (�,F, (Ft )t∈[0,T ],P) a probability space satis-
fying the usual conditions, let (W1,W2) be a Wiener process over A on H1 and H2 and
satisfying Hypothesis 3.5. Let initial data u0 ∈ H−1

2 (O) and v0 ∈ L2(O) together with
the parameters m,m0, p∗, p∗

0 , l, δ0 and ρ satisfying Hypothesis 3.4 and Hypothesis 3.8,
where O ⊂ R. Assume further that Hypothesis 3.5 holds. Let (ui , vi ), i = 1, 2, be two
solutions to the system Eq. 3.6–(3.7) with initial data (u0, v0) and belonging P-a.s. to
C([0, T ]; H−1

2 (O)) × C([0, T ]; H−δ0
2 (O)). Then, the processes (u1, v1) and (u2, v2) are

indistinguishable in H−1
2 (O) × H−δ0

2 (O).

Remark 3.11 It can be shown that for dimension d = 1 such indices m∗,m0, p∗, p∗
0 , l, δ0

and ρ satisfying Hypothesis 3.4 and Hypothesis 3.8 can be found. Because of our condition
ρ ≥ d

2 − 1
2 , we cannot handle dimensions d ∈ {2, 3} as Hypothesis 3.4 then implies that

ρ < 0.

Proof The proof is postponed to Section 6. ��
By this Theorem at hand, the following corollary is a consequence of the Theorem of

Yamada-Watanabe.

Corollary 3.12 There exists a unique strong solution (in the stochastic sense) to the system
Eq. 3.6–(3.7).

Proof This follows from Theorem 3.6 in combination with Theorem 3.10 and the Yamada-
Watanabe theorem, see Appendix E weiroeckner and [44, 54, 57]. ��

The proof of Theorem 3.6 is an application of the Schauder-Tychonoff-type Theorem 2.1
and consists of the following five steps to verify the conditions of Theorem 2.1.

In the first step, we are specifying the underlying Banach spaces. In the second step, we
shall construct the operator V for a truncated system and show that the operator V satisfies
the assumptions of Theorem 2.1. In the third step, we localize via stopping times and glue the
fixed point solutions together, which exist by Theorem 2.1. In the fourth step, we prove that
the stopping times are uniformly bounded. In the fifth step, we show that we indeed yield a
martingale solution satisfying the above properties. However, to keep the proof itself simple,
we will postpone several technical a priori estimates and further regularity results which are
collected in Section 5.
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Proof of Theorem 3.6 Step (I). The underlying space(s).Herewe define the spaces onwhich
the operator V will act. Let the probability space A = (�,F,F,P) be given and let W1 and
W2 be two independent H1 and H2-valuedWiener processes defined overAwith covariances
Q1 and Q2. Let W = (W1,W2), H = H1 × H2, with covariance operator

Q =
(
Q1 0
0 Q2

)
.

Let us define the Banach space

Y = Lγ+1(0, T ; Lγ+1(O)) ∩ L∞(0, T ; H−1
2 (O))

equipped with the norm

‖η‖Y := ‖η‖Lγ+1(0,T ;Lγ+1) + ‖η‖L∞(0,T ;H−1
2 )

, η ∈ Y,

and the reflexive Banach space

Z := Lm0(0, T ; Lm(O)),

equipped with the norm
‖ξ‖Z := ‖ξ‖Lm0 (0,T ;Lm ), ξ ∈ Z.

Finally, let us fix an auxiliary Banach spaceHρ := L2(0, T ; Hρ+1
2 (O))∩L∞(0, T ; Hρ

2 (O))

equipped with the norm

‖ξ‖Hρ
:= ‖ξ‖

L2(0,T ;Hρ+1
2 )

+ ‖ξ‖L∞(0,T ;Hρ
2 ), ξ ∈ Hρ. (3.8)

Remark 3.13 If
d

2
− ρ ≤ 2

m
+ d

m0
,

then one can show by Sobolev embedding and interpolation theorems (see Proposition A.6
in the appendix) that there exists a constant C > 0 such that

‖ξ‖Z ≤ C‖ξ‖Hρ
, ξ ∈ Hρ.

Let us fix the compactly embedded reflexive Banach subspace of Z by6

Z
′ := Lm0(0, T ; Hσ

m (O)) ∩ W
α
m0

(0, T ; H−δ
m (O))

equipped with the norm

‖ξ‖Z′ :=
(
‖ξ‖m0

Lm0 (0,T ;Hσ
m )

+ ‖ξ‖m0

Wα
m0

(0,T ;H−δ
m )

)1/m0

,

compare with Appendix B, where the compact embedding Z′ ↪→ Z is discussed. The param-
eters σ > 0, α ∈ (0, 1), δ > 0 are specified in Proposition 5.9.

Now, denote the space of progressively measurable (pairs of) processes M2,m0
A (Y,Z) by

M2,m0
A (Y,Z) :=

{
(η, ξ) : η, ξ : [0, T ] × � → D′(O) such that

η and ξ are progressively measurable on A and

E‖η‖2
Y
< ∞ and E‖ξ‖m0

Z
< ∞
}

6 For the definition ofWα
m0

, we refer to Appendix B.
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equipped with the norm

‖(η, ξ)‖M2,m0
A (Y,Z)

:= (E‖η‖2
Y

) 1
2 + (E‖ξ‖m0

Z

) 1
m0 , (η, ξ) ∈ M2,m0

A (Y,Z). (3.9)

Note that here, progressive measurability is meant relative to the Borel σ -fields of the target
spaces H−1

2 (O) and Hρ
2 (O) respectively.

Finally, for fixed R0, R1, R2 > 0, let us define the subspace XA = XA(R0, R1, R2) by

XA(R0, R1, R2)

:=
{
(η, ξ) ∈ M2,m0

A (Y,Z) :

E

[
sup

0≤s≤T
|η(s)|p∗

0

L p∗

] 1
p∗0 ≤ R0, E‖ξ‖m0

Z
≤ R1, E‖ξ‖m0

Hρ
≤ R2, and

η and ξ are nonnegative P ⊗ Leb-a.e. in D′(O)

}
.

It is easy to verify that XA is a sequentially weak∗-closed and bounded subset of
M2,m0

A (Y,Z). The continuous functions i , i = 0, 1, 2, satisfying assumption (a) of Theo-
rem 2.1 can be defined in the obvious way. Also, it is easy to find measurable functions �i ,
i = 0, 1, 2, with closed sublevel sets such that assumption (b) of Theorem 2.1 is satisfied,
and can be used to capture the nonnegativity by setting e.g. �i ((η, ξ)) := ∞ if η or ξ is
negative, i = 0, 1, 2.

Every (η, ξ) ∈ XA is a pair of a (equivalence class of a) nonnegative function (or a
nonnegative Borel measure that is finite on compact subsets of O).

Remark 3.14 Note that in order to apply Theorem 2.1 formally, we will assume the obvious
modification (or extension) of its statement and proof, such that we can treat pairs of spaces
with different exponents like M2,m0

A (Y,Z).

Step (II). The truncated system.
Let φ ∈ D(R) be a smooth cutoff function that satisfies

φ(x)

⎧⎪⎨
⎪⎩

= 0, if |x | ≥ 2,

∈ [0, 1], if 1 < |x | < 2,

= 1, if |x | ≤ 1,

and let φκ(x) := φ(x/κ), x ∈ R, κ ∈ N. In addition, for any progressively measurable pair
of processes (η, ξ) ∈ M2,m0

A (Y,Z) let us define for t ∈ [0, T ]

h(η, ξ, t) := sup
0≤s≤t

|η(s)|2
H−1
2

+
∫ t

0
|η(s)|γ+1

Lγ+1 ds + ‖ξ1[0,t]‖Hρ

where ν ∈ (0, 1] is chosen such that 1
p∗
0

+ νm0
γ+1 ≤ 1 and 1

p∗
0

+ ν
m0

≤ 1.

Let us consider the truncated system given by
{

duκ (t) = [
ru�(uκ (t))[γ ] − χφκ(h(uκ , vκ , t))uκ (t)v2κ (t)

]
dt + σ1uκ (t)dW1(t),

uκ (0) = u0,

(3.10)
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and {
dvκ(t) = [rv�vκ(t) + φκ(h(uκ , vκ , t))uκ (t)v2κ (t)

]
dt + σ2vκ(t)dW2(t).

vκ(0) = v0.
(3.11)

We shall show the existence of a martingale solution to system Eq. 3.10–(3.11).

Proposition 3.15 For any κ ∈ N, there exists constants R0 > 0, R1 > 0, R2 > 0, depending
on κ , such that there exists amartingale solution (uκ , vκ) to systemEq. 3.10–(3.11) contained
in XA(R0, R1, R2) ⊂ M2,m0

A (Y,Z).

Proof of Proposition 3.15 The proof consists of several steps. First,we shall define an operator
denoted by Vκ which satisfies the assumptions of Theorem 2.1, yielding the existence of a
martingale solution.

Step (a). Definition of the operator Vκ .
First, define

Vκ := Vκ,A : XA(R0, R1, R2) ⊂ M2,m0
A (Y,Z) → M2,m0

A (Y,Z)

by
Vκ (η, ξ) := (uκ , vκ), for (η, ξ) ∈ XA(R0, R1, R2)

where uκ is a solution to{
duκ (t) = [ru�(uκ (t))[γ ] − χφκ(h(η, ξ, t)) uκ (t) ξ2(t)

]
dt + σ1uκ (t) dW1(t),

uκ (0) = u0,
(3.12)

and vκ is a solution to{
dvκ(t) = [rv�vκ(t) + φκ(h(η, ξ, t)) η(t) ξ2(t)

]
dt + σ2vκ(t) dW2(t),

vκ(0) = v0.
(3.13)

The operator Vκ is well-defined for (η, ξ) ∈ XA(R0, R1, R2). In fact, by Theorem 5.4 and
Proposition 5.5, given such a pair of processes (η, ξ), the existence of a nonnegative unique
solution uκ to Eq. 3.12 for nonnegative initial data u0 with

E‖uκ‖2Y ≤C1(κ, T ) (3.14)

follows. By Proposition 5.7 and Proposition 5.8, the existence of a unique solution vκ to Eq.
3.13 with

E‖vκ‖m0
Hρ

≤ E|v0|m0

Hρ
2

+ C(κ, T )R0,

follows.
Step (b). The Vκ -invariant set X .
Let

C0(T )
(
E|u0|p

∗
0

L p∗ + 1
)

≤ R0,

where the constant C0(γ, T ) is as in Eq. 5.6. Then, due to Proposition 5.6, we know that

E

[
sup

0≤s≤T
|uκ (s)|p

∗
0

L p∗

]
∨ E

[
sup

0≤s≤T
|uκ(s)|γ+1

Lγ+1

]
≤ R0.
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Furthermore, by Proposition 5.7, the existence of a unique solution to Eq. 3.13 such that

E‖vκ‖m0
Hρ

≤E|v0|m0

Hρ
2

+ R0C2(κ, T ) (3.15)

follows.
Let R2 := E|v0|m0

Hρ
2

+ R0C2(κ, T ). Finally, by Proposition 5.9 we can show that for

R1 ≥ C(T )

{
E|v0|m0

H
−δ0
m

+ C(κ)

}
(here the constants are given by Proposition 5.9)

E‖vκ‖m0
Z

≤R1. (3.16)

Then, Vκ maps XA(R0, R1, R2) into itself. Hence, assumption (i) of Theorem 2.1 is
satisfied.

Step (c). Continuity of Vκ on X .
Next we show that assumption (ii) of Theorem 2.1 is satisfied. We need to show that

the restriction of the operator Vκ to XA(R0, R1, R2) is continuous in the strong topology
of M2,m0

A (Y,Z). Let {(η(n), ξ (n)) : n ∈ N} ⊂ XA(R0, R1, R2) be a sequence converging

strongly to (η, ξ) in M2,m0
A (Y,Z).

Firstly, due to Proposition 5.12 andRemark 3.13,we know that the sequence {u(n)κ : n ∈ N}
where u(n)κ solves⎧⎪⎪⎨
⎪⎪⎩
du(n)κ (t) =

[
ru�(u(n)κ (t))[γ ] − χφκ(h(η(n), ξ (n), t)) u

(n)
κ (t) (ξ (n)(t))2

]
dt

+σ1u
(n)
κ (t) dW1(t),

u(n)κ (0) = u0.

(3.17)

converges in M2,m0
A (Y,Z) to uκ which solves Eq. 3.12.

Secondly, due to Proposition 5.11 and keeping Remark 3.13 in mind, it follows that the
sequence {v(n)κ : n ∈ N}, where v(n)κ solves⎧⎪⎪⎨

⎪⎪⎩
dv(n)κ (t) =

[
rv�v

(n)
κ (t) + φκ(h(η(n), ξ (n), t)) η(n)(t) (ξ (n)(t))2

]
dt

+σ2v
(n)
κ (t) dW2(t),

v
(n)
κ (0) = v0.

(3.18)

converges in M2,m0
A (Y,Z) to vκ , where vκ solves Eq. 3.13.

This gives that the operator

Vκ |XA(R0,R1,R2) : XA(R0, R1, R2) ⊂ M2,m0
A (Y,Z) → M2,m0

A (Y,Z)

is continuous.
Step (d). Tightness.
Next we show that assumption (iii) of Theorem 2.1 is satisfied.
First, note that the embedding Z

′ ↪→ Z is compact by the Aubin-Lions-Simon Lemma
B.1.

Second, by Proposition 5.9 it follows that for any κ ∈ N there exists a constant C =
C(κ, T ) > 0 such that for all (η, ξ) ∈ XA(R0, R1, R2)

E |vκ |m0
Z′ ≤ C,

where vκ solves Eq. 3.13. Observe that we have the compact embedding Lγ+1(O) ↪→
H−1
2 (O). Hence, by Proposition 5.13 and by standard arguments (cf. [24]), we know that
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the laws of the set {uκ : (η, ξ) ∈ XA(R0, R1, R2)} are tight on C([0, T ]; H−1
2 (O)). By

Proposition 5.13 and the Aubin-Lions-Simon Lemma B.1, the laws of {uκ : (η, ξ) ∈
XA(R0, R1, R2)} are tight on Lγ+1(0, T ; Lγ+1(O)). Therefore, it follows that the set
{Vκ (η, ξ) : (η, ξ) ∈ XA(R0, R1, R2)} is tight on Y × Z, which implies assumption (iii)
of Theorem 2.1 for

X
′ := Lγ+1(0, T ; Lγ+1(O)) × Z

′ ↪→ Y × Z =: X
Step (e). Continuity of paths.
To show assumption (iv) of Theorem 2.1, we notice that by choosing

U := H−1
2 (O) × Hρ

2 (O),

it follows from Proposition 5.13 and standard arguments on continuity of solutions to non-
linear SPDEs that

Vκ (η, ξ) ∈ C([0, T ];U ) ⊂ D([0, T ];U ) P-a.s.

for all (η, ξ) ∈ XA(R0, R1, R2).
Step (f). Existence of a fixed point.
Finally, by Theorem 2.1, for each κ ∈ N, there exists a probability space Ãκ =

(�̃κ , F̃κ , F̃κ , P̃κ ), a Wiener process W̃ κ = (W̃ κ
1 , W̃

κ
2 ), modeled on Ãκ , and elements

(ũκ , ṽκ ) ∈ XÃκ
(R0, R1, R2) ∩ C([0, T ];U )

such that we have a P̃-a.s. fixed point

V
κ,Ãκ

(ũκ (t), ṽκ (t)) = (ũκ (t), ṽκ (t))

for every t ∈ [0, T ]. Due to the construction of VÃ, the pair (ũκ , ṽκ ) solves the system Eq.

3.12–(3.13) over the stochastic basis Ãκ with the Wiener noise W̃ κ , see Section 4 for details.
Step (III). Here, we will construct a family of solutions {(ūκ , v̄κ ) : κ ∈ N} following

the solution to the original problem until a stopping time τ̄κ . In particular, we will introduce
for each κ ∈ N a new pair of processes (ūκ , v̄κ ) following the Klausmeier system up to the
stopping time τ̄κ . Besides, we will have (ūκ , v̄κ )|[0,τ̄κ ) = (ūκ+1, v̄κ+1)|[0,τ̄κ ).

Let us start with κ = 1. From Proposition 3.15, we know there exists a martingale solution
consisting of a probability space A1 = (�1,F1,F1,P1), two independent Wiener processes
(W 1

1 ,W
1
2 ) defined over A1, and a couple of processes (u1, v1) solving P1–a.s. the system

⎧⎪⎨
⎪⎩

du1(t) =
[
ru�u[γ ]

1 (t) − χ φ1(h(u1, v1, t)) u1(t) v21(t)
]
dt + σ1u1(t) dW 1

1 (t),

dv1(t) = [rv�v1(t) + φ1(h(u1, v1, t)) u1(t) v21(t)
]
dt + σ2v1(t) dW 1

2 (t),
(u1(0), v1(0)) = (u0, v0).

Let us define now the stopping time

τ ∗
1 := inf{s ≥ 0 : h(u1, w1, s) ≥ 1}.

Observe, on the time interval [0, τ ∗
1 ), the pair (u1, v1) solves the system given in (1.2). Now,

we define a new pair of processes (ū1, v̄1) following (u1, v1) on [0, τ ∗
1 ) and extend this

processes to the whole interval [0, T ] in the following way.
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First, we put A1 := A1 and W̄ 1
j := W 1

j , j = 1, 2, and let us introduce the processes y1
and y2 being a strong solution over A1 to

dy1(t, u1(τ
∗
1 ), σ ) = ru�y[γ ]

1 (t, u1(τ
∗
1 ), σ ) dt + σ1y1(t, u1(τ

∗
1 ), σ ) d(θσ W̄

1
1 )(t)

y1(0, u1(τ
∗
1 )) = u1(τ

∗
1 ), t ≥ 0, (3.19)

y2(t, v1(τ
∗
1 ), σ ) = erv�tv1(τ

∗
1 )

+
∫ t

0
e(rv�)(t−s)σ2y2(s, v1(τ

∗
1 ), σ ) d(θσ W̄

1
2 )(s), t ≥ 0. (3.20)

Here, θσ is the shift operator which maps Wj (t) to Wj (t + σ) − Wj (σ ). Since the couple
(u1, v1) is continuous in H

−1
2 (O)×Hρ

2 (O), we know that u1(τ ∗
1 ) and v1(τ

∗
1 ) arewell-defined

random variables belonging P1-a.s. to L2(O) and Hρ
2 (O), respectively. By [2, Theorem

2.5.1] the existence of a unique solution y1 over A1 to Eq. 3.19 in H−1
2 (O) is given. Since

(et(rv�−α̃ I d))t≥0 is an analytic semigroup on Hρ
2 (O) for α̃ > 0, the existence of a unique

solution y2 over A1 to Eq. 3.20 in Hρ
2 (O) can be shown by standard methods, cf. [16].

Furthermore, it is straightforward to verify that the assumptions on the initial conditions are
satisfied. Now, let us define two processes ū1 and v̄1 being identical to u1 and v1, respectively,
on the time interval [0, τ ∗

1 ) and following the porous media, respective, the heat equation
(with lower order terms) with noise and without nonlinearity, i.e., y1(·, u1(τ ∗

1 ), τ
∗
1 ) and

y2(·, v1(τ ∗
1 ), τ

∗
1 ), afterwards. In particular, let

ū1(t) =
{
u1(t) for 0 ≤ t < τ ∗

1 ,

y1(t, u1(τ ∗
1 ), τ

∗
1 ) for τ ∗

1 ≤ t ≤ T ,

and

v̄1(t) =
{
v1(t) for 0 ≤ t < τ ∗

1 ,

y2(t, v1(τ ∗
1 ), τ

∗
1 ) for τ ∗

1 ≤ t ≤ T .

Let us now construct the probability space and the processes for the next time inter-
val. First, let (u1(τ ∗

1 ), v1(τ
∗
1 )) have probability law μ1 on H−1

2 (O) × Hρ
2 (O). Again,

from Proposition 3.15, we know there is a martingale solution consisting of a probability
space A2 = (�2,F2,F2,P2), a pair of independent Wiener processes (W 2

1 ,W
2
2 ) such that

(W̄ 1
1 , W̄

1
2 ,W

2
1 ,W

2
2 ) are independent as well, a couple of processes (u2, v2) solving P2-a.s.

the system
⎧⎪⎨
⎪⎩
du2(t) =

[
ru�u[γ ]

2 (t) − χ φ2(h(u2, v2, t)) u2(t) v22(t)
]
dt + σ2u2(t) dW 2

1 (t),

dv2(t) = [rv�v2(t) + φ2(h(u2, v2, t)) u2(t) v22(t)
]
dt + σ2v2(t) dW 2

2 (t),
(u2(0), v2(0)) ∼ μ1.

with initial condition (u2(0), v2(0)) having law μ1. Let us define now the stopping times on
A2,

τ ∗
2 := inf{s ≥ 0 : h(u2, v2, s) ≥ 2}.

Let A1 := (�1,F1,F1,P1) := A1, with F1 := (F1
t )t∈[0,T ]. Let �2 := �1 × �2, F2 :=

F1 ⊗ F2, P2 := P1 ⊗ P2 and let F2 := (F2
t )t∈[0,T ], where

F2
t := σ
({

A ∩ {t < τ ∗
1 } : A ∈ F1

t

}
∪ F1

0 ∪
{
A ∩ {t ≥ τ ∗

1 } : A ∈ F2
t−τ∗

1

})
,
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where
F2
t−τ∗

1
:= {A ∈ F2∞ : A ∩ {t − τ ∗

1 ≤ s} ∈ F2
s for all s ≥ 0

}
,

and where F2∞ := σ
(⋃

t≥0 F2
t

)
. Let A2 := (�2,F2,F2,P2). Finally, let us set for j = 1, 2

W̄ 2
j (t) :=

{
W̄ 1

j (t), if t < τ ∗
1 ,

W 2
j (t − τ ∗

1 ) + W̄ 1
j (τ

∗
1 ), if t ≥ τ ∗

1 .

which give independent Wiener processes for j = 1, 2, w.r.t. the filtration F2.
Now, let us define two processes ū2 and v̄2 being identical to ū1 and v̄1, respectively,

on the time interval [0, τ ∗
1 ), being identical to u2 and v2 on the time interval [τ ∗

1 , τ
∗
1 + τ ∗

2 )

and following the porous media, respective, the heat equation (with lower order terms) with
multiplicative noise, afterwards. Let us note, for any initial condition having distribution equal
to u2(τ ∗

2 ) and v2(τ
∗
2 ) that there exists a strong solutions y1(·, ·, τ ∗

2 + τ ∗
1 ) and y2(·, ·, τ ∗

2 + τ ∗
1 )

of the systems Eq. 3.19 and Eq. 3.20, respectively, on A2. Let for t ∈ [0, T ]

ū2(t) =

⎧⎪⎨
⎪⎩
ū1(t) for 0 ≤ t < τ ∗

1 ,

u2(t − τ ∗
1 ) for τ ∗

1 ≤ t ≤ τ ∗
1 + τ ∗

2 ,

y1(t − (τ ∗
1 + τ ∗

2 ), u2(τ
∗
2 ), τ

∗
1 + τ ∗

2 ) for τ ∗
2 + τ ∗

1 ≤ t ≤ T ,

v̄2(t) =

⎧⎪⎨
⎪⎩
v1(t) for 0 ≤ t < τ ∗

1 ,

v2(t − τ ∗
1 ) for τ ∗

1 ≤ t ≤ τ ∗
1 + τ ∗

2 ,

y2(t − (τ ∗
1 + τ ∗

2 ), v2(τ
∗
2 ), τ

∗
1 + τ ∗

2 ) for τ ∗
1 + τ ∗

2 ≤ t ≤ T .

In the samewaywewill construct for any κ ∈ N a probability spaceAκ , a pair of independent
Wiener processes (W̄ 1

κ , W̄
2
κ ), overAκ and a pair of processes (ūκ , v̄κ ) starting at (u0, v0) and

solving system Eq. 3.10-(3.11) up to time

τ̄κ := τ ∗
1 + · · · + τ ∗

κ (3.21)

and following the porous media, respective, the heat equation afterwards. Besides, we know
that (ūκ , v̄κ )|[0,τ̄κ−1) = (ūκ−1, v̄κ−1)|[0,τ̄κ−1).

Step (IV). Uniform bounds on the stopping time.
Let us consider the family {(ūκ , v̄κ ) : κ ∈ N}. The next aim is to show that there exists

R0, R1 and R2 > 0 independent of κ ∈ N such that {(ūκ , v̄κ ) : κ ∈ N} ⊂ XA(R0, R1, R2).
First, that due to Proposition 5.14 there exists a constant C0(1, T ) > 0 such that

(3.22)

E

[
sup

0≤s≤τ̄κ∧T
|ūκ (s)|2L2

]
+ 2γ ruE

∫ τ̄κ∧T

0

∫
O

|ūκ (s, x)|γ−1|∇ūκ (s, x)|2 dx ds

+ 2χE
∫ τ̄κ∧T

0

∫
O

|ūκ(s, x)|2|v̄κ (s, x)|2 dx ds ≤ C0(1, T )
(
E|u0|2L2 + 1

)
.

From above we can conclude that there exists a constant C > 0 such that

E‖ūκ1[0,τ̄κ∧T ]‖2Y ≤ C .

123



The stochastic Klausmeier system... 201

Here, it is important that ūκ ≥ 0. This estimate can be extended to the time interval [0, T ] by
standard results (see e.g. [2] and Proposition 5.14). Next, let us assume R1 > 0 is that large
that

C(T )

(
E|v0|m0

H
−δ0
m

+ Rδ1
0 Rδ1

2

)
≤ R2, (3.23)

where the constantsC(T ), δ0, δ1 are given in Proposition 5.15. Observe, by Proposition 5.15,
we have for l as in Hypothesis 3.4

E‖v̄κ‖m0
Z

≤ C(T )

(
E|v0|m0

H
−δ0
m

+
(
E

(∫ τ̄κ∧T

0
u2κ (s)v

2
κ (s) ds

)l )δ1
Rδ1
1

)
. (3.24)

Then, by Proposition 5.14, we know that for p = 1, the term

E

(∫ τ̄κ∧T

0
u2κ (s)v

2
κ (s) ds

)l
≤ E|u0|lL2 ,

which can be uniformly bounded by Rl
0. Hence, we conclude by Eq. 3.23 thatE‖v̄κ‖m0

Z
≤ R1

and the choice of R2 that E‖v̄κ‖m0
Hρ

≤ R2. Finally, by Proposition A.6 we know for d
2 − ρ ≤

2
m + d

m0
that Hρ ↪→ Z. Due to the choice of m and m0, we know that the inequality is

satisfied. Hence, setting

R1 ≥R2, (3.25)

we know thatE‖v̄κ‖m0
Z

≤ R1. In particular, there exists R0, R1 and R2 such that for all κ ∈ N

we have

E

[
sup

0≤s≤T
|ūκ (s)|p

∗
0

L p∗

]
≤ R

p∗
0

0 , (3.26)

E‖v̄κ‖m0
Z

≤ R1, and E‖v̄κ‖m0
Hρ

≤ R2.
Step (V). Passing on to the limit.
In the final step, we will show that P-a.s. a martingale solution to Eq. 3.6-(3.7) exists.

Claim 3.16 Let

(�,F,F,P) :=
(∏
κ∈N

�κ,
⊗
κ∈N

Fκ ,F∞,
⊗
κ∈N

Pκ

)
,

where F∞ := (F∞
t )t∈[0,T ], where, setting τ ∗

0 := 0,

F∞
t :=
⋂
κ∈N

Fκ

t .

There exists a measurable set�0 ⊂ �with P(�0) = 1 such that a martingale solution (u, v)
to the system Eq. 3.6-(3.7) exists on (�0,F ∩�0,F∩�0,P|�0 , (W̄

∞
1 |�0 , W̄

∞
2 |�0)), where

for j = 1, 2, setting τ ∗
0 := 0,

W̄∞
j (t) := W̄ κ

j (t), if t ∈ [τ ∗
κ−1, τ

∗
κ ), κ ∈ N.

Proof For any κ ∈ N, let us define the set

Aκ := {ω ∈ � : τ̄κ (ω) ≥ T } .
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It can be clearly observed that there exists a progressively measurable process (u, v) over
A such that (u, v) solves P–a.s. the integral equation given by (3.6)-(3.7) up to time T . In
particular, we have for the conditional probability

P ({there exists a solution (u, v) to Eq. 3.6-(3.7)} | Aκ ) = 1.

Set �0 =⋃∞
κ=1 Aκ . Then, it is elementary to verify that

P ({there exists a solution (u, v) to Eq. 3.6-(3.7)} ∩ �0)

= lim
κ→∞P ({there exists a solution (u, v) to Eq. 3.6-(3.7)} ∩ Aκ )

= lim
κ→∞
[
P ({there exists a solution (u, v) to Eq. 3.6-(3.7)} | Aκ )P (Aκ )

]
.

Since P ({a solution (u, v) to Eq. 3.6-(3.7) exists} | Aκ ) = 1, it remains to show that
limκ→∞ P(Aκ ) = 1. Then, as Aκ ⊂ Aκ+1 for κ ∈ N, it follows that

P ({there exists a solution (u, v) to Eq. 3.6-(3.7)} ∩ �0) = 1.

However, due to Step IV, there exists a constant C(T ) > 0 such that

E [h(ūκ , v̄κ , t)] ≤ C(T ), t ∈ [0, T ], κ ∈ N,

thus by the Markov inequality,

P (� \ Aκ ) ≤ C(T )

κ
→ 0,

as κ → ∞. Thus the solution process is well-defined on�0 =⋃∞
κ=1 Aκ withP(�0) = 1. ��

The proof of Theorem 3.6 is complete.

4 Proof of The Stochastic Schauder-Tychonoff Theorem

Proof of Theorem 2.1 Fix A and W , and R1, . . . , RK > 0, K ∈ N. In addition, for simplifi-
cation, we shall omit R1, . . . , RK in the notation for XR1,...,RK (A) and write X (A) instead
of XR1,...,RK (A). Fix an initial datum w0 ∈ Lm(�,F0,P; E).

Step (I). In the first step we will approximate the operator VA,W . We shall discretize time,
as we would like apply the classical Schauder-Tychonoff theorem in a compact subset which
is given by a tight collection of laws on a finite time grid. Let us fix a sequence {ει : ι ∈ N}
such that ει → 0.

First, let us introduce a dyadic time grid πn = {t0 = 0 < t1 < t2 < · · · < t2n = T }
by tk = T k

2n , k = 0, 1, 2, . . . , 2n . The stochastic process will be approximated by an
averaging operator over the dyadic time interval. To this end, let us define a step-function
φn : [0, T ] → [0, T ] by φn(s) = T k

2n , if k = 0, 1, 2, . . . , 2n −1 and T k
2n ≤ s < T k+1

2n , i.e.,
φn(s) = T 2−n�2ns�, s ≥ 0, where �t� is the largest integer that is less or equal t ∈ R. Let
{wn : n ∈ N} ⊂ Lm(�,F0,P; E) be a sequence, such that wn → w0 in Lm(�,F0,P; E)

and
‖wn − w0‖Lm (�,F0,P;E) ≤ εn

n
.

For a function ξ ∈ Mm
A(X), we define

Projn(ξ)(s) :=
{
wn, if s ∈ [0, T 2−n),
2n
T

∫ φn(s)
φn(s)−T 2−n ξ(r) dr , if s ≥ T 2−n .

(4.1)
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Note, that Projn(ξ) is a progressively measurable, P-a.s. piecewise constant, U -valued
stochastic process.

Remark 4.1 Observe that the projection operator satisfies

(i) Projn is a linear bounded contraction operator from X into X;
(ii) If B is a bounded subset of X, then for all ε > 0 there exists a n0 ∈ N such that

‖Projn(ξ) − ξ‖X < ε, ξ ∈ B, n ≥ n0,

cf. [11, Appendix B].

Thus, due to Remark 4.1 and the uniform continuity of VA,W on the bounded set X (A),
we know that for any ε > 0, there exists some n0 ∈ N such that for every ξ uniformly in
VA,W (X (A)) such that for any r ∈ (1,m],

(
E‖Projn(ξ) − ξ‖r

X

) 1
r ≤ ε, ∀ξ ∈ VA,W (X (A)) , ∀ n ≥ n0.

Let {nι : ι ∈ N} be a sequence such that
(
E‖Projnι (ξ ) − ξ‖m

X

) 1
m ≤ ει

3
, ∀ξ ∈ VA,W (X (A)) . (4.2)

Finally, let us define the operator

V ι
A,W (ξ) := (Projnι ◦ VA,W )(ξ), ξ ∈ X (A).

Step (II). DenoteU := D([0, T ];U ), the Skorokhod space of càdlàg paths inU endowed
with the Skorokhod J1-topolgy, see [39, Appendix A2]. Given the probability space A =
(�,F,F,P), for any ι ∈ N this operator V ι

A,W induces an operator Vι on the set of Borel
probability measures on X∩U, denoted byM1(X∩U). The construction of the operator Vι

is done in the this step. Define the subset of probability measures X given by

X :=
{
μ ∈ M1(X ∩ U) :

∫
X

 j (ξ) μ(dξ) ≤ R j ,

and μ
({� j < ∞}) = 1 ∀ j = 1, . . . , K

}
.

Now, let μ ∈ X . Then, by the Skorokhod lemma [39, Theorem 4.30], we know that there
exists a probability spaceA0 = (�0,F0,P0) and a randomvariable ξ : �0 → X∩U such that
the law of ξ coincides with μ. In particular, the probability measure νξ : B(X∩U) → [0, 1]
induced by ξ and given by

νξ : B(X ∩ U) � A �→ P0 ({ω : ξ(ω) ∈ A})
coincides with the probability measure μ.

Due to the definition ofU, we know that ξ is a progressivelymeasurable stochastic process,
in particular, ξ : �0 × [0, T ] → U such that P0(ξ ∈ X ∩ U) = 1. Let

G0
t := σ ({ ξ(s) : 0 ≤ s ≤ t } ∪ N0) , t ∈ [0, T ],

where N0 denotes the collection of zero sets of A0. Set A0 := (�0,F0, (G0
t )t∈[0,T ],P0).
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Next, we have to construct the Wiener process and extend the probability space. Now, let
A1 = (�1,F1, (Ft )t∈[0,T ],P1) be a probability space where a cylindrical Wiener processW
on H is defined, and let Aμ the product probability space of A0 and A1. In particular, we set

�μ = �0 × �1,

Fμ = F0 ⊗ F1,

Gμ
t = G0

t ⊗ G1
t , t ∈ [0, T ],

and Pμ = P0 ⊗ P1.

Here, we know that ξ(t), t ∈ [0, T ], is independent of the increments W (t ′) − W (t), t ′ > t
and {Gμ

t }t∈[0,t]-progressively measurable. Since μ ∈ X , we know ξ ∈ X (Aμ).
Next, we have to verify if the family operators{

V ι
Aμ,W

: ι ∈ N

}

is well-defined. However, this is follows from assumption (i), and since ξ ∈ X (Aμ). In fact,
theμ-dependence of the stochastic basis can be removed by lifting to the space of probability
measures (path laws). We aim to find a fixed point in the space of probability measures.

Now, for A ∈ B(X ∩ U). Then, let us define the mapping Vι that maps the probability
measure μ, in other words, the probability measure νξ : B(X ∩ U) → [0, 1] that is induced
by ξ to the probability measure νV ι

Aμ,W (ξ) : B(X ∩ U) → [0, 1] given by

νV ι
Aμ,W (ξ)(A) := Pμ

({
ω ∈ �μ : V ι

Aμ,W
(ξ(ω)) ∈ A

})
, Vι(μ) := νV ι

Aμ,W (ξ).

Note, since X∩U is a complete metric space, the space of probability measures over X∩U

equipped with the Prokhorov metric7 is complete.
The following points can be easily verified.

(1) X is invariant under Vι. This follows directly from assumption (ii) and the properties of
the projection Projnι , see also Remark 4.1.

(2) Due to the fact that V ι
Aμ,W

restricted to X (Aμ) is uniformly continuous, Vι restricted to
X is continuous on M1(X ∩ U) in the Prokhorov metric by [22, Theorem 11.7.1].

(3) Note that by assumption (v), V ι
Aμ,W

(ξ) ∈ U for ξ ∈ X (Aμ). We claim that Vι restricted
to X is compact on M1(X ∩ U). In particular, it maps bounded sets into compact sets.
In fact, we have to show that for all ι ∈ N and ε > 0 there exists a compact subset
Kε ⊂ X ∩ U such that

νV ι(ξ) ((X ∩ U) \ Kε) < ε, ∀νξ ∈ X and νV ι(ξ) := Vι(νξ ).

However, by assumption (iv) there exists a constant R > 0 with

E‖V ι
Aμ,W

(ξ)‖m0
X′ ≤ R, ξ ∈ X (Aμ).

Let R̃ > R1/m0ε−1/m0 and let Kε := {x ∈ X∩U : ‖x‖X′ ≤ R̃}. Due to the construction
of the operator Vι, we have that the law is preserved. In particular,

Pμ

({
x ∈ X ∩ U ∩ X (Aμ) : ‖V ι

Aμ,W
(x)‖X′ ≥ R̃

})
= νV ι(ξ)

({
x ∈ X : ‖x‖X′ ≥ R̃

})
.

7 Let M1(X) be the set of Borel probability measures on the metric space (X , d) equipped with the weak
topology. Let ν, μ ∈ M1(X). Then the weak topology can be metrized by the Prokhorov metric, cf. [22],

dα(μ, ν) := inf{α > 0 : μ(A) ≤ ν(Aα) + α and ν(A) ≤ μ(Aα) + α for all A ∈ B(X)}.
Here Aα := {x ∈ X : d(x, A) < α}.
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Next, by Chebyshev’s inequality, we get that

νV ι(ξ) ((X ∩ U) \ Kε) = νV ι(ξ)

({
x ∈ X : ‖x‖X′ ≥ R̃

})
< ε.

Since X′ ↪→ X compactly, we have proved the tightness.
(4) X is a convex subset of M1(X ∩ U). Let ν, μ ∈ X , we have to show that for any

α ∈ (0, 1) we have αν + (1 − α)μ ∈ X . First, analyzing the expectation with respect
to 1, . . . , K , this follows by the linearity of the expectation value. Secondly, since
ν, μ ∈ X we know that ν ({� < ∞}) = 1 and μ ({� < ∞}) = 1, Let α ∈ (0, 1). Then

(αν + (1 − α)μ) ({� < ∞})
= α ν ({� < ∞})︸ ︷︷ ︸

=1

+(1 − α)μ ({� < ∞})︸ ︷︷ ︸
=1

= 1.

In particular, the mapping Vι restricted to X satisfies all assumptions of the classical
Schauder-Tychonoff theorem, see [30, § 7, Theorem 1.13,. p. 148]:

Lemma 4.2 [Schauder-Tychonoff] Let C be a nonempty convex subset of a locally convex
linear topological space E , and let F : C → C be a compact map, i.e., F(C) is contained in
a compact subset of C. Then F has a fixed point.

Hence, for any ι ∈ N there exists a probability measure ν∗
ι ∈ X such that

Vι(ν
∗
ι ) = ν∗

ι .

Step (III). Note, that the tightness argument in the previous step is independent of ι, thus
the set {

ν∗
ι : ι ∈ N

}
is tight, therefore there exists a subsequence {ι j : j ∈ N} and a Borel probability measure ν∗
such that ν∗

ι j
→ ν∗, as j → ∞. In this step, we will construct from the family of probability

measures {ν∗
ι j

: j ∈ N} and ν∗ ∈ X , a filtered probability space A∗, a Wiener process W ∗,
a progressively measurable process w∗, and a family of progressively measurable processes
{wι j : j ∈ N} that are P

∗-a.s. contained in X ∩ U over A∗ such that these objects have
probability measures {ν∗

ι j
: j ∈ N} and ν∗

ι j
∈ X ∩ U.

By the Skorokhod lemma [39, Theorem 4.30], there exists a probability space A∗
0 =

(�∗
0,F∗

0 ,P
∗
0) and a sequence of X-valued random variables {w∗

ι j
: j ∈ N} andw∗

ι j
where the

random variable w∗
ι j

: �∗
0 → X ∩ U has the law ν∗

ι j
in X ∩ U. In addition, by tightness and

the Skorokhod lemma, we have

w∗
ι j

→ w∗ as j → ∞ P
∗
0-a.s. (4.3)

on X.
Moreover, let us introduce the filtration G∗

0 = (F∗,0
t )t∈[0,T ] given by

F∗,0
t := σ

({
(w∗

ι j
(s), w∗(s)) : 0 ≤ s ≤ t, j ∈ N

}
∪ N ∗

0

)
, t ∈ [0, T ],

where N ∗
0 denotes the collection of zero sets of A∗

0.
Next, similarly as above, let us construct the Wiener process. Let

A∗
1 =
(
�∗

1,F∗
1 , (G1,∗

t )t∈[0,T ],P∗
1

)
.
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be a filtered probability space with a cylindrical Wiener process W ∗ on H being adapted to
the filtration (G1,∗

t )t∈[0,T ]. Let A∗ := A∗
0 × A1. In particular, we put

�∗ = �∗
0 × �∗

1,

F∗ = F∗
0 ⊗ F∗

1 ,

G∗
t = G0,∗

t ⊗ G1,∗
t , t ∈ [0, T ],

and P
∗ = P

∗
0 ⊗ P

∗
1.

In addition, X (A∗) can be defined, and also the operators V ι
A∗,W ∗ and VA∗,W ∗

Step (IV). In this step, wemimic an explicit Euler scheme, to construct aP∗-a.s. piecewise
constant and {G∗

t }t∈[0,T ]-progressivelymeasurable process that is a fixed point for the operator
V ι j
A∗,W ∗ .

Since ν∗
ι j

∈ X , the process w∗
ι j

∈ X (A∗) and, hence, V ι j
A∗,W ∗(w∗

ι j
) is well-defined. Since

Vι j (ν
∗
ι j
) = ν∗

ι j
, Law(w∗

ι j
) = ν∗

ι j
. However, we do not know if the process w∗

ι j
satisfies

P
∗ (V ι j

A∗,W ∗
(
w∗

ι j

)
(s) = w∗

ι j
(s)
)

=1 for 0 ≤ s ≤ T .

In this step, we will construct here a fixed point for the operator V ι j
A∗,W ∗ . Let us define a

new process by induction. To start with, let

w∗
ι j ,1(s) :=

{
w∗

ι j
(s) if 0 ≤ s < t1,(

V ι j
A∗,W ∗(w∗

ι j
)
)
(s) if t1 ≤ s ≤ T ,

(4.4)

and

w∗
ι j ,2(s) :=

⎧⎨
⎩
w∗

ι j ,1
(s) if 0 ≤ s < t2,(

V ι j
A∗,W ∗(w∗

ι j ,1
)
)
(s) if t2 ≤ s ≤ T .

(4.5)

Now, having defined w∗
ι j ,k

, let

w∗
ι j ,k+1(s) :=

⎧⎨
⎩
w∗

ι j ,k
(s) if 0 ≤ s < tk+1,(

V ι j
A∗,W ∗(w∗

ι j ,k
)
)
(s) if tk+1 ≤ s ≤ T ,

(4.6)

where tk ∈ πn are dyadic time points. Let us put w∗
ι j ,0

(s) = w∗
0 for 0 ≤ s ≤ T , where w∗

0 is
a G∗

0 -measurable version of w0, and

w∗
ι j ,∞(s) := w∗

ι j ,k(s), if t
ι j
k−1 ≤ s < t

ι j
k , k = 1, . . . , 2ι j . (4.7)

We claim that the process w∗
ι j ,∞ satisfies

P
∗ (V ι j

A∗,W ∗
(
w∗

ι j ,∞
)
(s) = w∗

ι j ,∞(s)
)

= 1 for 0 ≤ s ≤ T . (4.8)

Note, that by the definition of Projι j on [0, t ι j1 ) the process on [0, t ι j1 ) is defined by the initial

data. In fact, we have for 0 ≤ s < t
ι j
1

V ι j
A∗,W ∗
(
w∗

ι j ,∞
)
(s) = w∗

0 .

By equation Eq. 4.7 and equation Eq. 4.4 we have w∗
ι j ,∞ = w∗

ι j ,1
= w∗

0 for 0 ≤ s < t
ι j
1 .
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In particular, the process on [0, t ι j1 ) is defined by the initial data and we have P∗-a.s.

V ι j
A∗,W ∗
(
w∗

ι j ,∞
)
(s) = w∗

ι j ,∞(s), for 0 ≤ s < t
ι j
1 .

At time t
ι j
1 , we have by equation Eq. 4.7 and equation Eq. 4.4,

V ι j
A∗,W ∗
(
w∗

ι j ,∞
)
(t

ι j
1 ) =
(
V ι j
A∗,W ∗w∗

ι j

)
(t

ι j
1 ) = w∗

ι j ,1(t
ι j
1 ).

However, we have w̃∗
ι,1(t

ι j
1 ) = w∗

ι j ,∞(t
ι j
1 ). Let us analyze what is happening at the next time

interval [t ι j1 , t
ι j
2 ). Her the process is constant and equals P∗-a.s. the value at t ι j1 , i.e.

V ι j
A∗,W ∗
(
w∗

ι j ,∞
)
(s) = w∗

ι j ,1(s), for t
ι j
1 ≤ s < t

ι j
2 .

Note, also that P∗-a.s. we have w∗
ι j ,1

(s) = w∗
ι j ,∞(s) for t

ι j
1 ≤ s < t

ι j
2 , and, hence

P
∗ (w∗

ι j ,∞(s) = Vι j

(
w∗

ι j ,∞
)
(s)
)

= 1, for t
ι j
1 ≤ s < t

ι j
2 .

Let us analyze what happens in t
ι j
2 . By equation Eq. 4.7, we have

V ι j
A∗,W ∗
(
w∗

ι j ,∞
)
(t

ι j
2 ) = V ι j

A∗,W ∗
(
w∗

ι j ,1

)
(t

ι j
2 ).

By equation of w∗
ι j ,2

, i.e. Eq. 4.5, we have

V ι j
A∗,W ∗
(
w∗

ι j ,∞
)
(t

ι j
2 ) = w∗

ι j ,2(t
ι j
2 ).

Now, we can proceed by induction. Let us assume that in [0, t ι jk ) we have shown that

P
∗ (V ι j

A∗,W ∗
(
w∗

ι j ,∞
)
(s) = w∗

ι j ,∞(s)
)

= 1 for 0 ≤ s ≤ t
ι j
k . (4.9)

Then, we have by equation Eq. 4.7 and equation Eq. 4.6 we have for t
ι j
k ≤ s < t

ι j
k+1

V ι j
A∗,W ∗
(
w∗

ι j ,∞
)
(s) = V ι j

A∗,W ∗
(
w∗

ι j ,k−1

)
(s) = w∗

ι j ,k(s).

Step (V). Next, we verify a couple of statements with the goal to pass on to the limit. Here,
we point out that the same construction as done for w∗

ι j ,∞ can be done on the initially given
probability space A. The resulting process is denoted by wι j ,∞. Due to the construction and
by the properties of the projection, it is easy to see that the laws are preserved. In particular,
Law(wι j ,∞) = Law(w∗

ι j ,∞).

Claim 4.3 We claim that

(1) there exists a constant C > 0 such that sup j∈N E
∗
[
‖w∗

ι j ,∞‖m0
X

]
≤ C and

(2) for any r ∈ (1,m0) we have

lim
j→∞E

∗ [‖w∗
ι j ,∞ − w∗‖r

X

]
= 0.

Proof of Claim 4.3: Clearly, since {w∗
ι j ,∞} j∈N ⊂ X (A∗), and X (A∗) is bounded in X, we

can conclude from the application of the Skorokhod lemma that

E
∥∥wι j ,∞
∥∥r
X

= E
∗‖wι j ,∞‖r

X
,
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for any r ∈ [1,m0], so that we get by assumption (iv) that

sup
j
E

∗‖w∗
ι j ,∞‖m0

X
≤ RC̃ =: C,

where C̃ > 0 is a constant such that ‖ · ‖X ≤ C̃‖ · ‖X′ which exists by the compact and dense
embedding X′ ↪→ X.

Hence, we know that {‖w∗
ι j ,∞‖r

X
} is uniformly integrable for any r ∈ (1,m0] w.r.t. the

probability measure P∗. By Eq. 4.3, there exists w∗ ∈ X (A∗) with w∗
ι j ,∞ → w∗

P
∗-a.s., so

we get by the Vitali convergence theorem that

lim
j→∞E

∗
∥∥∥w∗

ι j ,∞ − w∗
∥∥∥r
X

= 0, (4.10)

for any r ∈ (1,m0).

Step (VI). In this step we show that w∗ over A∗ together with the Wiener process W ∗ is
indeed a martingale solution to Eq. 2.2. We shall use an ε/3-argument and expand

w∗ − VA∗,W ∗(w∗) =w∗ − w∗
ι j ,∞︸ ︷︷ ︸

:=I

+w∗
ι j ,∞ − V ι j

A∗,W ∗(w∗
ι j ,∞)︸ ︷︷ ︸

=:I I
+ V ι j

A∗,W ∗(w∗
ι j ,∞) − V ι j

A∗,W ∗(w∗)︸ ︷︷ ︸
=:I I I

+V ι j
A∗,W ∗(w∗) − VA∗,W ∗(w∗)︸ ︷︷ ︸

=:I V

.

Now, we analyze the terms I , I I , I I I , and I V separately.
Due to the convergence, we know that for any r ∈ (1,m0), ε > 0, there exists j0 ∈ N,

E
∗‖w∗ − w∗

ι j
‖r
X

≤ ε

3
for all j ≥ j0.

Next, to tackle I I , we know due to the well-posedness by the existence of fixed point in the
step before,

V ι j
A∗,W ∗(w∗

ι j ,∞) = w∗
ι j ,∞.

To tackle I I I , due to the uniform continuity of the operator V ι j
A∗,W ∗ , we know that there

exists a δ = δ(ε) > 0 and j0 ∈ N, such that, for any r ∈ (1,m0),

E
∗
∥∥∥V ι j

A∗,W ∗(w∗
ι j ,∞) − V ι j

A∗,W ∗(w∗)
∥∥∥r
X

≤ ε

3
,

whenever j ≥ j0, and

E
∗
∥∥∥w∗

ι j ,∞ − w∗
∥∥∥r
X

< δ.

Finally, since V ι j
A∗,W ∗ = Projnι j ◦ VA∗,W ∗ , for r ∈ (1,m), the difference

E
∗
∥∥∥V ι j

A∗,W ∗(w∗) − VA∗,W ∗(w∗)
∥∥∥r
X

tends to zero by uniform continuity, see Eq. 4.2. However,m ≤ m0 by assumption (iv). Thus,
I V tends to zero in Lr (�∗,F∗,P∗;X) for any r ∈ (1,m).

As a consequence, we have

VA∗,W ∗(w∗) = w∗, P
∗-a.s.
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As seen above, w∗ ∈ X (A∗), so that by (v), VA∗,W ∗(w∗) ∈ D([0, T ];U ), and therefore
w∗ ∈ D([0, T ];U ) P∗-a.s. Hence for all t ∈ [0, T ], P∗-a.s.

V(w∗)(t) = w∗(t)

and the proof is complete. By construction, we see that w∗ solves

dw∗(t) = (Aw∗(t) + F(w∗, t)
)
dt + �(w∗(t)) dW ∗(t), w∗(0) = w∗

0, (4.11)

on A∗, where w∗
0 is a G∗

0 -measurable version of w0.

5 Results On Regularity And Technical Propositions

This section contains the remaining results which are used in the proof of the main result
Theorem 3.6.

5.1 Assumptions On The Noise And Consequences

Let us recall, we denoted by {ψk : k ∈ N} the eigenfunctions of the Laplace operator −� in
L2(O) and by {νk : k ∈ N} the corresponding eigenvalues, where the enumeration is chosen
in increasing order counting the multiplicity.

Let us characterize the asymptotic behavior of {νk : k ∈ N} and {ψk : k ∈ N} for an
arbitrary domain O with C2–boundary. Here, we know by Weyl’s law [76, 77] that there
exist constants c,C > 0 such that,

#{ j : ν j ≤ λ} ≤ Cλ
d
2 , (5.1)

compare with [37, 46] and [38, Corollary 17.8.5], and there exists a constant C > 0 such
that,

sup
x∈O

|ψk(x)| ≤Cν
d−1
2

k , k ∈ N, (5.2)

compare with [32].

Remark 5.1 If O = [0, 1]d is a rectangular domain, then a complete orthonormal system
{ψk : k ∈ Z} of the underlyingLebesgue space L2(O) is given by the trigonometric functions,
see [5, p. 352] (now, Z obviously denotes the integer numbers). Let us define firstly the
eigenvalues for the Laplace on L2([0, 1])

ek(x) =

⎧⎪⎨
⎪⎩

√
2 sin
(
2πkx
)
if k ≥ 1, x ∈ O,

1 if k = 0, x ∈ O ,√
2 cos
(
2πkx
)
if k ≤ −1, x ∈ O.

(5.3)

For instance, the eigenfunctions for L2([0, 1]2) for the multi-index k = (k1, k2) ∈ Z
2 are

given by the tensor product

ψk(x1, x2) = ek1(x1)ek2(x2), x ∈ [0, 1]2,
the corresponding eigenvalues are given by νk = π2|k|2, where |k| = k1 + k2. The case
d = 3 works analogously. In this special case the conditions on δ1 and δ2 in Hypothesis 3.5
can be relaxed to

λ
(1)
k ≤ Cν

−δ1
k , λ

(2)
k ≤ Cν

−δ2
k , k = (k1, k2)
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to δ1, δ2 > 1
2 . See also the discussion in [2, Examples 1.2.1 and 2.1.2].

We begin with a remark on the noise coefficients. We partly work in the Banach spaces
Lm(O) and H δ

m(O) for δ being arbitrary small but positive.
Given a Wiener process W on H = L2(O) over A = (�,F,F,P), and a progressively

measurable process ξ ∈ M2
A(L2(O)), ρ ∈ [0, 1

2 ], let us define {Y (t) : t ∈ [0, T ]} by

Y (t) :=
∫ t

0
σ(ξ(s)) dW (s), t ∈ [0, T ].

Let E be a function space, specified later. Here, for each ξ ∈ E , σ(ξ) is interpreted as
a multiplication operator acting on the elements of H , namely, σ : ξ �→ ξψ ∈ S ′(O),
where S ′(O) denotes the space of tempered distributions onO. Let E be a Banach space8 of
martingale type 2. An inequality needed in several places within the proof is the Burkholder-
Davis-Gundy inequality given for p ≥ 1 as follows

E

[
sup

t∈[0,T ]
|Y (t)|pE
]

≤ C(p)E

[∫ T

0
|ξ(t)|2γ (H ,E) dt

] p
2

,

where γ (H , E) denotes the space of γ -radonifying operators and |·|γ (H ,E) the corresponding
norm, cf. [8, 73]. In case E is a Hilbert space, the γ -norm coincides with the Hilbert-Schmidt
norm | · |LHS(H ,E). See Appendix C for further details.

Since |ξψk |Lm ≤ |ξ |Lm |ψk |L∞ and Eq. 5.2,
we know that

|ξ |2γ (H ,Lm ) ≤
∑
k∈N

|λ( j)k |2|ξψk |2Lm ≤ |ξ |2Lm

∑
k∈N

ν
−2δ j
k |ψk |2L∞ ≤ C |ξ |2Lm

∑
k∈N

ν
(d−1)−2δ j
k ,

which is finite if δ j > d
2 − 1

4 .
Next, let E = H−1

2 (O). Since

|ξψ |H−1
2

≤ |ξ |H−1
2

|ψ |H δ
2

≤ |ξ |Hρ
2
|ψ |L∞ ,

we know that δ > 1
2 , then |σ1(ξ)|γ (H ,Hρ

2 ) ≤ C |ξ |Hρ
2
.

Furthermore, let E = Hρ
2 (O), where ρ is given in Hypothesis 3.4. Since

|ξψ |Hρ
2

≤ |ξ |Hρ
2
|ψ |

H2|ρ|
2

≤ |ξ |Hρ
2
|ψ |L∞ ,

we know that δ > 1
2 , then |σ2(ξ)|γ (H ,Hρ

2 ) ≤ C |ξ |Hρ
2
.

Remark 5.2 From Hypotheses 3.5, one can infer that there exists a constant C > 0 such that

∞∑
k=1

[(σ j (ξ) fk)(x)]2 ≤ C |ξ(x)|2L2 , ∀ξ ∈ L2(O), x ∈ O, and j = 1, 2.

Here { fk} is an orthonormal basis in H−1
2 (O), compare with [2, Hypothesis 3, p. 42]. In

addition, note that

8 For Banach spaces of martingale type 2 we refer to [8, 73]
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• Firstly,σ j : H−1
2 (O) → LHS(Hj , H

−1
2 (O)) is of linear growth andLipschitz continuous.

In particular, there exists constants C1, L1 > 0 such that

|σ j (ξ)|LHS(Hj ,H
−1
2 )

≤C1(1 + |ξ |H−1
2

), ξ ∈ H−1
2 (O),

|σ j (ξ) − σ j (η)|LHS(Hj ,H
−1
2 )

≤L1|ξ − η|H−1
2

, ξ, η ∈ H−1
2 (O).

• Secondly, σ j : L2(O) → LHS(Hj , L2(O)) is of linear growth and Lipschitz continuous.
In particular, there exists constants C2, L2 > 0 such that

|σ j (ξ)|LHS(Hj ,L2) ≤C2(1 + |η|L2), η ∈ L2(O),

|σ j (ξ) − σ j (η)|LHS(Hj ,L2) ≤L2|ξ − η|L2 , ξ, η ∈ L2(O).

• Similarly, straightforward computations and using the fact that | fk |L∞ ≤ ν
d−1
2

k , see Eq.
5.2 and [2, p. 46], we get that

|σ2(ξ)|γ (H2,Lm ) ≤C1(1 + |ξ |Lm ), ξ ∈ Lm(O),

|σ2(ξ) − σ2(η)|γ (H2,Lm ) ≤L1|ξ − η|Lm , ξ, η ∈ Lm(O),

where γ (H2, Lm) denotes the space of γ -radonifying operators, cf. [8, 73].

5.2 Properties Of Equation Eq. 3.12

In this subsection, we are analyzing equation Eq. 3.12, where κ ∈ N and the couple (ξ, η) ∈
XA(R0, R1, R2) ⊂ M2,m0

A (Y,Z) are given. The constants R0, R1 and R2 are given as in Eq.
3.26, Eq. 3.23, and Eq. 3.25, respectively.

First, we will show that a unique solution uκ to the system Eq. 3.12 exists and is nonnega-
tive. Second,wewill showbyvariationalmethods that this solution satisfies some integrability
properties, given u0 ∈ L p+1(O), p ≥ 1. Let us start with proving an inequality that we are
going to use in the sequel.

Lemma 5.3 Assume that the Hypotheses of Theorem 3.6 hold. For any ε1, ε2 > 0 and any
(ξ, η) ∈ XA(R0, R1, R2) ⊂ M2,m0

A (Y,Z), u, w ∈ Lγ+1(O), κ ∈ N, there exists a constant
C = C(κ, χ, ε1, ε2) > 0 such that

χ

∣∣∣∣
∫
O
(−�)−1(φκ(h(η, ξ, t))ξ

2(t, x) u)w dx

∣∣∣∣ ≤ C

(
1 + |u|2

H−1
2

)
+ ε1|u|γ+1

Lγ+1 + ε2|w|γ+1
Lγ+1 .

Proof By Hölder’s inequality, we have for fixed ω ∈ � and fixed t ∈ [0, T ],∣∣∣∣
∫
O
(−�)−1(φκ(h(η, ξ, t))ξ

2(t, x) u)w dx

∣∣∣∣
≤|(−�)−1(φκ(h(η, ξ, t))ξ

2(t)u)|L(γ+1)/γ |w|Lγ+1

≤|φκ(h(η, ξ, t))ξ
2(t)u|H−2

γ+1
γ

|w|Lγ+1

Now, pick 0 > s1 > − 3
γ+1 with small modulus and s2 = 3

γ+1 > −s1 and note that s2 ≥ s1,

s1 + s2 ≤ dγ
γ+1 , s1 + s2 − dγ

γ+1 ≥ −2, and thus we can apply Proposition A.3. Then we know

|φκ(h(η, ξ, t))ξ
2(t)u)|H−2

γ+1
γ

≤ C |φκ(h(η, ξ, t))ξ
2(t)|Hs2

γ+1
γ

|u|Hs1
γ+1
γ

.
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Let l ≥ 2 such that

d

l
= 1

2

(
dγ

γ + 1
− s2

)
= dγ

2(γ + 1)
− 3

2(γ + 1)
.

Then, we know that (see [58, p. 364]) there exists c > 0 with

|φκ(h(η, ξ, t))ξ
2(t)|Hs2

γ+1
γ

≤ c|(φκ(h(η, ξ, t)))
1/2ξ(t)|2

H
s2
l
.

Next, if δ ≥ d
2 − d

l + s2 = d
2 + dγ

2(γ+1) + 3
2(γ+1) we get

|φκ(h(η, ξ, t))ξ
2(t)|Hs2

γ+1
γ

≤ c|(φκ(h(η, ξ, t)))
1/2ξ(t)|2

H δ
2
.

Applying the Young inequality we know for any ε2 > 0 there exists a constant C(χ, ε2) > 0
such that

χ

∣∣∣∣
∫
O
(−�)−1(φκ(h(η, ξ, t))ξ

2(t, x) u)w dx

∣∣∣∣
≤C(χ, ε2)|(φκ(h(η, ξ, t)))

1/2ξ(t)|2
γ+1
γ

Hδ
2

|u|
γ+1
γ

H
s1
γ+1
γ

+ ε2|w|γ+1
Lγ+1

Let us fix r ∈ (2, γ + 1), such that

1

r
= θ

∞ + 1 − θ

γ + 1
, s1 = θ(−1) + (1 − θ)0 ⇒ 1

r
= 1 + s1

γ + 1
.

Thus for any ε, ε2 > 0, there exists a constant C(χ, ε, ε2) > 0

χ

∣∣∣∣
∫
O
(−�)−1(φκ(h(η, ξ, t))ξ

2(t, x) u)w dx

∣∣∣∣
≤C(χ, ε, ε2)|(φκ(h(η, ξ, t)))

1/2ξ(t)|
2r(γ+1)
rγ−(γ+1)

H δ
2

+ ε|u|r
H

s1
r

+ ε2|w|γ+1
Lγ+1

To apply the the cut-off function φ
1/2
κ , we need

δ = ρ + (1 − θ),
rγ − (γ + 1)

2r(γ + 1)
= θ

∞ + 1 − θ

2
.

In fact, if

ρ >
15 + 3γ − 16γ 2 + 8d(1 + γ )

16(1 + γ )2

then,
‖ξ‖

L
2r(γ+1)
rγ−(γ+1) (0,T ;H δ

2 )

≤ c‖ξ‖Hρ
,

and
‖ξ‖

L
2r(γ+1)
rγ−(γ+1) (0,T ;H δ

2 )

≤ C(κ).

Summarizing the calculations above we know for any ε, ε2 > 0 there exists a constant
C(κ, χ, ε, ε2) > 0 such that

χ

∣∣∣∣
∫
O
(−�)−1(φκ(h(η, ξ, t))ξ

2(t, x) u)w dx

∣∣∣∣
C(κ, χ, ε, ε2) + ε|u|r

H
s1
r

+ ε2|w|γ+1
Lγ+1 . (5.4)
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In addition, by interpolation, see e.g. [3], we get that for any ε1 > 0, there exists ε > 0 and
a constant C(ε1, ε) > 0 such that

ε|u|r
H

s1
r

≤ ε1|u|γ+1
Lγ+1 + C(ε1, ε)|u|2H−1

2
.

Setting C := C(ε1, ε) ∨ C(κ, χ, ε, ε2) completes the proof. ��
Theorem 5.4 Assume that the Hypotheses of Theorem 3.6 hold. For any (ξ, η) ∈
XA(R0, R1, R2) ⊂ M2,m0

A (Y,Z), and for any u0 ∈ L2(�;F0,P; H−1
2 (O)) the system

duκ (t) = ru�u[γ ]
κ (t) dt − χφκ(h(η, ξ, t)) uκ ξ

2(t) dt + σ1uκ (t) dW1(t), (5.5)

with uκ (0) = u0 hasaunique solutionuκ on the time interval [0, T ]which isP-a.s. continuous
in H−1

2 and satisfies

E

[
sup

0≤s≤T
|uκ(s)|2H−1

2

]
+ E

∫ T

0
|uκ (s)|γ+1

Lγ+1 ds < ∞.

In particular, there exists a constant C(T , κ) > 0 such that

E‖uκ‖2Y ≤ C(T , κ).

Proof Before starting with the proof, we introduce the setting used by the book by Barbu,
Da Prato and Röckner [2], and the book by Liu and Röckner [48], respectively. Let H :=
H−1
2 (O), the dual space ofH∗ = H1

2 (O) (corresponding to Neumann boundary conditions).
Let V := Lγ+1(O). By the Sobolev embedding theorem, H∗ ↪→ L(γ+1)/γ (O) densely and
compactly. Thus, upon identifying H with its own dual space via the Riesz-map (−�)−1 of
H, we have a Gelfand triple

V ⊂ H ≡ H∗ ⊂ V ∗.

We set
A(t, u, ω) := ru�u[γ ] − χφκ(h(η(ω), ξ(ω), t))ξ

2(t, ω)u.

Note, due to the assumption (ξ, η) ∈ XA(R0, R1, R2) ⊂ M2,m0
A (Y,Z), ξ is adapted such

that for any q2 ∈ [1,m0],(∫ T

0
|φκ(h(η, ξ, t))ξ(t)|m0

Lm dt

)
≤ (2κ)1/ν . (5.6)

Now, given Eq. 5.6, we shall verify the conditions of [48, Theorem 5.1.3] for γ > 1. First
note that for fixed t ∈ [0, T ] and fixed ω ∈ �, A maps from V to V ∗. In particular, by
arguments as in the proof of Lemma 5.3, we have for γ > 1

|V ∗ 〈A(t, u), w〉V | (5.7)

=
∣∣∣∣
∫
O

[
ruu

[γ ](x)w(x) + (−�)−1(χφκ(h(η, ξ, t))ξ
2(t, x)u(x))w(x)

]
dx

∣∣∣∣
≤
∣∣∣ru |u|γLγ+1 |w|Lγ+1 + χ |(−�)−1(φκ(h(η, ξ, t))ξ

2(t)u|L(γ+1)/γ |w|Lγ+1

∣∣∣
≤
[
ru |u|γLγ+1 + C(κ, ε1, χ) + ε1|u|γ+1

Lγ+1 + C(κ, ε1, χ)|u|2
H−1
2

]
|w|Lγ+1 ,

where only ξ , and h(η, ξ, ·) depend on t and ω.
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Next, we verify Hypothesis (H1), (H2′), (H3), and (H4′) of [48, Theorem 5.1.3].

(H1): For λ ∈ R, u1, u2, w ∈ Lγ+1(O), t ∈ [0, T ], ω ∈ � consider the map

λ �→ 〈A(t, u1 + λu2), w〉
and show its continuity. Note, that we have

〈A(t, u1 + λu2), w〉
= − ru

∫
O
(u1(x) + λu2(x))

[γ ]w(x) dx

− χ

∫
O
(−�)−1[φκ(h(η, ξ, t))ξ

2(t, x)(u1(x) + λu2(x))]w(x) dx,

where only ξ , and h(η, ξ, ·) depend on t and ω. For the first integral in the above
identity, we prove continuity with the same arguments as in [48, Example 4.1.11, p.
87]. The second integral can be bounded by Lemma 5.3 as follows

χ

∣∣∣∣
∫
O
(−�)−1[φκ(h(η, ξ, t))ξ

2(t, x)(u1(x) + λu2(x))]w(x) dx

∣∣∣∣
≤C

(
1 + |u1 + λu2|2H−1

2

)
+ ε1|u1 + λu2|γ+1

Lγ+1 + ε2|w|γ+1
Lγ+1 .

Hence, the assumption (H1) of [48, Theorem 5.1.3] is satisfied.
(H2′): Let u, w ∈ Lγ+1(O), t ∈ [0, T ], ω ∈ �. Take (A.1) into account and apply Lemma

5.3 to get that

V ∗ 〈A(t, u) − A(t, w), u − w〉V +|σ1u − σ1w|2LHS(H1,H)

≤ − ru

∫
O
(u[γ ](x) − w[γ ](x))(u(x) − w(x)) dx + C |u − w|2H

+ ε|u − w|γ+1
Lγ+1 + C(ε, κ, χ)

(
1 + |u − w|2

H−1
2

)

≤(ε − 21−γ ru)|u − w|γ+1
Lγ+1 + C(1 + |u − w|2H)

and (H2′) of [48, Theorem 5.1.3] is satisfied.
(H3): Let u ∈ Lγ+1(O), t ∈ [0, T ], ω ∈ �. Straightforward calculations, estimate Eq. 5.7,

and taking into account Hypothesis 3.4 give,

V ∗ 〈A(t, u), u〉V + |σ1u|2LHS(H1,H)

≤ −
∫
O

[
ruu

[γ ](x)u(x) + χ(−�)−1(φκ(h(t, η, ξ))ξ
2(t, x)u(x))u(x)

]
dx + C |u|2H

≤ − ru |u|γ+1
Lγ+1 + C(κ, ru, χ) + ru

4
|u|γ+1

Lγ+1 + C(κ, ru, χ)|u|2
H−1
2

+ ru
4

|u|γ+1
Lγ+1 .

As a consequence, (H3) of [48, Theorem 5.1.3] holds with θ := ru .
(H4′): Let u ∈ Lγ+1(O), t ∈ [0, T ], ω ∈ �. Then, (H4′) of [48, Theorem 5.1.3] holds by

Eq. 5.7 with α := γ + 1, and β := 0.

The rest of the proof follows by an application of [48, Theorem 5.1.3].

Proposition 5.5 Under the conditions of Theorem 5.4 and the additional conditions u0(x) ≥
0 for all x ∈ O and ξ(t, x) ≥ 0, for a.e. (t, x) ∈ [0, T ] × O, the solution uκ to Eq. 3.12 is
a.e. nonnegative.
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Proof For the nonnegativity of the solution to Eq. 3.12, we refer to the proof of positivity of
the stochastic porous medium equation, see Section 2.6 in [2] and see also [1]. Mimicking
the proof of nonnegativity in [2] and applying a comparison principle [42] the nonnegativity
of Eq. 3.12 can be shown. ��

In the next proposition we are using variational methods to verify uniform bounds of uκ ,
κ ∈ N.

Proposition 5.6 Fix p ≥ 1. Then, there exists a constant C0(p, T ) > 0 such that for every
u0 ∈ L p+1(�,F0,P; L p+1(O)), and for every κ ∈ Nand for every (ξ, η) ∈ XA(R0, R1, R2)

such that uκ solves Eq. 3.12, the following estimate

E

[
sup

0≤s≤T
|uκ (s)|p+1

L p+1

]
+γ p(p+1)ruE

∫ T

0

∫
O

|uκ (s, x)|p+γ−2|∇uκ (s, x)|2 dx ds

+ (p + 1)χE
∫ T

0

∫
O
u[p]
κ (s, x)φκ(h(η, ξ, s))uκ (s, x)ξ

2(s, x) dx ds

≤C0(p, T )
(
E|u0|p+1

L p+1 + 1
)

is valid.

Proof By Itô’s formula for the functional u �→ |u|p+1
L p+1 , we get that uκ satisfies for t ∈ [0, T ],

|uκ (t)|p+1
L p+1 − |u0|p+1

L p+1

≤(p + 1)ru

∫ t

0

∫
O
�(u[γ ]

κ (s, x))u[p]
κ (s, x) dx ds

− (p + 1)χ
∫ t

0

∫
O
φκ(h(η, ξ, s))uκ (s, x)ξ

2(s, x)u[p]
κ (s, x) dx ds

+ M(t) + p

2
(p + 1)

∫ t

0
|uκ(s)|p−1

L p+1 |σ1uκ (s)|2γ (H1,L p+1)
ds,

where t �→ M(t) is a local martingale. Integrating by parts, taking expectation (we may as
well apply the Burkholder-Davis-Gundy inequality, see Section ) and rearranging yields,

E

[
|uκ(s)|p+1

L p+1

]
+ (p + 1)ruE

∫ t

0

∫
O

∇(u[γ ]
κ (s, x)) · ∇(u[p]

κ (s, x)) dx ds

+ (p + 1)χE
∫ t

0

∫
O
φκ(h(η, ξ, s))uκ (s, x)ξ

2(s, x)u[p]
κ (s, x) dx ds

≤E|u0|p+1
L p+1 + p

2
(p + 1)C(p)E

∫ t

0
|uκ (s)|p+1

L p+1 ds + E

∫ t

0
|σ1uκ (s)|(p+1)/(p−1)

γ (H1,L p+1)
ds,

and hence by Remark 5.2 and Gronwall’s lemma,

E

[
sup

0≤s≤T
|uκ (s)|p+1

L p+1

]
+ γ p(p + 1)ruE

∫ T

0

∫
O

|∇uκ (s, x)|2|u(s, x)|γ+p−2dx ds

+ (p + 1)χE
∫ T

0

∫
O
φκ(h(η, ξ, s))uκ (s, x)ξ

2(s, x)u[p]
κ (s, x) dx ds

≤C0(p, T )
(
E|u0|p+1

L p+1 + 1
)
.

��
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Wemay remark that the above result now permits an application of Proposition A.4. Note
that the inequality becomes particularly useful, when uκ ≥ 0 and η ≥ 0.

5.3 Properties Of Equation Eq. 3.13

Given the couple (η, ξ) ∈ M2,m0
A (Y,X), we consider the solution vκ to the equation Eq.

3.13.
First, we will In the next proposition we investigate existence and uniqueness and the

regularity of the process vκ . The constants R0, R1 and R2 are given as in Eq. 3.26, Eq. 3.23,
and Eq. 3.25, respectively.

Proposition 5.7 Assume that the Hypotheses of Theorem 3.6 hold. Then, for any pair (η, ξ) ∈
XA(R0, R1, R2) ⊂ M2,m0

A (Y,Z) and for any initial datum v0 as in Hypothesis 3.4, there
exists a solution vκ to Eq. 3.13 on the time interval [0, T ] such that vκ is continuous in Hρ

2 (O)

and such that
vκ ∈ L∞(0, T ; Hρ

2 (O)) ∩ L2(0, T ; Hρ+1
2 (O)) P-a.s.

In addition, for all κ ∈ N there exists a constant C = C(T , κ) > 0 such that

E‖vκ‖m0
Hρ

≤ E|v0|m0

Hρ
2

+ C(κ, T )R0. (5.8)

Proof Let us consider the following equation with a locally integrable and progressively
measurable t �→ F(t)

dw(t) =rv�w(t) dt + F(t) dt + σ2w(t) dW2(t), w(0) = w0 ∈ Hρ
2 (O), (5.9)

where the Laplace operator � is equipped with periodic boundary conditions on a box or
Neumann boundary conditions and initial condition w(0) = w0. A solution to Eq. 5.9 for
F ≡ 0 is given by standard methods (see e.g. [16, Chapter 6] or [48, Theorem 4.2.4]) such
that for any q ≥ 1,

E‖w‖q
C([0,T ];Hρ

2 )
≤ C1(T ) and E‖w‖q

L2([0,T ];Hρ+1
2 )

≤ C2(T ). (5.10)

The solution to Eq. 5.9 is given by

vκ(t) = w(t) +
∫ t

0
erv�(t−s)F(s) ds, t ∈ [0, T ].

∣∣∣∣
∫ t

0
erv�(t−s)F(s) ds

∣∣∣∣
Hρ
2

≤
∫ t

0

∣∣∣erv�(t−s)F(s)
∣∣∣
Hρ
2

ds (5.11)

≤
∫ t

0
(t − s)−

δ
2 |F(s)|

Hρ−δ
2

ds ≤ C(T )

(∫ t

0
|F(s)|μ

L1 ds

) 1
μ

.

Setting
F = φκ(h(η, ξ, ·))ηξ2,

we obtain by the Hölder inequality for δ/2 < 1 − 1
μ
and 2μ

m0
< 1

∫ T

0
|F(s)|μ

L1 ds (5.12)

≤ sup
0≤s≤T

|η(s)|μ
L p∗

∫ T

0
(φκ(h(η, ξ, t)))

μ|ξ(s)|2μLm ds ≤ (2κ)
2μ
m0ν sup

0≤s≤T
|η(s)|μ

L p∗ .
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Observe, since ρ < 2 − 4
m − d

2 , such a δ and μ exists. Taking expectation, we know due
to the assumptions on η, that the term can be bounded. It remains to calculate the norm in
L2(0, T ; Hρ+1

2 (O)). By standard calculations (i.e. applying the smoothing property and the
Young inequality for convolution) we get for 3

2 ≥ 1
μ

+ 1
κ
and δκ/2 < 1∥∥∥∥

∫ ·

0
erv�(·−s)F(s) ds

∥∥∥∥
L2(0,T ;Hρ+1

2 )

≤ C ‖F‖
Lμ(0,T ;Hρ+1−δ

2 )
.

The embedding L1(O) ↪→ Hρ+1−δ
2 (O) for δ − (ρ + 1) > d

2 gives

‖F‖
Lμ(0,T ;Hρ−1

2 )
≤ ‖F‖Lμ(0,T ;L1),

and similarly to before

E

∥∥∥∥
∫ ·

0
erv�(·−s)F(s) ds

∥∥∥∥
m0

L2(0,T ;Hρ+1
2 )

≤ C(κ) R0.��

Proposition 5.8 Under the conditions of Theorem 5.7 and the additional condition v0(x) ≥ 0
for all x ∈ O and η(t, x) ≥ 0, ξ(t, x) ≥ 0 for a.e. (t, x) ∈ [0, T ] ×O, the solution vκ to Eq.
3.13 is nonnegative a.e.

Proof The heat semigroup, which is generated by the Laplace, maps nonnegative functions
to nonnegative functions. In this way we refer to the proof of nonnegativity by Tessitore and
Zabczyk [68]. The perturbation can be incorporated by comparison results, see [42]. ��
Proposition 5.9 Assume that the Hypotheses of Theorem 3.6 hold. In addition let us assume
that we have for the couple (η, ξ) ∈ XA(R0, R1, R2) ⊂ M2,m0

A (Y,Z). Let vκ be a solution
to

dvκ(t) = [rv�vκ(t) + φκ(h(η, ξ, t)) η(t)ξ
2(t)] dt + σ2vκ(t) dW2(t), vκ (0) = v0 ∈ H−δ1

m (O).

Then,

(i) there exists a number r0 > 0 and a constant C̃2(T ) > 0 such that for any r ≤ r0, we
have for all κ ∈ N

E ‖vκ‖2Lm0 (0,T ;Hr
m ) ≤C̃2(T )

{
E|v0|2

H
−δ0
m

+ 4κ

}
.

(ii) there exists a number α0 > 0 and a constant C = C(T ) > 0 such that for any α ≤ α0
we have for all κ ∈ N

E ‖vκ‖2
Wα

m0
(0,T ;H−σ

m )
≤C(T )

{
E|v0|2

H
−δ0
m

+ 4κ

}
.

Proof We start to show (i). First, we get by the analyticity of the semigroup for δ0, δ1 ≥ 0

E ‖vκ‖2Lm0 (0,T ;Hr
m ) ≤
[∫ T

0

{
t−2m0δ0E|v0|m0

H
−δ0
m

+ E

∣∣∣∣
∫ t

0
erv�(t−s)φκ(h(η, ξ, s)) η(s)ξ

2(s) ds

∣∣∣∣
m0

Hr
m

+ E

∣∣∣∣
∫ t

0
erv�(t−s)σ2vκ(s)dW2(s)

∣∣∣∣
m0

Hr
m

}
dt

]

=:(I + I I + I I I ).
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Since, by the hypotheses,
2m0δ0 < 1,

the first term, i.e. I is bounded. In particular, we have

I ≤ T
q
m0

(1−2m0δ0)
E|v0|2

H
−δ0
m

. (5.13)

Let us continue with the second term. The smoothing property of the semigroup gives for
any δ1 ≥ 0

I I ≤ E

[∫ T

0

(∫ t

0
(t − s)−

1
2 (r+δ1)φκ(h(η, ξ, s))

∣∣η(s)ξ2(s)∣∣
H

−δ1
m

ds

)m0

dt

]
.

Using the Sobolev embedding L1(O) ↪→ H−δ1
m (O), where δ1 ≥ d(1 − 1

m ), we get

I I ≤E

[∫ T

0

(∫ t

0
(t − s)−

1
2 (r+δ1)φκ(h(η, ξ, s))

∣∣η(s)ξ2(s)∣∣L1 ds

)m0

dt

]
.

Supposing l δ1+r0
2 < 1 the Young inequality for convolutions gives for

1

m0
+ 1 = 1

l
+ 1

μ
and β0 = 1

l
− 1

2
(r + δ1) (5.14)

and therefore,

I I ≤C0T
β0

2
m0 E

(∫ T

0

∣∣φκ(h(η, ξ, s)) η(s)ξ
2(s)
∣∣μ
L1 ds

) 2
μ

. (5.15)

Which can be bounded by Hölder inequality as follows,

∫ T

0

∣∣φκ(h(η, ξ, s)) η(s)ξ
2(s)
∣∣μ
L1 ds

≤ sup
0≤s≤T

|η(s)|μ
L p∗

∫ T

0
φκ(h(η, ξ, s)) |ξ(s)|m0

Lm ds ≤ C(κ)R0.

Next, let us investigate I I I . We treat the stochastic term by applying [9, Corollary 3.5
(ii)], from which it follows for σ̃ + r < 1 and β > 0

E

[∫ T

0

∣∣∣∣
∫ t

0
erv�(t−s)σ2vκ(s) dW2(s)

∣∣∣∣
2

Hr
m

dt

] q
m0

≤ T β
E

[∫ T

0
|vκ(t)|m0

H−σ̃
m

dt

]
.

Due to the Sobolev embedding and interpolation, we know that whenever

σ̃ >
d

2
− d

m
− ρ̃, (5.16)

then there exists some θ ∈ (0, 1) such that

|vκ(t)|H−σ̃
m

≤ |vκ(t)|θLm |vκ(t)|1−θ

H ρ̃
m

≤ C |vκ(t)|θLm |vκ(t)|1−θ

H ρ̃
2

.
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Thus, if ρ̃ satisfies Eq. 5.16, we get that

E

[∫ T

0
|vκ(t)|m0

H−σ̃
m

dt

] q
m0 ≤CE

{[∫ T

0
|vκ(t)|m0

H ρ̃
2

dt

]1−θ [∫ T

0
|vκ(t)|m0

Lm dt

]θ} q
m0

≤CE

[∫ T

0
|vκ(t)|m0

H ρ̃
2

dt

](1−θ)
q
m0
[
E

∫ T

0
|vκ(t)|m0

Lm dt

]θ q
m0

≤C(ε)E

[∫ T

0
|vκ(t)|m0

H ρ̃
2

dt

] q
m0 + εE‖vκ‖qLm0 (0,T ;Lm )

.

Collecting everything together, choosing ε > 0 sufficiently small and subtracting
εE‖vκ‖m0

Lm0 (0,T ;Lm )
on both sides, (i) follows.

The rest of the proof is devoted to item (ii). Note, that for s < t

vκ(t) − vκ(s) = (erv�(t−s) − Id)vκ(s)

+
∫ t

s
erv�(t−s̃)φκ(h(η, ξ, s)) η(s̃)ξ

2(s̃) ds̃ +
∫ s

0
erv�(t−s̃)vκ (s̃) dW2(s̃).

Substituting it in the definition ofWα
m0

([0, T ]; H−σ
m (O)), see Appendix B, we can write

∫ T

0

∫ T

0

|vκ(t) − vκ(s)|m0

H−σ
m

|t − s|1+αm0
ds dt

≤2
∫ T

0

∫ t

0

|vκ(t) − vκ(s)|m0

H−σ
m

|t − s|1+αm0
ds dt

≤2
∫ T

0

∫ t

0

|[erv�(t−s) − Id]vκ(s)|m0

H−σ
m

|t − s|1+αm0
ds dt

+ 2
∫ T

0

∫ t

0

| ∫ ts̃ erv�(t−s)φκ(h(η, ξ, s)) η(s)ξ2(s) ds|m0

H−σ
m

|t − s̃|1+αm0
ds̃ dt

+ 2
∫ T

0

∫ t

0

| ∫ ts erv�(t−s̃)u(s̃) dW (s̃)|m0

H−σ
m

|t − s|1+αm0
ds dt =: J + J J + J J J .

First, let us note that by part (i) we know that there exists a number r > 0 and a constant
C̃(T ) > 0 such that

E

[∫ T

0
|vκ(s)|m0

Hr
m
ds

] q
m0 ≤C̃(T )

{
E|v0|2

H
−δ0
m

+ 4κ

}
. (5.17)

Let us consider the term J . Since

|[erv�(t−s) − Id]x |H−σ
m

= C
∫ t−s

0
s̃2(r+σ)−1 ds̃|x |Hr

m
≤ C(t − s)2(r+σ)|x |Hr

m
,

we can infer

J ≤2
∫ T

0

∫ t

0

(t − s)2(r+σ)m0 |vκ(s)|m0
Hr
m

|t − s|1+αm0
ds dt .
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The Young inequality for convolutions (with all exponents equal to 1) gives

J ≤
(∫ T

0
sm02(r+δ)−1−αm0 ds

)
·
(∫ T

0
|vκ(s)|m0

Hr
m
ds

)
.

In particular, since 2(r + δ) > α, the right hand side is bounded by estimate Eq. 5.17.
Now, we consider the second term J J .
Jensen’s inequality gives for any q > 1, q ′ := q

q−1 ,∣∣∣∣
∫ t

s̃
erv�(t−s)φκ(h(η, ξ, s)) η(s)ξ

2(s) ds

∣∣∣∣
q

H−σ
m

≤(t − s̃)
q
q′
(∫ t

s̃

∣∣φκ(h(η, ξ, s)) η(s)ξ
2(s)
∣∣q
H−σ
m

ds

)
.

Hence,

J J ≤
∫ T

0

∫ t

0

| ∫ ts̃ erv�(t−s)φκ(h(η, ξ, s)) η(s)ξ2(s) ds|m0

H−σ
m

|t − s̃|1+αm0
ds̃ dt

≤
∫ T

0

∫ t

0

(t − s̃)
m0
m0

′ ∫ t
s̃ φκ(h(η, ξ, s)) |η(s)ξ2(s)|m0

H−σ
m

ds

|t − s̃|1+αm0
ds̃ dt

≤
[∫ T

0

∫ t

0
(t − s)

m0
m0

′ −1−αm0 ds dt

] [∫ T

0
φκ(h(η, ξ, s)) |η(s)ξ2(s)|m0

H−σ
m

ds

]
.

Taking into account that α < 1
m0

′ , integration and the Sobolev embedding gives

J J ≤
[∫ T

0
t
m0
m′
0
−αm0

dt

] ∫ T

0
φκ(h(η, ξ, s)) |η(s)ξ2(s)|m0

H−r̃
m

ds

≤T
m0
m′
0
+1−αm0

∫ T

0
φκ(h(η, ξ, s)) |η(s)ξ2(s)|m0

L1 ds ≤ 4T
m0
m′
0
+1−αm0

C(κ)R0.

It remains to give an estimate to the second term. We can show the assertion by the same
computations as in the part of the proof for (i), i.e. starting at Eq. 5.15.

Next, let us investigate J J J . Here, again by [9, Corollary 3.5 (ii)], we get for some β > 0
that

E

∣∣∣∣
∫ t

s
erv�(t−s̃)σ2vκ(s̃) dW2(s̃)

∣∣∣∣
2

H−σ
m

≤ (t − s)β E

(∫ t

s
|vκ(s̃)|m0

H−σ̃
m

ds̃

)
.

In this way we get

E|J J J | ≤2
∫ T

0

∫ t

0

|t − s|m0−2

|t − s|1+αm0
E

∫ t

s
|vκ(s̃)|m0

H−σ̃
m

ds̃ ds dt

≤2
∫ T

0

∫ t

0
|t − s|m0(1−α)−3

(
E

∫ t

s
|vκ(s̃)|m0

H−σ̃
m

ds̃

)
ds dt .

Applying the Hölder inequality, we show that

E|J J J | ≤C(T )E

(∫ T

0
|vκ(s)|m0

H−σ̃
m

ds

)
.

Collecting everything together gives (ii). ��
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Technical Proposition 5.10 Let us assume that (η, ξ) ∈ XA(R0, R1, R2) ⊂ M2,m0
A (Y,Z).

Then, for any α ∈ [1, m0
2 ), q∗ ∈ (1,m0], and κ ∈ N there exists some real numbers

δ1, δ2 ∈ (0, 1] and constants C1(κ, R0),C2(κ, R0) > 0 such that we have

E
∥∥η1ξ21 − η2ξ

2
2

∥∥q∗
Lα(0,T ;L1)

≤C1(κ, R0) ×
((

E‖ξ1 − ξ2‖m0
Z

)δ1 +
(
E‖η1 − η2‖γ+1

Lγ+1(0,T ;Lγ+1)

)δ2)

+ C2(κ, R0) ×
(
E‖ξ1 − ξ2‖m0

Z
+ E‖η1 − η2‖γ+1

Lγ+1(0,T ;Lγ+1)

)
.

Proof Firstly,observe that due to the cutoff function, at integrating with respect to the time we
have to take into account in which interval s belongs to. Let τ uj := infs>0{h(η j , ξ j , s) ≥ κ}
and τ oj := infs>0{h(η j , ξ j , s) ≥ 2κ}, j = 1, 2. Distinguishing the different cases, and noting

that Lip(φκ) ≤ 2κ−1, we obtain

∣∣φκ(h(η1, ξ1, s)) η1(s)ξ
2
1 (s) − φκ(h(η2, ξ2, s)) η2(s)ξ

2
2 (s)
∣∣α
L1

≤

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

|η1(s)ξ21 (s) − η2(s)ξ22 (s))|αL1 if 0 ≤ s ≤ T ∧ τ u,∣∣η1(s)ξ21 (s) − η2(s)ξ22 (s)
∣∣α
L1 Lip(φκ)

α

×
(
‖η1 − η2‖νLγ+1(0,T ;Lγ+1)

+ ‖ξ1 − ξ2‖νLm0 (0,T ;Lm )

)
+2|η1(s)ξ21 (s) − η2(s)ξ22 (s))|αL1 if T ∧ τ u < s ≤ T ∧ τ o,

0 if T ≥ s > T ∧ τ o,

where τ u := min(τ u1 , τ
u
2 ) and τ o := max(τ o1 , τ

o
2 ). Therefore, we may integrate over [0, T ].

Secondly, observe that for any n ∈ N and any a, b ≥ 0, we have

|a − b| ≤
∣∣∣∣∣

n∑
k=1

a
k−1
n (a

1
n − b

1
n )b

n−k
n

∣∣∣∣∣
≤|a − b| 1n

n∑
k=1

a
k−1
n b

n−k
n ≤ C |a − b| 1n (n − 1)

(
a

n−1
n + b

n−1
n

)
,

where the last inequality follows from an application of Young’s inequality. The difference
can be split in the following way for s ∈ [0, τ o ∧ T ]
∣∣ξ21 (s, x)η1(s, x) − ξ22 (s, x)η2(s, x)

∣∣
≤|ξ1(s, x) − ξ2(s, x)|ξ1(s, x) + ξ2(s, x)||η1(s, x)| + |ξ21 (s, x) + ξ22 (s, x)||η1(s, x) − η2(s, x)|.

Let n ∈ N be that large such that

1

n(γ + 1)
+ n − 1

n
· 1

p∗ + 1

m
≤ 1,

1

n(γ + 1)
+ 1

m0
≤ 1

α
, and

1

n(γ + 1)
+ 1

p∗ ≤ 1

α
.
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Therefore, we can write

∫ τ o∧T

0

∣∣η1(s)ξ21 (s) − η2(s)ξ
2
2 (s)
∣∣α
L1 ds

≤
∫ τ o∧T

0

(
|η1(s) − η2(s)|

1
n
Lγ+1 |η1(s) − η2(s)|

n−1
n

L p∗
∣∣ξ21 (s)∣∣Lm

)α
ds

≤
(∫ τ o∧T

0
|η1(s) − η2(s)|γ+1

Lγ+1 ds

) α
(γ+1)n

sup
0≤s≤T

|η1(s) + η2(s)|α
n−1
n

L p∗

(∫ τ o∧T

0

∣∣ξ21 (s)∣∣m0

Lm ds

) α
m0

.

Taking expectation gives

E

{∫ τ o∧T

0

∣∣η1(s)ξ21 (s) − η2(s)ξ
2
2 (s)
∣∣α
L1 ds

}q∗

≤C(κ)

{
E

∫ τ o∧T

0
|η1(s) − η2(s)|γ+1

Lγ+1 ds

} q∗α
(γ+1)n
{
E sup

0≤s≤T
|η1(s) + η2(s)|p

∗
0

L p∗

} q∗α
p∗0

n−1
n

.

Similarly we get by the Hölder inequality

∣∣ξ21 (s)η2(s) − ξ22 η2(s)
∣∣
L1 ≤ |ξ1(s) − ξ2(s)|Lm |ξ1(s) + ξ2(s)|Lm |η2(s)|L p∗ .

Integration over time gives

∫ τ o∧T

0

∣∣ξ21 (s)η2(s) − ξ22 η2(s)
∣∣α
L1 ds

≤ sup
0≤s≤T

|η2(s)|αL p∗

(∫ τ o∧T

0
|ξ1(s) − ξ2(s)|m0

Lm ds

) α
m0
(∫ τ o∧T

0
|ξ1(s) + ξ2(s)|m0

Lm ds

) α
m0

.

Taking expectation we get

{
E

∫ τ o∧T

0

∣∣ξ21 (s)η2(s) − ξ22 η2(s)
∣∣α
L1 ds

}q∗

≤C(κ)

{
E sup

0≤s≤T
|η2(s)|p

∗
0

L p∗

} q∗α
p∗0
{
E

∫ τ o∧T

0
|ξ1(s) − ξ2(s)|m0

Lm ds

} q∗α
m0

.

Finally, take into account that

E

[(∫ τ o∧T

0

∣∣η1(s)ξ21 (s) − η2(s)ξ
2
2 (s)
∣∣α
L1 ds

)

× (‖η1 − η2‖νLγ+1(0,T ;Lγ+1)
+ ‖ξ1 − ξ2‖νLm0 (0,T ;Lm )

)]q∗
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≤E

[⎛⎝∑
j=1,2

sup
0≤s≤T

|η j (s)|L p∗
∫ τ o∧T

0
|ξ j (s)|m0

Lm ds

⎞
⎠

× (‖η1 − η2‖νLγ+1(0,T ;Lγ+1)
+ ‖ξ1 − ξ2‖νLm0 (0,T ;Lm )

)]q∗

≤C(κ)

⎧⎨
⎩E
∑
j=1,2

sup
0≤s≤T

|η j (s)|p
∗
0

L p∗

⎫⎬
⎭

q∗
p∗0

×
((
E‖η1 − η2‖γ+1

Lγ+1(0,T ;Lγ+1)

) νq∗
γ+1 + (E‖ξ1 − ξ2‖m0

Lm0 (0,T ;Lm )

) νq∗
m0

]
,

the assertion is shown. ��
The next proposition gives the continuity property of the operator Vκ,A.

Proposition 5.11 Let (η1, ξ1) ∈ XA(R0, R1, R2) ⊂ M2,m0
A (Y,Z) and (η2, ξ2) ∈

XA(R0, R1, R2) ⊂ M2,m0
A (Y,Z). Let v(1)κ and v

(2)
κ be the solutions to

dv( j)κ (t) = [rv�v( j)κ (t) + φκ(h(η j , ξ j , t) η j (t)ξ
2
j (t)] dt + σ2v

( j)
κ (t) dW2(t), t ∈ (0, T ],

with v
( j)
κ (0) = v0, j = 1, 2. Then, under the assumptions of Theorem 3.6 there exists a

constant C = C(R0, κ) > 0 and real numbers δ1, δ2 > 0 such that

E

∥∥∥v(1)κ − v(2)κ

∥∥∥m0

Lm0 (0,T ;Lm )

≤C(R0, κ)

{[
E ‖ξ1 − ξ2‖m0

Lm0 (0,T ;Lm )

]δ1 +
[
E ‖η1 − η2‖γ+1

Lγ+1(0,T ;Lγ+1)

]δ2}
.

Proof First, we get by the analyticity of the semigroup,

E

(∫ T

0

∣∣∣v(1)κ (t) − v(2)κ (t)
∣∣∣m0

Lm
dt

)
(5.18)

≤E

(∫ T

0

∣∣∣∣
∫ t

0
erv�(t−s)(φκ (h(η1, ξ1, s))η

1(s)ξ21 (s) − φκ(h(η2, ξ2, s))η2(s)ξ
2
2 (s)) ds

∣∣∣∣
m0

Lm
dt

)

+ E

(∫ T

0

∣∣∣∣
∫ t

0
(σ2v

(1)
κ (s) − σ2v

(2)
κ (s)) dW2(s)

∣∣∣∣
m0

Lm
dt

)

=:I + I I .

Let us consider I . Here, we use the Sobolev embedding L1(O) ↪→ H−δ
m (O), where δ ≥

d(1− 1
m ). Next, the Young inequality for convolution gives for l, μ ≥ 1, with 1

m0
+1 = 1

l + 1
μ

and δ
2 < 1

l

I ≤ T β0E

(∫ T

0

∣∣φκ(h(η1, ξ1, s)) η
1(s)ξ21 (s) − φκ(h(η2, ξ2, s)) η2(s)ξ

2
2 (s)
∣∣μ
L1 ds

)
.

Note, the assumptions on m0 and m in the Hypothesis 3.4 gives the existence of l and μ.
Now, by the technical Proposition 5.10 we can infer that there exists a constant C =

C(R0, κ) > 0 and δ1, δ2 > 0 such that

I ≤ C(R0, κ)

((
E‖ξ1 − ξ2‖m0

Lm0 (0,T ;Lm )

)δ1 +
(
E‖η1 − η2‖γ+1

Lγ+1(0,T ;Lγ+1)

)δ2)
.
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It remains to tackle the second term I I . This can be done by standard arguments using the
Burkholder-Davis-Gundy inequality, see Section . ��

Next, we shall tackle the continuity of uκ with respect to η and ξ .

Proposition 5.12 Let the couples (η1, ξ1) ∈ XA(R0, R1, R2) ⊂ M2,m0
A (Y,Z) and (η2, ξ2) ∈

XA(R0, R1, R2) ⊂ M2,m0
A (Y,Z) be given. Let u(1)κ and u(2)κ be the solutions to

du( j)κ (t) = [ru�(u( j)κ )[γ ](t) − χφκ(h(η
( j), ξ ( j), t))u( j)κ (t)(ξ ( j))2(t)] dt + σ1uκ

( j)(t) dW1(t),

t ∈ (0, T ],

with u( j)κ (0) = u0, j = 1, 2. Then, under the assumptions of Theorem 3.6 there exist
constants C = C(κ, R1, R2) > 0 and c, δ1 > 0 such that

E

[
sup

0≤s≤T

∣∣∣u(1)κ (s) − u(2)κ (s)
∣∣∣2
H−1
2

]
+ cE
∥∥∥u(1)κ − u(2)κ

∥∥∥γ+1

Lγ+1(0,T ;Lγ+1)

≤C(R0, κ)

{(
E ‖ξ1 − ξ2‖2Lm0 (0,T ;Lm )

)δ1 + E ‖ξ1 − ξ2‖2Lm0 (0,T ;Lm )

}
.

Proof Applying the Itô formula and integration by parts gives

|u(1)(t) − u(2)(t)|2
H−1
2

+ 2ru

∫ t

0

∫
O
((u(1))[γ ](s, x) − (u(2))[γ ](s, x))(u(1)(s, x) − u(2)(s, x)) dx ds

= − 2χ
∫ t

0

∫
O
(∇−1(u(1)(s, x) − u(2)(s, x)))

× (∇−1(φκ(h(η1, ξ1, s))u
(1)
κ (s, x)ξ21 (s, x) − φκ(h(η2, ξ2, s))u

(2)
κ (s, x)ξ22 (s, x)) dx ds

+ 2
∫ t

0

〈
u(1)(s) − u(2)(s), σ1(u

(1)(s) − u(2)(s)) dW1(s)
〉

+
∫ t

0
|σ1(u(1)(s) − u(2)(s))|2

LHS(H1,H
−1
2 )

ds

=:I + I I + I I I ,

where ∇−1 := −(−�)1/2.
To deal with the second term and third term, i.e. II and III, we apply first the Burkholder

Gundy inequality, resp. calculate the trace. Here, we apply Remark 5.2. Next, we obtain by

the Young inequality and Lemma A.1 for ε ∈
(
0, 2

2−γ
γ+1 r

1
γ+1
u

]
,

I I + I I I ≤εγ+1
E

∫ t

0
|u(1)(s) − u(2)(s)|γ+1

Lγ+1 ds

+ CE

∫ t

0
|u(1)(s) − u(2)(s)|2

H−1
2

ds.

Before tackling the first term I , let us introduce the following definition. Let us set for
k ∈ N

τk(η, ξ) := inf{t ≥ 0 : h(η, ξ, t) ≥ k}, �k := {ω ∈ � : τk(η1, ξ1) ≤ τk(η2, ξ2)} ,
and �c

k := � \ �k .
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Now, we can decompose the third term into the following summands

E

∫ t

0

∫
O
(∇−1(u(1)(s, x) − u(2)(s, x)))

× (∇−1(φκ(h(η1, ξ1, s))u
(1)
κ (s, x)ξ21 (s, x) − φκ(h(η2, ξ2, s))u

(2)
κ (s, x)ξ22 (s, x)) dx ds

≤ E1�2κ

∫ t∧τ2κ (η2,ξ2)

0

∫
O
(∇−1(u(1)(s, x) − u(2)(s, x)))

× (∇−1(φκ(h(η1, ξ1, s))(u
(1)
κ (s, x) − u(2)κ (s, x))ξ21 (s, x)) dx ds

+ E1�2κ

∫ t∧τ2κ (η2,ξ2)

0

∫
O
(∇−1(u(1)(s, x) − u(2)(s, x)))

× (∇−1 (φκ(h(η1, ξ1, s)) − φκ(h(η2, ξ2, s))) u
(2)
κ (s, x)ξ21 (s, x)) dx ds

+ E1�2κ

∫ t∧τ2κ (η2,ξ2)

0

∫
O
(∇−1(u(1)(s, x) − u(2)(s, x)))

× (∇−1(
(
ξ21 (s, x) − ξ22 (s, x)

)
φκ(h(η2, ξ2, s))u

(2)
κ (s, x) dx ds

+ E1�c
2κ

∫ t∧τ2κ (η1,ξ1)

0

∫
O
(∇−1(u(1)(s, x) − u(2)(s, x)))

× (∇−1(φκ(h(η1, ξ1, s))(u
(1)
κ (s, x) − u(2)κ (s, x))ξ21 (s, x)) dx ds

+ E1�c
2κ

∫ t∧τ2κ (η1,ξ1)

0

∫
O
(∇−1(u(1)(s, x) − u(2)(s, x)))

× (∇−1 (φκ(h(η1, ξ1, s)) − φκ(h(η2, ξ2, s))) u
(2)
κ (s, x)ξ21 (s, x)) dx ds

+ E1�c
2κ

∫ t∧τ2κ (η1,ξ1)

0

∫
O
(∇−1(u(1)(s, x) − u(2)(s, x)))

× (∇−1(
(
ξ21 (s, x) − ξ22 (s, x)

)
φκ(h(η2, ξ2, s))u

(2)
κ (s, x) dx ds

=: I1(t) + I2(t) + I3(t) + I4(t) + I5(t) + I6(t).

Let us start with I1. Let us put for r , r ′, m̃, m̃′, p, p′, and s∗ = 2
γ+1 ,

r = 2

(
1 + 1

γ

)
, r ′ = 2(1 + γ )

2 + γ
,

m̃ = 2(γ + 1), m̃′ = 2(γ + 1)

2γ + 1
, p = γ, p′ = γ

γ − 1
. (5.19)

Using duality with m̃ ≥ γ + 1, 2 ≤ r < γ + 1, 1
m̃ + 1

m̃′ ≤ 1 and 1
r + 1

r ′ ≤ 1, we know for
the integrand of I1

∣∣∣〈�− 1
2+ s∗

2 (u(1)κ (s)−u(2)κ (s)),�− 1
2− s∗

2

(
φκ(h(η1, ξ1, ·))u(1)κ ξ21 −φκ(h(η1, ξ1, ·))u(1)κ ξ21

)
〉
∣∣∣

≤
∣∣∣�− 1

2+ s∗
2 (u(1)κ (s) − u(2)κ (s))

∣∣∣
Lr

×
∣∣∣�− 1

2− s∗
2 (φκ(h(η1, ξ1, s))u

(1)
κ (s)ξ21 (s)) − φκ(h(η1, ξ1, ·))u(2)κ (s)ξ21 (s)))

∣∣∣
Lr ′

.
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By integration in time, and applying, firstly, the Hölder and, secondly, Young inequality we
know for any ε1 > 0 there exists a C(ε1) > 0 such that
∫ τ 12κ (η1,ξ1)∧t

0

∣∣∣〈�− 1
2+ s∗

2 (u(1)κ (s) − u(2)κ (s)),

�− 1
2− s∗

2 (φκ(h(η1, ξ1, ·))
(
u(1)κ (s) − u(2)κ (s)

)
ξ21 (s))〉
∣∣∣ ds

≤C(ε1)

(∫ τ 12κ (η1,ξ1)∧t

0

∣∣∣�− 1
2+ s∗

2 (u(1)κ (s) − u(2)κ (s))
∣∣∣m̃
Lr

ds

)r

+ ε1

(∫ τ 12κ (η1,ξ1)∧t

0
φm̃′
κ (h(η1, ξ1, s))

∣∣∣(u(1)κ (s) − u(2)κ (s))ξ21 (s)
∣∣∣m̃′

H−1−s∗
r ′

ds

) r ′
m̃′

.

(5.20)

Let us analyze the first term on the right hand side.
Take some θ ∈ (0, 2/m̃) and let

1

r ′′ = θ

2
+ 1 − θ

γ + 1
, s̃ = −θ + (1 − θ)(s∗ − 1).

Then, we know by interpolation that

|u|Hs∗−1
r

≤ |u|θ
H−1
2

|u|1−θ

Hs̃
r ′′

This gives

E

∥∥∥�− 1
2+ s∗

2 (u(1)κ − u(2)κ )

∥∥∥r
Lm̃ (0,T ;Lr ) ≤ CE

∥∥∥u(1)κ − u(2)κ

∥∥∥r
Lm̃ (0,T ;Hs∗−1

r )

≤ CE

(∫ t

0
|u(1)κ (s) − u(2)κ (s)|θm̃

H−1
2

|u(1)κ (s) − u(2)κ (s)|(1−θ)m̃
H s̃
r ′′ )

ds

) r
m̃

.

The Hölder inequality gives

E

∥∥∥�− 1
2+ s∗

2 (u(1)κ − u(2)κ )

∥∥∥r
Lm̃ (0,T ;Lr )

≤ CE

(∫ t

0
|u(1)κ (s) − u(2)κ (s)|2

H−1
2

ds

) θm̃
2

r
m̃
(∫ t

0
|u(1)κ (s) − u(2)κ (s)|(1−θ)m̃ 2

2−θm̃

H s̃
r ′′

ds

) r
m̃

2−θm̃
2

≤ CE

(∫ t

0
|u(1)κ (s) − u(2)κ (s)|2

H−1
2

ds

) rθ
2

‖u(1)κ − u(2)κ (s)‖r(1−θ)

L
(1−θ)m̃ 2

2−θm̃ (0,T ;Hs̃
r ′′ )

.

By the Young inequality, we know for any ε2 > 0 there exists some C(ε2) > 0 such that

E

∥∥∥�− 1
2+ s∗

2 (u(1)κ − u(2)κ )

∥∥∥r
Lm̃ (0,T ;Lr )

≤ C(ε2)E

∫ t

0
|u(1)κ (s) − u(2)κ (s)|2

H−1
2

ds + ε2E‖u(1)κ − u(2)κ (s)‖r(1−θ) 2−rθ
2

L
(1−θ)m̃ 2

2−θm̃ (0,T ;Hs̃
r ′′ )

.

Observe, for small θ , we know r ′′ ≥ r , s̃ ≤ (s∗ − 1), and m̃′′ := (1 − θ)m̃ 2
2−θm̃ ≥ m̃.

Thus we know, since

1

r
>

−(s∗ − 1)

2
+ 1 − s∗

γ + 1
,

1

m̃′′ ≥ 1 − s∗

γ + 1
.
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that the same holds for r ′′, m̃′′, and s̃. By Proposition A.2, we know, if γ > 1 then there
exists some θ > 0 such that

‖u(1)κ − u(2)κ ‖r(1−θ) 2−rθ
2

L
(1−θ)m̃ 2

2−θm̃ (0,T ;Hs̃
r ′′ )

≤ sup
0≤s≤T

|u(1)κ (s) − u(2)κ (s)|2
H−1
2

+
∫ T

0
|u(1)κ (s) − u(2)κ (s)|γ+1

Lγ+1 ds.

This means, that later on, we can cancel this term by the LHS.
Let us analyze the second term of the RHS in Eq. 5.20, i.e.

ε1

(∫ τ 12κ (η1,ξ1)∧t

0
(φκ(h(η1, ξ1, s)))

m̃′ ∣∣∣(u(1)κ (s) − u(2)κ (s))ξ21 (s)
∣∣∣m̃′

H−1−s∗
r ′

ds

) r ′
m̃′

.

First, we use [58] p. 171, Theorem 1, where we put s1 = −s∗∗ < 0 and s2 = s∗∗ + ε,
s∗∗ = s∗/2, ε > 0 very small. In this way we get∣∣∣(u(1)κ (s) − u(2)κ (s))ξ21 (s)

∣∣∣
H−1−s∗
r ′

≤ C
∣∣∣u(1)κ (s) − u(2)κ (s)

∣∣∣
H

s1
r ′

∣∣ξ21 (s)∣∣Hs2
r ′

.

or, applying the Hölder inequality in time,

(∫ τ 12κ (η1,ξ1)∧t

0

∣∣∣(u(1)κ (s) − u(2)κ (s))ξ21 (s)
∣∣∣m̃′

H−1−s∗
r ′

ds

) r ′
m̃′

≤C

(∫ τ 12κ (η1,ξ1)∧t

0

∣∣∣u(1)κ (s) − u(2)κ (s)
∣∣∣pm̃′

H
s1
r ′

ds

) r ′
m̃′ p
(∫ τ 12κ (η1,ξ1)∧t

0

∣∣ξ21 (s)∣∣m̃′ p′
H

s2
r ′

ds

) r ′
m̃′ p′

.

Now, since for our choice of r ′ > 2, s1, and m′ p, we know that

(i)
1

r ′ ≥ −s1
2

+ 1 + s1
γ + 1

= s∗

4
+ 1 − s∗/2

γ + 1
,

1

m′ p
≥ 1 + s1

γ + 1
= 1 − s∗/2

γ + 1
,

we have

E
∥∥u(1)κ − u(2)κ

∥∥r ′′
L pm̃′

(0,T ;Hs1
r ′′ )

≤CE

(
sup

0≤s≤t
|u(1)κ (s) − u(2)κ (s)|2

H−1
2

+
∫ t

0
|u(1)κ (s) − u(2)κ (s)|γ+1

Lγ+1 ds

)
.

Next, we tackle
∣∣ξ21 (s)∣∣m̃′ p′

H
s2
r ′
. Here, we have by [58, p. 364] for

s2 + 2

(
d

r̃
− s2

)
= 2

d

r̃
− s2 = d

r ′ ⇒ d

r̃
= 1

2

(
d

r ′ + s2

)
= 1

2

(
c(2 + γ )

2 + 2γ
+ s2

)
,

the estimate ∣∣ξ21 (s)∣∣m̃′ p′
H

s2
r ′

≤ C |ξ1(s)|2m̃
′ p′

H
s2
r̃

.

Let us put s2 = 1
(1/2+γ )

. Then, r̃ = 2(1+γ )
2+γ

.

Furthermore, note that r ≥ 2, r ′ ≤ 2 and r̃ ≤ 2 for s2 = 1
(1/2+γ )

.

123



228 E. Hausenblas et al.

Next, the Sobolev embedding H δ
2 (O) ↪→ Hs2

r̃ (O) with δ ≥ s2 + ( d2 − d
r̃ ) = 1+dγ

4(1+γ )
≤ d

4 .

In particular, δ = 3+2γ
2+6γ+4γ 2 . Now, to estimate the term by Hρ we need that

(i i) δ = (1 − θ)(ρ + 1) = ρ + (1 − θ),
1

l
= 1 − θ

2
, l ≥ min(2, m̃′ p′).

Hence, ρ ≥ δ − 2
2m̃′ p′ = 1+dγ

4(1+γ )
− (1+γ )(1+2γ )

2γ (2+γ )
< 0. In this way we get

∥∥ξ21 ∥∥L p′m̃′
(0,T ;Hs1

r ′ )
≤ c‖ξ1‖2L2m̃′ p′ (0,T ;H δ

2 )
≤ c‖ξ1‖2Hρ

.

It follows by taking into account the cut-off function
(∫ τ 12κ (η1,ξ1)∧t

0
φκ(h(η1, ξ1, ·))

∣∣∣(u(1)κ (s) − u(2)κ (s))ξ21 (s)
∣∣∣m̃′

H−1−s∗
r ′

ds

)r ′

≤C ‖φκ(h(η1, ξ1, ·))1[0,τ 12κ (η1,ξ1)∧t)ξ1‖
2r ′
Hρ

× E

(
sup

0≤s≤t
|u(1)κ (s) − u(2)κ (s)|2

H−1
2

+
∫ t

0
|u(1)κ (s) − u(2)κ (s)|γ+1

Lγ+1 ds

)r ′

≤C(κ)

⎧⎨
⎩E
(

sup
0≤s≤t

|u(1)κ (s) − u(2)κ (s)|2
H−1
2

+
∫ t

0
|u(1)κ (s) − u(2)κ (s)|γ+1

Lγ+1 ds

)r ′⎫⎬
⎭ .

In this way, we get for I1

E|I1(t)| ≤ C(ε1, ε2)E

∫ t

0
|u(1)κ (s) − u(2)κ (s)|2

H−1
2

ds

+ ε1E

(
sup

0≤s≤t
|u(1)κ (s) − u(2)κ (s)|2

H−1
2

+
∫ t

0
|u(1)κ (s) − u(2)κ (s)|γ+1

Lγ+1 ds

)

+ ε2C(κ)

⎧⎨
⎩E
(

sup
0≤s≤t

|u(1)κ (s) − u(2)κ (s)|2
H−1
2

+
∫ t

0
|u(1)κ (s) − u(2)κ (s)|γ+1

Lγ+1 ds

)r ′⎫⎬
⎭ .

Next, we have to tackle I2(t). Again take r , r ′, m̃, m̃′, p, and p′ defined as in Eq. 5.19.
Again, using duality we know for the integrand of I2∣∣∣〈�− 1

2+ s∗
2 (u(1)κ (s) − u(2)κ (s)),�− 1

2− s∗
2

(
φκ(h(η1, ξ1, ·))u(1)κ ξ21 − φκ(h(η1, ξ1, ·))u(1)κ ξ21

)〉∣∣∣
≤
∣∣∣�− 1

2+ s∗
2 (u(1)κ (s) − u(2)κ (s))

∣∣∣
Lr

×
∣∣∣�− 1

2− s∗
2 (φκ(h(η1, ξ1, s)) − φκ(h(η2, ξ2, s))) u

(2)
κ (s)ξ21 (s))

∣∣∣
Lr ′

By the Young inequality we know for any ε1 > 0 there exists a constant C(ε1) > 0 such
that

E1�2κ

∫ t∧τ2κ (η2,ξ2)

0

∫
O
(∇−1(u(1)(s, x) − u(2)(s, x)))

× (∇−1 (φκ(h(η1ξ1, s)) − φκ(h(η2, ξ2, s))) u
(2)
κ (s, x)ξ21 (s, x)) dx ds

≤ εE‖u(1) − u(2)‖r
Lm (0,T ;Hs∗−1

r )
+ C(ε)E‖ξ1 − ξ2‖r ′

Hρ
‖1�2κ u

(2)
κ ξ21 ‖r

′
Lm′

(0,t∧τ2κ (η2,ξ2);H−s∗−1
r ′ )

,
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Next, we follow the calculation as done before. First, we use again [58, p. 171, Theorem
1], where we put s1 = −s∗∗ < 0 and s2 = s∗∗ + ε, s∗∗ = s∗/2, ε > 0 very small. In this
way we get ∣∣∣u(2)κ (s)ξ21 (s)

∣∣∣
H−1−s∗
r ′

≤ C
∣∣∣u(2)κ (s)

∣∣∣
H

s1
r ′

∣∣ξ21 (s)∣∣Hs2
r ′

.

Next, applying the Hölder inequality in time,

(∫ τ 12κ (η2,ξ1)∧t

0

∣∣∣u(2)κ (s)ξ21 (s)
∣∣∣m̃′

H−1−s∗
r ′

ds

) r ′
m̃′

≤C

(∫ τ 12κ (η2,ξ1)∧t

0

∣∣∣u(2)κ (s)
∣∣∣pm̃′

H
s1
r ′

ds

) r ′
m̃′ p
(∫ τ 12κ (η1,ξ1)∧t

0

∣∣ξ21 (s)∣∣m̃′ p′
H

s2
r ′

ds

) r ′
m̃′ p′

.

Again, by the choice of r , r ′, m̃, m̃′, p, and p′, we know that even for a r ′′ > r ′ we have
(∫ τ 12κ (η1,ξ1)∧t

0

∣∣∣u(2)κ (s)
∣∣∣pm̃′

H
s1
r ′′

ds

) r ′′
m̃′ p

≤C

⎛
⎝ sup

0≤s≤τ 12κ (η1,ξ1)∧t

∣∣∣u(2)κ (s)
∣∣∣2
H−1
2

+
∫ τ 12κ (η1,ξ1)∧t

0

∣∣∣u(2)κ (s)
∣∣∣γ1
Lγ+1

ds

⎞
⎠ .

Again, similarly we know

(∫ τ 12κ (η1,ξ1)∧t

0

∣∣ξ21 (s)∣∣m̃′ p′
H

s2
r ′

ds

) r ′
m̃′ p′

≤ ‖ξ2‖r ′
Hρ

.

Now, taking into account the cut off function we know

E1�2κ ‖ξ1 − ξ2‖r ′
Hρ

t∧τ2κ (η2,ξ2)
‖u(2)κ ξ21 ‖r

′
Lm′

(0,t∧τ2κ (η2,ξ2);H−s∗−1
r ′ )

≤E

{
1�2κ ‖ξ1 − ξ2‖r ′

Hρ
t∧τ2κ (η2,ξ2)

‖h(ξ2, ·)ξ2‖r ′
Hρ

× C

⎛
⎝ sup

0≤s≤τ 12κ (η1,ξ1)∧t

∣∣∣u(2)κ (s)
∣∣∣2
H−1
2

+
∫ τ 12κ (η1,ξ1)∧t

0

∣∣∣u(2)κ (s)
∣∣∣γ1
Lγ+1

ds

⎞
⎠

r ′
r ′′ }

≤C(κ)
(
E‖ξ1 − ξ2‖2Hρ

)1− r ′
r ′′

×
⎧⎨
⎩E
⎛
⎝ sup

0≤s≤τ 12κ (η1,ξ1)∧t

∣∣∣u(2)κ (s)
∣∣∣2
H−1
2

+
∫ τ 12κ (η1,ξ1)∧t

0

∣∣∣u(2)κ (s)
∣∣∣γ1
Lγ+1

ds

⎞
⎠
⎫⎬
⎭

r ′
r ′′

.

Since the operator is invariant, the second expectation value is smaller than R1.
Next, let us treat I3.

E1�2κ

∫ t∧τ2κ (η2,ξ2)

0

∫
O
(∇−1(u(1)(s, x) − u(2)(s, x)))

× (∇−1(
(
ξ21 (s, x) − ξ22 (s, x)

)
φκ(h(η2, ξ2, s))u

(2)
κ (s, x) dx ds
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≤εE‖u(1) − u(2)‖γ+1
Lγ+1(0,T ;Lγ+1)

+ C(ε)‖1�2κ u
(2)
κ (ξ21 − ξ22 )‖

γ+1
γ

L
γ+1
γ (0,t∧τ2κ (η2,ξ2);H−2

γ+1
γ

)

.

By similar calculation as before, we get

E1�2κ

∫ t∧τ2κ (η2,ξ2)

0

∫
O
(∇−1(u(1)(s, x) − u(2)(s, x)))

× (∇−1(
(
ξ21 (s, x) − ξ22 (s, x)

)
φκ(h(η2, ξ2, s))u

(2)
κ (s, x) dx ds

≤εE‖u(1) − u(2)‖γ+1
Lγ+1(0,T ;Lγ+1)

+ C(ε)E

{
sup

0≤s≤T
|u(2)κ (s)|

γ+1
γ

L p ‖ξ21 − ξ22 ‖
γ+1
γ

L
γ+1
γ (0,t∧τ2κ (η2,ξ2);Lr )

}

≤εE‖u(1) − u(2)‖γ+1
Lγ+1(0,T ;Lγ+1)

+ C(ε, κ)E

{
sup

0≤s≤T
|u(2)κ (s)|

γ+1
γ

L p

}{
E‖ξ1 − ξ2‖Lm (0,T ;L2r )

}
.

I4, I5, and I6 can be estimated by similar steps.
Now, we can collect all terms and get

E|u(1)(t) − u(2)(t)|2
H−1
2

+ 2ruE
∫ t

0

∫
O
((u(1))[γ ](s, x) − (u(2))[γ ](s, x))(u(1)(s, x) − u(2)(s, x)) dx ds

≤εγ+1
E

∫ t

0
|u(1)(s) − u(2)(s)|γ+1

Lγ+1 ds + CE

∫ t

0
|u(1)(s) − u(2)(s)|2

H−1
2

ds

+ εE‖u(1) − u(2)‖γ+1
Lγ+1(0,T ;Lγ+1)

+ C(ε)
{
E‖ξ1 − ξ2‖2Hρ

}δ1
⎧⎪⎨
⎪⎩E‖1�2κ u

(2)
κ ξ21 ‖

γ+1
γ

L
γ+1
γ (0,t∧τ2κ (η2,ξ2);H−2

γ+1
γ

)

⎫⎪⎬
⎪⎭

δ2

+ εE‖u(1) − u(2)‖γ+1
Lγ+1(0,T ;Lγ+1)

+ C(ε, κ)E

{
sup

0≤s≤T
|u(2)κ |L p

}{
E‖ξ1 − ξ2‖Lm (0,T ;L2r )

}
.

Term I cancelswith the corresponding termon the left hand side.WemayapplyGronwall’s
lemma in order to deal with the term I I I . ��
Proposition 5.13 For any initial condition (u0, v0) satisfying Hypothesis 3.4,

(i) there exists r = r(T , γ ) > 0 such that for any (η, ξ) ∈ XA(R0, R1, R2), we have

E

∫ T

0
|uκ (s)|γ+1

Hr
γ+1

ds ≤ CR0;

(ii) we have that t �→ uκ (t) is P-a.s. strongly continuous in H−1
2 (O).

Proof Let us prove (i) first. We know from Proposition 5.6 with p = 1, that for any (η, ξ) ∈
XA(R0, R1, R2) we have

E

∫ T

0

∣∣∣∣∣u
[
γ−1
2

]
κ (s)∇uκ (s)

∣∣∣∣∣
2

L2

ds ≤ CR0.
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On the other side, we know by Proposition A.4 that we have for any θ < 2
p+γ

,

‖uκ‖p+γ

L p+γ (0,T ;H θ
p+γ )

≤ C

⎛
⎝∫ T

0

∣∣∣∣∣u
[
p+γ−2

2

]
κ (s)∇uκ (s)

∣∣∣∣∣
2

L2

ds +
∫ T

0
|u|p+γ

L2 ds

⎞
⎠ ,

where the LHS is bounded for p = 1, noting that Proposition 5.6 with p = γ gives

E

[
sup

t∈[0,T ]
|uκ (t)|γ+1

Lγ+1

]
≤ C .

The assertion (ii) follows from [48, Theorem 4.2.5]. ��

5.4 The System Eq. 3.10–(3.11) and Uniform Bounds on The Stopping Time

Within this section let us assume that {(ūκ , v̄κ ) : κ ∈ N} the family of stochastic processes
constructed in Step III of the proof of Theorem 3.6. The constants R0, R1 and R2 are given
as in Eq. 3.26, Eq. 3.23, and Eq. 3.25, respectively.

Proposition 5.14 Fix p ≥ 1 and suppose u0 ∈ L p+1(O). Then, there exists a constant
C0(p, T ) > 0 such that we have for all κ ∈ N

E

[
sup

0≤s≤T
|ūκ (s)|p+1

L p+1

]
+ γ p(p + 1)ruE

∫ T

0

∫
O

|ūκ (s, x)|p+γ−2|∇ūκ(s, x)|2 dx ds

+ (p + 1)χE
∫ T

0

∫
O

|ūκ(s, x)|p+1|v̄κ (s, x)|2 dx ds ≤ C0(p, T )
(
E|u0|p+1

L p+1 + 1
)
.

Proof Follows from an application of Fatou’s lemma and nonnegativity of uκ and vκ in the
proof of Proposition 5.6.

Proposition 5.15 Let ρ < 1− d
2 and assume that the Hypotheses of Theorem 3.6 hold. There

exists a generic constant C(T ) > 0, a number l ≥ 2
|ρ| and δ1, δ2 ∈ (0, 1) with δ1 + δ2 = 1

such that for all κ ∈ N we have

E‖v̄κ‖m0
Hρ

≤C(T )

(
E|v0|m0

H
−δ0
m

+ Rδ1
0 Rδ1

1

)
. (5.21)

Before proving Proposition 5.15, we consider the following lemma, which will be essen-
tial.

Technical Lemma 5.16 For all 1 ≤ α < 2, −ρ <
2(2−α)

α
, and for any r∗ ≥ 1 there exist

generic constants C(T ) > 0 and δ1, δ2 ∈ (0, 1) with δ1 + δ2 = 1, such that for any pair of
nonnegative processes η, ξ : [0, T ] × � × O → [0,∞) we have

E‖ηξ2‖r∗
Lα(0,T ;L1)

≤C(T )

⎧⎨
⎩E
(∫ T

0
|ηp(s)ξ2(s)|L1 ds

) r∗ p
α

⎫⎬
⎭

δ1 (
E‖ξ‖r∗

Hρ

)δ2
. (5.22)

Proof Let us set β = 1
p� , 1 − β = p�−1

p� = 1
p′ . Observe also that

η(s)ξ2(s) = η(s)ξ2β(s) ξ2(1−β)(s), s ∈ [0, T ].
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Assume α < p and fix β = 1
p , qα/p = 1 and q ′ = p

p−α

∥∥ηξ2∥∥2Lα(0,T ;L1)
≤
(∫ T

0

(∫
O

∣∣ηp(s, x)ξ2β p(s, x)
∣∣ dx
) α

p
(∫

O

∣∣∣ξ2(1−β)p′
(s, x)
∣∣∣ dx
) α

p′
ds

) 2
α

≤
(∫ T

0

∫
O

∣∣∣ηp� (s, x)ξn
∗
(s, x)
∣∣∣ dx ds
) 2

q
(∫ T

0
|ξ(s)|

αq′
p′
L(1−β)p′2 ds

) 2
q′

.

≤
∥∥∥ηp� ξn

∗∥∥∥
2
q

L1(0,T ;L1)
‖ξ‖2

α
p′

L
αq′
p′ (0,T ;L(1−β)p′2))

≤
∥∥∥ηp� ξn

∗∥∥∥
2
q

L1(0,T ;L1)
‖ξ‖2

α
p′

L
α(p−1)
p−α (0,T ;L2)

.

Here, we need α/p′ < 1 which gives 2 ≤ p < α
α−1 . Also, if

d

2
− ρ <

2(p − α)

α(p − 1)
+ d

2
,

then

∥∥ηξ2∥∥2Lα(0,T ;L1)
≤
∥∥∥ηp�ξn

∗∥∥∥
2
q

L1(0,T ;L1)
‖ξ‖2

α
p′

Hρ
.

Taking the expectation and applying the Hölder inequality where we have to take into account
that α/p′ < 1 we get the assertion.

Proof of Proposition 5.15: Let us consider the following equation for a locally integrable and
progressively measurable t �→ F(t),

dw(t) =rv�w(t) dt + F(t) dt + σ2w(t) dW2(t), w(0) = w0 ∈ Hρ
2 (O). (5.23)

Following the proof of Proposition 5.7 verbatim, we find that

∣∣∣∣
∫ t

0
erv�(t−s)F(s) ds

∣∣∣∣
Hρ
2

≤ C(T )

(∫ t

0
|F(s)|μ

L1 ds

) 1
μ

. (5.24)

In particular, for α as in the Technical Lemma 5.16, we have 2 − 2
α
> d

2 + ρ and α < 2.

This gives as condition for ρ, ρ < 1 − d
2 . In addition, setting p = 2 we need −ρ <

2(2−α)
α

,
which is not a restriction. However, due the hypotheses we find some α < 2 such that the first
inequality is satisfied. Note, that due to the condition in Hypothesis 3.4, there exists some
μ = α ≥ 1 such that ρ satisfies the assumption above and those of the Technical Lemma
5.16. Setting

F = φκ(h(η, ξ, ·))ηξ2,
we obtain by applying Technical Lemma 5.16 that there exists some constant C(T ) > 0 and
δ1, δ2 ∈ (0, 1), δ1 + δ2 = 1 such that

E

(∫ T

0
|F(s)|μ

L1 ds

)m0
μ

≤C(T )Rδ1
0 Rδ2

1 .
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It remains to calculate the norm in L2(0, T ; Hρ+1
2 (O)). By standard calculations (i.e. apply-

ing the smoothing property and the Young inequality for convolution), we get for 3
2 ≥ 1

μ
+ 1

κ

and δκ/2 < 1 ∥∥∥∥
∫ ·

0
erv�(·−s)F(s) ds

∥∥∥∥
L2(0,T ;Hρ+1

2 )

≤ C ‖F‖
Lμ(0,T ;Hρ+1−δ

2 )
.

The embedding L1(O) ↪→ Hρ+1−δ
2 (O) for δ − (ρ + 1) > d

2 , gives

‖F‖
Lμ(0,T ;Hρ−1

2 )
≤ ‖F‖Lμ(0,T ;L1),

for and similarly to before we know by hypothesis 3.4, that there exists some μ = α such
that δ − (ρ + 1) > d

2 ,
3
2 ≥ 1

μ
+ 1

κ
, δκ/2 < 1, and α(p − 1)/(p − α) ≤ m0. Therefore, we

get by the Technical Lemma 5.16

E

∥∥∥∥
∫ ·

0
erv�(·−s)F(s) ds

∥∥∥∥
m0

L2(0,T ;Hρ+1
2 )

≤ C(T )Rδ1
0 Rδ2

1 .

6 Pathwise Uniqueness of the Solution

Proof of Theorem 3.10 Let us remind, since (u1, v1) and (u2, v2) are solutions to the system
Eq. 3.6–(3.7) with P(u1(0) = u2(0)) = 1 and P(v1(0) = v2(0)) = 1, we can write for
i = 1, 2,

dui (t) =
(
ru�u[γ ]

i (t) − χui (t)v
2
i (t)
))

dt + σ1ui (t)dW1(t) t > 0, (6.1)

dvi (t) =(rv�vi (t) + ui (t)v
2
i (t)
)
dt + σ2vi (t)dW2(t) t > 0. (6.2)

In the first step we will introduce a family of stopping times {τN : N ∈ N}, and show
that on the time interval [0, τN ] the solutions u1 and u2, respective, v1 and v2, are indistin-
guishable. Here, in the second step, we will show that P (τN < T ) → 0 for N → ∞. From
this follows that u1 and u2 are indistinguishable on the time interval [0, T ].

By Remark 3.9, d = 1. Let us remind that δ0 ∈ (0, 1
γ
), ρ ∈ [0, 1

2 ),
1
2 < 2

m + 1
m0

+ ρ ≤
3γ+2
2γ+2 + ρ.

Step I.
Let us introduce the stopping times {τN : N ∈ N} as follows:

τ 1N ,i := inf{t ≥ 0 : ‖1[0,t]vi‖Hρ
≥ N } ∧ T , i = 1, 2,

τ 2N ,i := inf{t ≥ 0 : ‖1[0,t]ui‖L2γ (0,T ;H δ0
2 )

≥ N } ∧ T , i = 1, 2,

and τN := mini=1,2(τ
1
N ,i , τ

2
N ,i ).

The aim is to show that (u1, v1) and (u2, v2) are indistinguishable on the time interval
[0, τN ].
Remark 6.1 Note, due to the assumptions in Theorem 3.10 and by Corollary A.5, and Propo-
sition 5.14 we know that there exists a constant C > 0 such that for any solutions (u, v) to
Eq. 3.6–(3.7) we have

E‖v‖m0
Hρ

≤ C and E‖u‖2γ
L2γ (0,T ;H δ0

2 )
≤ C .
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Fix N ∈ N.
To get uniqueness on [0, τN ] we first stop the original solution processes at time τN and

extend the processes (u1, v1) and (u2, v2) by other processes to the whole interval [0, T ].
For this purpose, let (y1, z1) be solutions to

{
dy1(t) = ru�y[γ ]

1 (t) + σ1y1(t) dθτN ◦ W1(t), t ∈ [τN ∧ T , T ],
dz1(t) = rv�z1(t) − z1(t) + σ2z1(t) dθτN ◦ W2(t), t ∈ [τN ∧ T , T ], (6.3)

with initial data y1(0) := u1(τN ), z1(0) := v1(τN ), and
let (y2, z2) be solutions to

{
dy2(t) = ru�y[γ ]

2 (t) + σ1y2(t) dθτN ◦ W1(t), t ∈ [τN ∧ T , T ],
dz2(t) = rv�z2(t) − z2(t) + σ2z2(t) dθτN ◦ W2(t), t ∈ [τN ∧ T , T ], (6.4)

with initial data y2(0) := u2(τN ) and z2(0) := v2(τN ). Here, θ denotes the shift operator,
i.e. θτ ◦ Wi (t) = Wi (t + τ) − Wi (τ ), i = 1, 2. Since (u1, v1) and (u2, v2) are continuous
in H−1

2 (O) × L2(O), (u1(τN ), v1(τN )) and (u2(τN ), v1(τN )) are well-defined and belong

P–a.s. to H−1
2 (O) × H−δ0

2 (O). By [2, Theorem 2.5.1], we know that there exists a unique
solutions y1 and y2 to Eq. 6.3 belonging P-a.s. to C([0, T ]; H−1

2 (O)). Since (et(rv�−Id))t≥0

is an analytic semigroup on Hρ
2 (O), the existence of unique solutions z1 and z2 to Eq. 6.3

and Eq. 6.4 belonging P-a.s. to C([0, T ]; H−δ0
2 (O)) can be shown by standard methods, cf.

[16].
Now, let us define two processes (ū1, v̄1) and (ū2, v̄2) which are equal to (u1, v1) and

(u2, v2) on the time interval [0, τN ) and follow the processes (y1, z1) and (y2, z2) afterwards.
In particular, let

ū1(t) =
{
u1(t) for 0 ≤ t < τN ,

y1(t) for τN ≤ t ≤ T ,
v̄1(t) =

{
v1(t) for 0 ≤ t < τN ,

z1(t) for τN ≤ t ≤ T ,

and

ū2(t) =
{
u2(t) for 0 ≤ t < τN ,

y2(t) for τN ≤ t ≤ T ,
v̄2(t) =

{
v2(t) for 0 ≤ t < τN ,

z2(t) for τN ≤ t ≤ T .

Note, that (u1, v1) and (u2, v2) solve on [0, τN ) the equation corresponding to Eq. 3.6–(3.7),
that is, for i = 1, 2,

dui (t) =
(
ru�uγi (t) − χui (t)v2i (t)

)
dt + σ1ui (t)dW1(t) t > 0, (6.5)

dvi (t) = (rv�vi (t) + ui (t)v2i (t)
)
dt + σ2vi (t)dW2(t) t > 0. (6.6)

Step II.
Let α = ρ + 1

2 (which implies α ≥ 1
2 due to the assumption on ρ) and let 1

2 > δ > δ0.
Our goal is to show that (u1, v1) and (u2, v2) are indistinguishable on the interval [0, τN ].
Applying the Itô formula while setting

�(t) := E

[
sup

0≤s≤t
|ū1(s) − ū2(s)|2H−1

2

]
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over [0, τN ] and taking into account that (ū1, v̄1) and (ū2, v̄2) are solutions to system Eq.
3.6–(3.7) we obtain by standard calculations for 0 ≤ t ≤ τN

E

[
|ū1(t) − ū2(t)|2H−1

2

]
+ ruE
[ ∫ t

0
|ū1(s) − ū2(s)|γ+1

Lγ+1ds
]

(6.7)

≤ χE
[∣∣∣
∫ t

0

∫
O
(−∇)−1

(
ū1(s, x)v̄

2
1(s, x) − ū2(s, x)v̄

2
2(s, x)
)
(−∇)−1(ū1(s, x) − ū2(s, x)

)
dx ds
∣∣∣]

+ CE

∫ t

0
|ū1(s) − ū2(s)|2H−1

2
ds.

Furthermore, we obtain

E

[∣∣∣
∫ t

0

∫
O
(−∇)−1

(
ū1(s, x)v̄

2
1(s, x) − ū2(s, x)v̄

2
2(s, x)
)
(−∇)−1(ū1(s, x) − ū2(s, x)

)
dx ds
∣∣∣]

≤ E

[∣∣∣
∫ t

0

∫
O
(−∇)−1(ū1(s, x) − ū2(s, x)

)
v̄21(s, x)(−∇)−1(ū1(s, x) − ū2(s, x)

)
dx ds
∣∣∣]

+ E

[∣∣∣
∫ t

0

∫
O
(−∇)−1

[
ū2(s, x)v̄2(s, x)

(
v̄1(s, x) − v̄2(s, x)

)]
(−∇)−1(ū1(s, x) − ū2(s, x)

)
dx ds
∣∣∣]

=: I1(t) + I2(t).

Now we have by Proposition A.3 with α ≥ 1
2 = d

2 ,

|(ū1 − ū2)v̄
2
1 |H−1

2
≤ |ū1 − ū2|H−1

2
|v̄21 |Hα

2

Since Hα
2 (O) is a Banach algebra (see [58, Theorem 2-(18), p. 192]), we have

|(ū1 − ū2)v̄
2
1 |H−1

2
≤ |ū1 − ū2|H−1

2
|v̄1|2Hα

2
.

Hence, we get by applying Young’s inequality for ε > 0

I1(t) ≤E

∫ t

0
|ū1(s) − ū2(s)|2H−1

2
|v̄1(s)|2Hα

2
ds

≤εE

∫ t

0
|ū1(s) − ū2(s)|2H−1

2
|v̄1(s)|4Hα

2
ds + C(ε)E

∫ t

0
|ū1(s) − ū2(s)|2H−1

2
ds

≤εE

[
sup

0≤s≤t
|ū1(s) − ū2(s)|2H−1

2

]
× E

∫ t

0
|v̄1(s)|4Hα

2
ds

+ C(ε)E

∫ t

0
|ū1(s) − ū2(s)|2H−1

2
ds.

Since α = ρ + 1
2 , we have ‖v̄1‖L4(0,T ;Hα

2 ) ≤ ‖v̄1‖Hρ
. Next, note that |ū2(v̄21 − v̄22)| ≤

|ū2v̄1(v̄1 − v̄2)| + |ū2v̄2(v̄1 − v̄2)|. Similarly as above we get for δ1 < δ and δ2 = δ < 1
γ

and δ3 > 1
2 = d

2 (see Proposition A.3, [58, Theorem 2, p. 200] and the identities on [58,
Proposition, p. 14]) for i = 1, 2

|ū2v̄i (v̄1 − v̄2)|H−1
2

≤ C1|v̄1 − v̄2|H−δ1
2

|ū2v̄i |H δ
2

≤ C2|v̄1 − v̄2|H−δ1
2

|ū2|H δ2
2

|v̄i |H δ3
2
.

(6.8)

By Young inequality, we know that for δ3 ≤ γ
γ+1 + ρ and −δ0 > − 1

γ
and for any ε > 0

there exists a constant C(ε) > 0 such that

I2(t) ≤C(ε)E

∫ t

0
|v̄1(s) − v̄2(s)|2

H
−δ0
2

ds + εE

(∫ t

0
|ū1(s)|2γ

H
δ2
2

ds

) 1
γ
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× E

(∫ t

0

(
|v̄1(s)|2

γ+1
γ

H
δ3
2

+ |v̄2(s)|2
γ+1
γ

H
δ3
2

)
ds

) γ
γ+1

E

[
sup

0≤s≤t
|v̄1(s) − v̄2(s)|2

H
−δ0
2

]

≤C(ε)E

∫ t

0
|v̄1(s) − v̄2(s)|2

H
−δ0
2

ds

+ E‖ū1‖L2γ (0,T ;H δ2
2 )

(
E‖v̄1‖Hρ

+ E‖v̄2‖Hρ

)
E

[
sup

0≤s≤t
|v̄1(s) − v̄2(s)|2

H
−δ0
2

]
.

The third term in Eq. 6.7 can be handled by the Burkholder-Davis-Gundy inequality. Since
t ≤ τN and δ2 < 1

γ
we know that for any ε > 0 there exists a constant C(ε) > 0 such that

�(t) ≤ε1N
2
E

[
sup

0≤s≤t
|v̄1(s) − v̄2(s)|2

H
−δ0
2

]
+ E

∫ t

0
sup

0≤r≤s
|v̄1(r) − v̄2(r)|2

H
−δ0
2

ds

+ εNE

[
sup

0≤s≤t
|ū1(s) − ū2(s)|2H−1

2

]
+ C(ε)E

∫ t

0
|ū1(s) − ū2(s)|2H−1

2
ds.

Step III. Let us set

(t) :=E

[
sup

0≤s≤t
‖v̄1(s) − v̄2(s)‖2

H
−δ0
2

]
+ E‖v̄1 − v̄2‖2

L2(0,t;H−δ0+1
2 )

.

Then we get by standard calculations for δ̃ < 1

E

[
sup

0≤s≤t
‖v̄1(s) − v̄2(s)‖2

H
−δ0
2

]
+ E‖v̄1 − v̄2‖2

L2(0,t;H−δ0+1
2 )

≤CE‖ū1v̄21 − ū2v̄
2
2‖2

L2(0,t;H−δ0−δ̃

2 )

+ E

[
sup

0≤s≤t

∣∣∣∣
∫ t

0
σ2 (v̄1(s) − v̄2(s)) dW2(s)

∣∣∣∣
2

H
−δ0
2

]
.

Next, since δ̃ can be chosen such that δ0 ≥ 1 − δ̃ we can use Eq. 6.8 and obtain for δ1 < δ

and δ2 = δ < 1
γ
and δ3 > 1

2 = d
2

|ū1v̄21 − ū1v̄
2
2 |H−δ0−δ̃

2

≤C1|v̄1 − v̄2|H−δ1
2

|ū2|H δ2
2

(
|v̄1|H δ3

2
+ |v̄2|H δ3

2

)
.

For α > min(1+−δ0 − δ + d
2 , 1,

d
2 ) and δ̃ < 1 we have by Proposition A.3 and [58, p. 192,

Theorem 2-(18)]

|(ū1 − ū2)v̄
2
1 |H−δ0−δ̃

2

≤ |ū1 − ū2|H−1
2

|v̄21 |Hα
2

≤ |ū1 − ū2|H−1
2

|v̄1|2Hα
2
.

The third term can be handled by an application of the Burkholder-Davis-Gundy inequality.
The Young inequality implies that for any ε1, ε2 > 0 there exist constants C(ε1),C(ε2) > 0
such that we have

(t) ≤ E|v̄1(0) − v̄2(0)|2
H

−δ0
2

+ E

(∫ t

0
|ū1(s)|2

H
δ2
2

(
|v̄1(s)|2

H
δ3
2

+ |v̄2(s)|2
H

δ3
2

)
|v̄1(s) − v̄2(s)|2

H
−δ0
2

ds

)
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+ E

(∫ t

0
|ū1(s) − ū2(s)|2H−1

2
|v̄1(s)|4Hα

2
ds

)

≤E|v1(0) − v2(0)|2
H

−δ0
2

+ ε1E

(∫ t

0
|ū1(s)|2

H
δ2
2

,

(
|v̄1(s)|2

H
δ3
2

+ |v̄2(s)|2
H

δ3
2

)
|v̄1(s) − v̄2(s)|2

H
−δ0
2

ds

)

+ C(ε1)E

(∫ t

0
|v̄1(s) − v̄2(s)|2L2 ds

)

+ ε2E

(∫ t

0
|ū1(s) − ū2(s)|2H−1

2
|v̄1(s)|4Hα

2
ds

)
+ C(ε2)E

(∫ t

0
|ū1(s) − ū2(s)|2H−1

2
ds

)
.

I2(t) ≤E

(∫ t

0
|ū1(s)|2γ

H
δ2
2

ds

) 1
γ

× E

(∫ t

0

(
|v̄1(s)|2

γ+1
γ

H
δ3
2

+ |v̄2(s)|2
γ+1
γ

H
δ3
2

)
ds

) γ
γ+1

E

[
sup

0≤s≤t
|v̄1(s) − v̄2(s)|2

H
−δ0
2

]

≤E‖ū1‖L2γ (0,T ;H δ2
2 )

(
E‖v̄1‖Hρ

+ E‖v̄2‖Hρ

)
E

[
sup

0≤s≤t
|v̄1(s) − v̄2(s)|2

H
−δ0
2

]
.

Since δ0 ∈ (0, 1) and α = ρ + 1
2 ,

(t) ≤E|v̄1(0) − v̄2(0)|2
H

−δ0
2

+ ε1E‖1[0,t]ū1‖L2γ (0,T ;H δ2
2 )

(
E‖v̄1‖Hρ

+ E‖v̄2‖Hρ

)

× E

[
sup

0≤s≤t
|v̄1(s) − v̄2(s)|2

H
−δ0
2

]

+ C(ε1)E

(∫ t

0
|v̄1(s) − v̄2(s)|2

H
−δ0
2

ds

)

+ ε2E

[
sup

0≤s≤t
|ū1(s) − ū2(s)|2H−1

2

]
E‖1[0,t]v̄1‖2L4(0,T ;Hα

2 )

+ C(ε2)E

∫ t

0
|ū1(s) − ū2(s)|2H−1

2
ds

≤E|v1(0) − v2(0)|2
H

−δ0
2

+ ε1E‖1[0,t]ū1‖L2γ (0,T ;H δ2
2 )

(
E‖v̄1‖Hρ

+ E‖v̄2‖Hρ

)

× E

[
sup

0≤s≤t
|v̄1(s) − v̄2(s)|2

H
−δ0
2

]

+ C(ε1)E

(∫ t

0
|v̄1(s) − v̄2(s)|2

H
−δ0
2

ds

)

+ ε2E

[
sup

0≤s≤t
|ū1(s) − ū2(s)|2H−1

2

]
E‖1[0,t]v̄1‖2Hρ

+ C(ε2)E

∫ t

0
sup

0≤r≤s
|ū1(r) − ū2(r)|2H−1

2
ds.
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Taking into account the definition of τN we obtain

(t) ≤ E|v̄1(0) − v̄2(0)|2
H

−δ0
2

+ ε1N
2(t) + ε2N�(t) + C(ε1)

∫ t

0
�(s) ds + C(ε2)

∫ t

0
(s) ds. (6.9)

Step IV.Noting that the estimates can be extended to the whole interval [0, T ] by standard
calculations. Next, collecting altogether we know, that for any ε1, ε2, ε3, ε4 > 0 there exist
constants C(ε1),C(ε2),C(ε3),C(ε3) > 0 such that

�(t) + (t) ≤ E|ū1(0) − ū2(0)|2H−1
2

+ E|v̄1(0) − v̄2(0)|2
H

−δ0
2

+ ε1N
2(t) + C(ε1)

∫ t

0
(s) ds + ε0N�(t) + C(ε0)

∫ t

0
�(s) ds

+ ε3N
2(t) + ε4N�(t) + C(ε1)

∫ t

0
�(s) ds + C(ε2)

∫ t

0
(s) ds.

Taking the ε1, ε2, ε3, ε4 > 0 accordingly, we know, that for any N ∈ N there exists a
constant C(N ) > 0 such that

�(t) + (t) ≤ E|ū1(0) − ū2(0)|2H−1
2

+ E|v̄1(0) − v̄2(0)|2
H

−δ0
2

+C(N )

∫ t

0
(�(s) + (s)) ds.

An application of the Gronwall lemma and taking into account that v1(0) = v2(0), u1(0) =
u2(0) give that �(t) ≤ 0 and (t) ≤ 0.

Step V. We show that P (τN < T ) −→ 0 as N → ∞.
Therefore,

P (τN < T )

≤P

(
‖ū1‖L2γ (0,T ;H δ0

2 )
≥ N
)

+ P

(
‖ū2‖L2γ (0,T ;H δ0

2 )
≥ N
)

+ P
(‖v̄1‖Hρ

≥ N
)+ P
(‖v̄2‖Hρ

≥ N
)
.

Due to Remark 6.1, we can apply the Chebyshev inequality and get by the above that

P (τN < T ) ≤ C

N 2 ,

It follows that
P (τN ≤ T ) −→ 0,

as N → ∞. Hence, both the processes ū1 and ū2, and likewise v̄1 and v̄2 are indistinguish-
able on [0, T ]. Since the processes (ū1, v̄1) and (ū2, v̄2) solves on [0, T ∧ τN ] the system
corresponding to Eq. 3.6–(3.7), the last arguments completes the proof of Theorem 3.10. ��

A Some Useful Inequalities

Lemma A.1 Let γ > 1, x, y ∈ R. Then it holds that

(x [γ ] − y[γ ])(x − y) ≥ 21−γ |x − y|γ+1, (A.1)

where z[γ ] := |z|γ−1z for z ∈ R.
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Proof See e.g. [47, Lemma 3.1].

Fix a bounded domain O ⊂ R
d with sufficiently smooth boundary.

Proposition A.2 For any for r ∈ (2, q + 1), m ∈ (q + 1,∞), s ∈ (0, 1), with 1
r ≥ 1

m − s
2 ,

and 1
m ≥ 1+s

q+1 , there exists a constant C > 0 such that

‖ξ‖rLm (0,T ;Hs
r )

≤ C

(
‖ξ‖2

L∞(0,T ;H−1
2 )

+ ‖ξ‖q+1
Lq+1(0,T ;Lq+1)

)
. (A.2)

Proof In order that Lm(0, T ; Hs
r (O)) is an interpolation space between

L∞(0, T ; H−1
2 (O)) and Lq+1(0, T ; Lq+1(O)),

we need that there exists θ ∈ (0, 1) such that for the parameters m, r , s the following
inequalities are satisfied, see e.g. [3],

s ≤ −θ,

1

m
≥ 1 − θ

q + 1
,

1

r
≥ θ

2
+ 1 − θ

q + 1
.

Now, if 1
r ≥ 1

m − s
2 and

1
m ≥ 1+s

q+1 are satisfied for r ∈ (2, q+1),m ∈ (q+1,∞), s ∈ (0, 1),
then the set of inequalities are satisfied and we obtain Eq. A.2. ��

Proposition A.3 Let s1, s2 ∈ R and p > 1. Let O ⊂ R
d . Assume that s1 ≤ s2 and that

s1 + s2 > d
(
0 ∨
(
2
p − 1
))

and s2 < d
p . Then there exists a constant C > 0 such that

|uv|Hr
p
≤ C |u|Hs1

p
|v|Hs2

p
,

for any r ≤ s1 + s2 − d
p and for any u ∈ Hs1

p (O) and any v ∈ Hs2
p (O).

Proof See [58, p. 190, Theorem 1 (iii)]. ��

For the definition of the space Fs
p,q , we refer to [58, 66, 69]. It translates to classical

function spaces as in e.g. [66, Remark 2.1.1], in particular, F0
p,2 = L p , 1 < p < ∞

(Lebesgue spaces), Fm
p,2 = Wm

p , m ∈ N (Sobolev spaces), 1 < p < ∞ and Fs
p,2 = Hs

p ,
s ∈ R, 1 < p < ∞ (fractional Sobolev spaces).

Next, we shall record a variant of the Stroock-Varopoulos inequality together with its
proof. See e.g. [17, Lemma 3.6] for another version of this result.

Proposition A.4 For any bounded domain O ⊂ R
d with sufficiently smooth boundary, for

any T > 0, γ > 1, θ ∈ (0, 1
γ
), there exists a constant C = C(γ, T ,O) > 0 such that

‖η‖2γ
L2γ (0,T ;H θ

2γ )
≤ C

(∫ T

0
|η(s)[γ−1]∇η(s)|2L2 ds +

∫ T

0
|η(s)|2γ

L2 ds

)
,

where z[γ−1] := |z|γ−2z for z ∈ R.
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Proof By [58, p. 365], we have for any p ∈ (1,∞), s ∈ (0, 1), μ ∈ (0, 1) and ε ∈ (0, sμ),

||w|μ|Hsμ−ε
p
μ

= ||w|μ|Fsμ−ε
p
μ ,2

≤ C ||w|μ|Fsμ
p
μ , 2μ

≤ C |w|μFs
p,2

= C |w|μHs
p
, w ∈ Hs

p(O). (A.3)

From Eq. A.3 we know that for any γ > 1, p ∈ (1,∞), θ ∈ (0, 1
γ
), ε > 0, there exists a

constant C > 0 such that

|w|H θ
pγ

= ||wγ | 1γ |H θ
pγ

≤ C ||w|γ |
1
γ

H θγ+ε
p

.��

In particular, for any 0 < θ < 1
γ
and p = 2, there exists a constant C > 0 such that

|w|γ
H θ
2γ

≤ C ||w|γ |H1
2
.

Since we know by the chain rule,
∫ T

0
|∇|η(s)|γ |2L2 ds = γ 2

∫ T

0
|η[γ−1](s)∇η(s)|2L2 ds

we know that for any θ < 1
γ
,

∫ T

0
|η(s)|2γ

H θ
2γ
ds ≤ C

(∫ T

0
|ηγ−1(s)∇η(s)|2L2 ds +

∫ T

0
|η(s)|2γ

L2 ds

)
.

Clearly, we have by the fractional Rellich-Kondrachov theorem that for any ε ∈ (0, θ),

|w|γ
H θ−ε
2

≤ C |w|γ
H θ
2γ
.

As θ ∈ (0, γ−1) is arbitrary, this yields the following result.

Corollary A.5 For any bounded domain O ⊂ R
d with sufficiently smooth boundary, for any

T > 0, γ > 1, θ ∈ (0, 1
γ
), there exists a constant C = C(γ, T ,O) > 0 such that

‖η‖2γ
L2γ (0,T ;H θ

2 )
≤ C

(∫ T

0
|η(s)[γ−1]∇η(s)|2L2 ds +

∫ T

0
|η(s)|2γ

L2 ds

)
,

where z[γ−1] := |z|γ−2z for z ∈ R.

We have the following embedding.

Proposition A.6 Let l1, l2 ∈ (2,∞) with d
2 − ρ ≤ 2

l1
+ d

l2
. Then there exists C > 0 such that

‖ξ‖Ll1 (0,T ;Ll2 ) ≤ C‖ξ‖H, ξ ∈ Hρ,

where Hρ is defined in Eq. 3.8.

Proof First, let us note that for δ > 0 such that

1

l2
≥ 1

2
− δ

d
, (A.4)

we have the embedding H δ
2 (O) ↪→ Ll2(O), and therefore

‖ξ‖Ll1 (0,T ;Ll2 ) ≤ C‖ξ‖Ll1 (0,T ;H δ
2 )
, ξ ∈ X.
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Due to interpolation, compare with [3, Theorem 5.1.2, p. 107 and Theorem 6.4.5, p. 152],
we have

‖ξ‖Ll1 (0,T ;H δ
2 )

≤ C‖ξ‖θ
L∞(0,T ;Hρ

2 )
‖ξ‖1−θ

L2(0,T ;Hρ+1
2 )

, ξ ∈ Hρ,

for θ ∈ (0, 1) with,
1

l1
≤ 1

2
(1 − θ), δ ≤ θρ + (1 − θ)(ρ + 1). (A.5)

Taking into account that we have

d

2
− ρ ≤ 2

l1
+ d

l2
,

gives that δ and θ satisfying Eq. A.4 and Eq. A.5 exist and thus the Young inequality for
products yields the assertion. ��

B Function Spaces And The Aubin-Lions-Simon Compactness Theorem

Let B be a separable Banach space, 0 ≤ c < d < ∞. Let C (β)
b (c, d; B) denote a set of all

continuous and bounded functions u : [c, d] → B such that

‖u‖
Cβ
b (c,d;B) := sup

c≤t≤d
|u(t)|B + sup

c≤s,t≤dt !=s

|u(t) − u(s)|B
|t − s|β ,

is finite. The space C (β)
b (c, d; E) endowed with the norm ‖ · ‖

Cβ
b (c,d;B) is a Banach space.

Let

L p(c, d; ; B) =
{
u : [c, d) → B : u measurable and

∫
[c,d)

|u(t)|pB dt < ∞
}
.

In addition, for 1 < p < ∞ letW 1
p(O) be the standard Sobolev space defined by (compare

[6, p. 263])

W 1
p(O) := {u ∈ L p(O) | ∃g1, · · · , gd ∈ L p(O)such that∫
O
u(x)

∂φ(x)

∂xi
dx = −

∫
O
gi (x)φ(x) dx ∀φ ∈ C∞

0 (O),∀i = 1, . . . , d

}

equipped with norm

|u|W 1
p
:= |u|L p +

d∑
j=1

∣∣∣∣ ∂u∂x j

∣∣∣∣
L p

, u ∈ W 1
p(O).

Given an integer m ≥ 2 and a real number 1 ≤ p < ∞, we define by induction the space

Wm
p (O) :=

{
u ∈ Wm−1

p (O) | Du ∈ Wm−1
p (O)

}

equipped with norm

|u|Wm
p

:= |u|L p +
m∑

α=1

|Dαu|L p , u ∈ Wm
p (O).

Let Hm
2 (O) := Wm

2 (O), and for ρ ∈ (0, 1) let Hρ
2 (O) be the real interpolation space

given by Hρ
2 (O) := (L2(O), H1

2 (O))ρ,2. In addition, let H−1
2 (O) be the dual space of
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H1
2 (O) and for ρ ∈ (0, 1) let H−ρ

2 (O) be the real interpolation space given by H−ρ
2 (O) :=

(L2(O), H−1
2 (O))1−ρ,2.

Note, by Theorem 3.7.1 [3], H−ρ
2 (O) is dual to Hρ

2 (O), ρ ∈ (0, 1). Furthermore, we have

(H−ρ
2 (O), Hρ

2 (O)) 1
2 ,2

= L2(O) and (Hα
2 (O), Hβ

2 (O))ρ,2 = H θ
2 (O) for θ = α(1−ρ)+βρ,

ρ ∈ (0, 1) and |α|, |β| ≤ 1.
Since we need it to tackle the compactness, let us introduce the following space. Given

p ∈ (1,∞), α ∈ (0, 1), letWα
p(I ; B) be the Sobolev space of all u ∈ L p(0,∞; B) such that

∫
I

∫
I∩[t,t+1]

|u(t) − u(s)|pB
|t − s|1+α p

ds dt < ∞;

equipped with the norm

‖u‖Wα
p(I ;B) :=

(∫
I

∫
I∩[t,t+1]

|u(t) − u(s)|pB
|t − s|1+α p

ds dt

) 1
p

.

Theorem B.1 Let B0 ⊂ B ⊂ B1 be Banach spaces, B0 and B1 reflexive, with compact
embedding of B0 to B. Let p ∈ (1,∞) and α ∈ (0, 1) be given. Let X be the space

X = L p(0, T ; B0) ∩ W
α
p(0, T ; B1).

Then the embedding of X to L p(0, T ; B) is compact.

Proof See [67, p. 86, Corollary 5] or [28, Theorem 2.1].

C On the Burkholder-Davis-Gundy inequality

We collect the exact form of the Burkholder-Davis-Gundy inequality needed here. Given a
cylindrical Wiener processW on H δ

2 (O), δ > 1, over A = (�,F,F,P), and a progressively
measurable process ξ ∈ M2

A(Hρ
2 (O)), ρ ∈ [0, 1

2 ], let us define {Y (t) : t ∈ [0, T ]} by

Y (t) :=
∫ t

0
ξ(s) dW (s), t ∈ [0, T ].

Here, for each t ∈ [0, T ], ξ(t) is interpreted as a multiplication operator acting on the
elements of H δ

2 (O), namely, ξ : H δ
2 (O) � ψ �→ ξψ ∈ S ′(O). Since for any ν > 1

2 and for
any ϕ ∈ H ν

2 (O) the product ξ(t)ϕ belongs to Hρ
2 (O) by Proposition A.3, we can view ξ(t)

as a linear map from H ν
2 (O) into Hρ

2 (O). It is shown in Proposition A.3 that

|ξ(t)ϕ|Hρ
2

≤ C |ξ(t)|Hρ
2
|ϕ|Hν

2
(A.6)

where the constant C > 0 is independent of ϕ. Consequently, for any p ≥ 1, δ > 1, and any
ρ ∈ [0, 1

2 ]

E

[
sup

t∈[0,T ]
|Y (t)|p

Hρ
2

]
≤ C E

[∫ T

0
|ξ(t)|2

LHS(H δ
2 ,H

ρ
2 )

dt

] p
2

,

where | · |LHS(H δ
2 ,H

ρ
2 ) denotes the Hilbert–Schmidt norm from H δ

2 (O) to Hρ
2 (O). First, let

us note that for δ > 1 there exists a ν > 1
2 such that the embedding H δ

2 (O) ↪→ H ν
2 (O) is
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a Hilbert–Schmidt operator. Using the fact that {ψ(δ)
k : k ∈ Z} is an orthonormal basis of

H δ
2 (O), and ψ

(δ)
k = λkψk we obtain, by using (A.6),

|ξ(s)|2
LHS(H δ

2 ,H
ρ
2 )

=
∑
k∈Z

∣∣∣ξ(s)ψ(δ)
k

∣∣∣2
Hρ
2

≤ C
∑
k∈Z

|ξ(s)|2
Hρ
2

∣∣∣ψ(δ)
k

∣∣∣2
Hν
2

(A.7)

= C |ξ(s)|2
Hρ
2

∑
k∈Z

|ψ(δ)
k |2Hν

2
.

If the embedding H δ
2 (O) ↪→ Hρ

2 (O) is supposed to be a Hilbert–Schmidt, the right hand
side of Eq. A.7 is finite and we obtain

E

[
sup

t∈[0,T ]
|Y (t)|p

Hρ
2

]
≤ C E

[∫ T

0
|ξ(t)|2

Hρ
2
dt

] p
2

. (A.8)

In case ρ ≥ 1
2 , we use the fact that H

ρ
2 (O) is an algebra and obtain

|ξ(s)|2
LHS(H δ

2 ,H
ρ
2 )

=
∑
k∈Z

∣∣∣ξ(s)ψ(δ)
k

∣∣∣2
Hρ
2

= |ξ(s)|2
Hρ
2

∑
k∈Z

∣∣∣ψ(δ)
k

∣∣∣2
Hρ
2

. (A.9)

If the embedding H δ
2 (O) ↪→ Hρ

2 (O) is a Hilbert–Schmidt operator, then the right hand side
of Eq. A.9 is finite and we obtain for δ > ρ + 1

E

[
sup

t∈[0,T ]
|Y (t)|p

Hρ
2

]
≤ C E

[∫ T

0
|ξ(t)|2

Hρ
2
dt

] p
2

. (A.10)

Author Contributions Both authors contributed equally to the preparation of this manuscript.

Availability of data andmaterials Not applicable.

Declarations

Competing interests The authors have no relevant financial or non-financial interests to disclose. The authors
have no competing interests to declare that are relevant to the content of this article.

Ethical Approval Not applicable.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which
permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give
appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence,
and indicate if changes were made. The images or other third party material in this article are included in the
article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is
not included in the article’s Creative Commons licence and your intended use is not permitted by statutory
regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder.
To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

123

Funding Open Access funding provided by Aalto University. Open Access funding provided by Aalto Uni-
versity. The first author acknowledges partial funding by FWF (Austrian Science Foundation) grant P 28010
“Mathematische Analyse von Flüssigkeitskristallen mitstochastischer Störung”. The second author acknowl-
edges support by the Academy of Finland and the European Research Council (ERC) under the European
Union’s Horizon 2020 research and innovation programme (grant agreements no. 741487 and no. 818437).

http://creativecommons.org/licenses/by/4.0/


244 E. Hausenblas et al.

References

1. Barbu, V., Da Prato, G., Röckner, M.: Existence and uniqueness of nonnegative solutions to the stochastic
porous media equation. Indiana Univ. Math. J. 57(1), 187–211 (2008)

2. Barbu, V., Da Prato, G., Röckner, M.: Stochastic PorousMedia Equations. Lecture Notes in Mathematics.
Springer, Cham (2016)

3. Bergh, J., Löfström, J.: Interpolation Spaces. An Introduction. Grundlehren der Mathematischen Wis-
senschaften, vol. 223. Springer, Berlin–New York (1976)

4. Bianchi, L.A., Blömker, D., Yang, M.: Additive noise destroys the random attractor close to bifurcation.
Nonlinearity. 29(12), 3934–3960 (2016)

5. Birkhoff, G., Rota, G.-C.: Ordinary Differential Equations, 4th edn. John Wiley & Sons Inc, New York
(1989)

6. Brezis, H.: FunctionalAnalysis. Sobolev Spaces and PartialDifferential Equations.Universitext. Springer,
New York (2011)
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11. Brzeźniak, Z., Hausenblas, E., Motyl, E.: Uniqueness in law of the stochastic convolution process driven
by Lévy noise. Electron. J. Probab. 18, 57–15 (2013)

12. Cao, Y., Erban, R.: Stochastic Turing patterns: analysis of compartment based approaches. Bull. Math.
Biol. 76(12), 3051–3069 (2014)
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SPDEs via the boundedness-by-entropy method. Ann. Inst. Henri Poincaré (B) Probab. Stat. 51(1), 577–
602 (2021)

20. Dillon, R., Maini, P.K., Othmer, H.G.: Pattern formation in generalized Turing systems. I. Steady-state
patterns in systems with mixed boundary conditions. J. Math. Biol. 32(4), 345–393 (1994)

21. Duan, J., Wang, W.: Effective Dynamics of Stochastic Partial Differential Equations. Elsevier Insights.
Elsevier, Amsterdam (2014)

22. Dudley, R.M.: Real Analysis and Probability. Cambridge Studies in Advanced Mathematics, vol. 74.
Cambridge University Press, Cambridge (2002). Revised reprint of the 1989 original

23. Dulos, E., Boissonade, J., Perraud, J.J., Rudovics, B., De Kepper, P.: Chemical morphogenesis: turing
patterns in an experimental chemical system. Acta Biotheor. 44(3–4), 249–261 (1996)

24. Ethier, S.N., Kurtz, T.G.: Markov Processes, Characterization and Convergence. Wiley Series in Prob-
ability and Mathematical Statistics: Probability and Mathematical Statistics. John Wiley & Sons, Inc.,
New York (1986)

25. Evans, L.C.: An Introduction to Stochastic Differential Equations. AmericanMathematical Society, Prov-
idence (2012)

26. Fehrman, B., Gess, B.: Path-by-path well-posedness of nonlinear diffusion equations with multiplicative
noise. Journal de Mathématiques Pures et Appliquées. 148, 221–266 (2021)

27. Flandoli, F.: Random Perturbation of PDEs and Fluid Dynamic Models. Lecture Notes in Mathematics,
vol. 2015. Springer, Heidelberg (2011)

28. Flandoli, F., Gatarek, D.: Martingale and stationary solutions for stochastic Navier-Stokes equations.
Probab. Theory Related Fields. 102(3), 367–391 (1995)

123



The stochastic Klausmeier system... 245

29. Gess, B.: Optimal regularity for the porous medium equation. J. Eur. Math. Soc. 23(2), 425–465 (2021)
30. Granas, A., Dugundji, J.: Fixed Point Theory. Springer, New York (2003)
31. Gray, P., Scott, S.K.: Autocatalytic reactions in the isothermal, continuous stirred tank reactor: isolas and

other forms of multistability. Chemical Engineering Science. 38(1), 29–43 (1983)
32. Grieser, D.: Uniform bounds for eigenfunctions of the Laplacian on manifolds with boundary. Comm.

Partial Differential Equations. 27(7–8), 1283–1299 (2002)
33. Hastings, A., Abbott, K.C., Cuddington, K., Francis, T., Lai, Y.-C., Morozov, A., Petrovskii, S., Zeeman,

M.L.: Effects of stochasticity on the length and behaviour of ecological transients. R. Soc. Interface
18(20210257), 1–12 (2021)

34. Hausenblas, E., Panda, A.A.: Correction to: The stochastic Gierer Meinhardt system. Appl. Math. Optim.
86(2), 20–1 (2022)

35. Hausenblas, E., Panda, A.A.: The stochastic Gierer-Meinhardt system. Appl. Math. Optim. 85(2), 11–49
(2022)

36. Hausenblas, E., Randrianasolo, T.A., Thalhammer, M.: Theoretical study and numerical simulation of
pattern formation in the deterministic and stochastic Gray-Scott equations. J. Comput. Appl. Math. 364,
112335–27 (2020)

37. Hörmander, L.: The spectral function of an elliptic operator. Acta Math. 121, 193–218 (1968)
38. Hörmander, L.: The Analysis of Linear Partial Differential Operators. III. Classics in Mathematics.

Springer, Berlin (2007). Pseudo-differential operators, Reprint of the 1994 edition
39. Kallenberg, O.: Foundations of Modern Probability, 2nd edn. Probability and its Applications. Springer,

New York (2002)
40. Kealy, B.J., Wollkind, D.J.: A nonlinear stability analysis of vegetative turing pattern formation for an

interaction-diffusion plant-surface water model system in an arid flat environment. Bulletin of Mathemat-
ical Biology. 74(4), 803–833 (2012)

41. Klausmeier, C.A.: Regular and irregular patterns in semi-arid vegetation. Science. 284, 1826–1828 (1999)
42. Kotelenez, P.: Comparison methods for a class of function valued stochastic partial differential equations.

Probab. Theory Related Fields. 93(1), 1–19 (1992)
43. Kotelenez, P.: Stochastic Ordinary and Stochastic Partial Differential Equations. Stochastic Modelling

and Applied Probability, vol. 58. Springer, NewYork (2008). Transition frommicroscopic to macroscopic
equations

44. Kurtz, T.G.: The Yamada-Watanabe-Engelbert theorem for general stochastic equations and inequalities.
Electron. J. Probab. 12, 951–965 (2007)

45. Levin, S.A., Segel, L.A.: Hypothesis for origin of planktonic patchiness. Nature 259, 659 (1976)
46. Li, P., Yau, S.T.: On the Schrödinger equation and the eigenvalue problem. Comm. Math. Phys. 88(3),

309–318 (1983)
47. Liu, W.: Harnack inequality and applications for stochastic evolution equations with monotone drifts.

Journal of Evolution Equations. 9(4), 747–770 (2009)
48. Liu, W., Röckner, M.: Stochastic Partial Differential Equations: An Introduction. Universitext. Springer,

Cham (2015)
49. Ma, T., Zhu, R.: Wong-Zakai approximation and support theorem for SPDEs with locally monotone

coefficients. J. Math. Anal. Appl. 469(2), 623–660 (2019)
50. Maini, P.K., Woolley, T.E.: The Turing model for biological pattern formation. In: The Dynamics of

Biological Systems. Math. Planet Earth, vol.4, pp. 189–204. Springer, Cham (2019)
51. Maslowski, B., Nualart, D.: Evolution equations driven by a fractional Brownian motion. Journal of

Functional Analysis. 202(1), 277–305 (2003)
52. Murray, J.: How the leopard gets its spots. Scientific American 258, 80–87 (1988)
53. Murray, J.: Mathematical Biology: Spatial Models and Biomedical Applications. Springer, Cham (2003)
54. Ondreját, M.: Uniqueness for stochastic evolution equations in Banach spaces. Dissertationes Math.

(Rozprawy Mat.). 426, 63 (2004)
55. Otto, F.: The geometry of dissipative evolution equations: the porous medium equation. Comm. Partial

Differential Equations. 26(1–2), 101–174 (2001)
56. Perthame, B.: Parabolic Equations in Biology. Lecture Notes on Mathematical Modelling in the Life

Sciences. Springer, Cham (2015). Growth, reaction, movement and diffusion
57. Qiao, H.: A theorem dual to Yamada-Watanabe theorem for stochastic evolution equations. Stoch. Dyn.

10(3), 367–374 (2010)
58. Runst, T., Sickel, W.: Sobolev Spaces of Fractional Order, Nemytskij Operators, and Nonlinear Partial

Differential Equations. Walter de Gruyter, Berlin-New York (1996)
59. Schmalfuss, B.: Qualitative properties for the stochastic Navier-Stokes equation. Nonlinear Anal. 28(9),

1545–1563 (1997)

123



246 E. Hausenblas et al.

60. Segel, L.A., Jackson, J.L.: Dissipative structure: An explanation and an ecological example. J. Theor.
Biol. 37, 545–592 (1972)

61. Sherratt, J.A.: An analysis of vegetation stripe formation in semi-arid landscapes. J. Math. Biol. 51,
183–197 (2005)

62. Sherratt, J.A.: Pattern solutions of the Klausmeier model for banded vegetation in semi-arid environments
I. Nonlinearity. 23, 2657–2675 (2010)

63. Sherratt, J.A.: Pattern solutions of the Klausmeier model for banded vegetation in semi-arid environments
II: patterns with the largest possible propagation speeds. Proc. R. Soc. A 467, 3272–3294 (2011)

64. Sherratt, J.A., Lord, G.J.: Nonlinear dynamics and pattern bifurcations in a model for vegetation stripes
in semi-arid environments. Theor. Popul. Biol. 71, 1–11 (2007)

65. Shigesada, N., Kawasaki, K., Teramoto, E.: Spatial segregation of interacting species. J. Theor. Biol.
79(1), 83–99 (1979)

66. Sickel, W., Triebel, H.: Hölder inequalities and sharp embeddings in function spaces of Bs pq and Fs pq
type. Zeitschrift für Analysis und ihre Anwendungen. 14(1), 105–140 (1995)

67. Simon, J.: Compact sets in the space L p(0, T; B). Annali di Matematica Pura ed Applicata. 146(1), 65–96
(1986)

68. Tessitore, G., Zabczyk, J.: Strict positivity for stochastic heat equations. Stochastic Processes Appl. 77,
83–98 (1998)

69. Triebel, H.: Interpolation Theory, Function Spaces, Differential Operators. North-Holland Mathematical
Library, vol. 18. North-Holland, Amsterdam–New York–Oxford (1978)

70. Turing, A.M.: The chemical basis of morphogenesis. Philosophical Transactions of the Royal Society of
London B. 237(641), 37–72 (1952)

71. Ursino, N.: The influence of soil properties on the formation of unstable vegetation patterns on hillsides
of semiarid catchments. Advances in Water Resources 28(9), 956–963 (2005)

72. van der Stelt, S., Doelman, A., Hek, G., Rademacher, J.D.M.: Rise and fall of periodic patterns for a
generalized Klausmeier-Gray-Scott model. Journal of Nonlinear Science. 23(1), 39–95 (2012)

73. van Neerven, J., Veraar, M., Weis, L.: Stochastic integration in Banach spaces–a survey. In: Stochastic
Analysis: a Series of Lectures. Progr. Probab., vol. 68, pp. 297-332. Birkhäuser/Springer, Basel (2015)

74. Vazquez, J.L.: The Porous Medium Equation: Mathematical Theory. Oxford Mathematical Monographs.
Clarendon Press, Oxford (2007)

75. Watanabe, S., Yamada, T.: On the uniqueness of solutions of stochastic differential equations. II. J. Math.
Kyoto Univ. 11, 553–563 (1971)

76. Weyl, H.: Über die asymptotische Verteilung der Eigenwerte. Nachr. Ges. Wiss. Göttingen, Math.Phys.
Kl. 1911, 110–117 (1911)

77. Weyl, H.: Das asymptotische Verteilungsgesetz der Eigenwerte linearer partieller Differentialgleichungen
(mit einer Anwendung auf die Theorie der Hohlraumstrahlung). Math. Ann. 71(4), 441–479 (1912)

78. Wong, E., Zakai, M.: On the convergence of ordinary integrals to stochastic integrals. Ann. Math. Statist.
36, 1560–1564 (1965)

79. Woolley, T.E., Baker, R.E., Gaffney, E.A., Maini, P.K.: Stochastic reaction and diffusion on growing
domains: Understanding the breakdown of robust pattern formation. Physical Review E. 84(046216),
046216–116 (2011)

80. Yamada, T., Watanabe, S.: On the uniqueness of solutions of stochastic differential equations. J. Math.
Kyoto Univ. 11, 155–167 (1971)

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and
institutional affiliations.

123


	The Stochastic Klausmeier System and A Stochastic Schauder-Tychonoff Type Theorem
	Abstract
	1 Introduction
	Structure of the Paper

	2 The Stochastic Schauder-Tychonoff Type Theorem
	3 Existence of A Solution To The Stochastic Klausmeier System
	4 Proof of The Stochastic Schauder-Tychonoff Theorem
	5 Results On Regularity And Technical Propositions
	5.1 Assumptions On The Noise And Consequences
	5.2 Properties Of Equation Eq. 3.12
	5.3 Properties Of Equation Eq. 3.13
	5.4 The System Eq. 3.10–(3.11) and Uniform Bounds on The Stopping Time

	6 Pathwise Uniqueness of the Solution
	A Some Useful Inequalities
	B Function Spaces And The Aubin-Lions-Simon Compactness Theorem
	C On the Burkholder-Davis-Gundy inequality
	References


