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Abstract
We give several characterizations of order continuous vector lattice homomorphisms
betweenArchimedeanvector lattices.We reduce the proofs of someof the equivalences
to the case of composition operators between vector lattices of continuous functions,
and we obtain a characterization of order continuity of such operators. Motivated by
this, we investigate various properties of the sublattices of the space C (X), where X
is a Tychonoff topological space. We also obtain several characterizations of a regular
sublattice of a vector lattice, and show that the closure of a regular sublattice of a
Banach lattice is also regular.

Keywords Vector lattices · Regular sublattices · Order continuity · Continuous
functions · Composition operators
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1 Introduction

One of the important properties of linear operators between vector lattices is order
continuity, i.e. continuity with respect to the order convergence. In this article we
characterize vector lattice homomorphisms with this property. A concept which is
closely related to the order continuity of homomorphisms is regularity of sublattices,
i.e. the property that supremum of an arbitrary set in the sublattice agrees with the
supremum calculated with respect to the ambient lattice. Consequently, we obtain
several characterizations of such sublattices.

The question of when a homomorphism is order continuous seems to have not been
thoroughly investigated. There is a characterization of surjective order continuous
homomorphisms (see [15, Theorem 18.13]), as well as a characterization of vector
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lattices on which all homomorphisms are order continuous (see [10, 19]). We adjust
the former characterization to the case when the homomorphism is not necessarily a
surjection, and add some new equivalent conditions (see Theorem 3.10). Our proof
of some of the equivalences reduces the abstract case to the case of a composition
operator between lattices of continuous functions. This motivates us to characterize
order continuity of a composition operator (see Theorem 7.1). We take this as an
opportunity to study such lattices in their own right. In fact, we add to the growing
literature that deals with the vector lattice properties of the spaces C (X), where X is
not necessarily compact (see e.g. [8, 12–14, 20]). Parallel to the study of composition
operators we also consider sublattices of C (X), and in particular characterize their
regularity.

In Sect. 2 we recall the basic concepts from the vector lattice theory, in particular
various notions of subspaces of a vector lattice. Section3 is devoted to order continuity
of a vector lattice homomorphism.We show that a continuous homomorphismbetween
Banach lattices is order continuous provided that its restriction to a dense regular
sublattice is order continuous (Theorem 3.3). In this section we also state and partially
prove our main theorem. As a consequence we obtain characterizations of regular
sublattices (Corollary 3.14) and show that a closure of a regular sublattice of a Banach
lattice is regular (Corollary 3.5).

In Sect. 4 we gather some standard facts about C (X) and present them in the form
adapted for the needs of this investigation. Section5 is dedicated to sublattices of
C (X), where in particular we show that if X is locally compact, then a closure of
a regular sublattice of C (X) is regular (Theorem 5.4). In Sect. 6 we discuss various
classes of continuous maps that will be essential in Sect. 7, which is dedicated to
order continuity of the composition operators. More specifically, Theorem 7.1 relates
some vector lattice properties of a composition operator (including order continuity)
with topological properties of its symbol. This enables us to complete the proof of
Theorem 3.10, as well as produce examples (examples 7.5, and 7.7) of closed regular
(order dense) sublattices of a Banach lattice whose intersection is not regular (order
dense).

2 Preliminaries

We start with recalling some concepts from the vector lattice theory. Let F be a vector
lattice. Two elements e, f ∈ F are called disjoint (denoted by e⊥ f ), if |e|∧| f | = 0F .
If G ⊂ F , then its disjoint complement Gd = { f ∈ F, ∀g ∈ G : f⊥g}. It is clear
that G ∩ Gd ⊂ {0F }. A net

{
fγ

}
γ∈�

order converges to f ∈ F (we denote it by

fγ
o−−→

γ∈�
f ) if there is a net

{
gβ

}
β∈B such that gβ ↓ 0F (this means that

{
gβ

}
β∈B

is decreasing and its infimum is 0F ) and for every β ∈ B there is γ ∈ � such that
| f − fα| ≤ gβ , as soon as α ≥ γ . It is easy to see that an increasing net order
converges to its supremum once the latter exists. Additionally, we say that

{
fγ

}
γ∈�

unboundedly order (uo) converges to f ∈ F ( fγ
uo−−→

γ∈�
f ) if

∣∣ f − fγ
∣∣ ∧ h

o−−→
γ∈�

0F ,

for every h ∈ F+.
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Let us also recall the menagerie of the types of subspaces of a vector lattice. A
linear subspace E ⊂ F is called a vector sublattice if it is closed with respect to the
lattice operations of F (equivalently, if f ∈ E implies | f | ∈ E). In the sequel we
will drop the word “vector” and call E simply a sublattice. For any finite G ⊂ E we
have supE G = supF G – the equality of the supremums with respect to the order
structure of E and F . If the same equality holds for any G ⊂ E whose supremum in
E exists, we will call E a regular sublattice. In fact, this equality is enough to check
for monotone nets (or even nets decreasing to 0F ). If for every f > 0F there is e ∈ E
such that 0F < e ≤ f , then E is called an order dense sublattice of F . It is easy to see
that every order dense sublattice is regular. Another subclass of regular sublattices is
formed by ideals, i.e. sublattices E ⊂ F such that if 0F ≤ f ≤ e ∈ E , then f ∈ E .
We will call a subset G ⊂ F majorizing if there is no proper ideal of F that contains
G. Equivalently, for every f ∈ F+ there is a positive linear combination of absolute
values of elements of G that is larger than f .

An ideal is called a band, if it is closed with respect to the order convergence
(equivalently, closed with respect of taking supremums of arbitrary sets; this is enough
to check only for increasing nets). One can show that if F is Archimedean andG ⊂ F ,
then Gdd is the minimal band in F that contains G. A band E is called a projection
band if F = E + Ed . This condition is equivalent to existence of P ∈ L (F) such
that 0L(F) ≤ P = P2 ≤ I dF and PF = E . Here L (F) is the linear space of linear
operators on F ordered by the relation T ≤ S if T f ≤ S f , for all f ∈ F+. We say
that F has the projection property (PP) if every band in F is a projection band, and
the principal projection property (PPP) if every element of F generates a projection
band, i.e. F = { f }d + { f }dd , for every f ∈ F .

Remark 2.1 We will often use the following observation. Let S (F) denote the col-
lection of sublattices / regular sublattices / order dense sublattices / ideals / bands /
projection bands of F , and let H ⊂ E ⊂ F be linear subspaces. Then, H ∈ S (F)⇒
H ∈ S (E), and the converse is true if additionally E ∈ S (F). �
Remark 2.2 If E is an ideal of F and H is a sublattice of F , then E∩H is an ideal in H .
If H is order dense, then E ∩ H is order dense in E . Moreover, if H is an order dense
sublattice of E , then H + Ed is order dense in F and such that

(
H + Ed

) ∩ E = H .
If G is a projection band, then E ∩ G is a projection band in E . Indeed, if P is the
corresponding projection, then PE = E ∩ G, as 0F ≤ Pe ≤ e ∈ E , for any e ∈ E+,
and Pg = g, for any g ∈ E∩G;moreover, P|E satisfies 0L(E) ≤ P|E = P|2E ≤ I dE ,
and so it is a projection in E whose range is E ∩ G. �

Similarly to how a supremum of an infinite subset of a sublattice E of F can be
different when calculating with respect to F and E , the disjoint complement may
depend on the ambient lattice as well. For G ⊂ E let Gd

F ,Gd
E ,Gdd

F ,Gdd
E stand for

the disjoint complement, or the second complement with respect to F or E .

Proposition 2.3 Let E be a sublattice of F and let G ⊂ E. Then Gd
E = Gd

F ∩ E and
Gdd

F ∩ E ⊂ Gdd
E . If additionally Gdd

F ∩ E is a band in E, then Gdd
F ∩ E = Gdd

E . If G
is itself a band in E, then G = Gdd

F ∩ E.
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Proof The first main claim is trivial since f⊥Eg ⇔ f⊥Fg. For the second claim

from Gd
E ⊂ Gd

F we get Gdd
E = (

Gd
E

)d
F ∩ E ⊃ (

Gd
F

)d
F ∩ E = Gdd

F ∩ E . If Gdd
F ∩ E is

a band in E , then it is a band that contains G, and so it contains Gdd
E . If G is a band

in E , then Gdd
E = G ⊂ Gdd

F ∩ E ⊂ Gdd
E . �

Let us recall few more definitions from the vector lattice theory. F is called
Archimedean if 1

n f ↓ 0F , for every f ∈ F+. This condition is equivalent to the
fact that if ne ≤ f , for e ∈ F+ and every n ∈ N, then e = 0F . Consequently, a
sublattice of an Archimedean lattice is Archimedean.

A principal ideal is an ideal of the form Fe = ⋃

α≥0
α [−e, e] – the minimal ideal that

contains e ∈ F+. By default this ideal is endowed with the lattice norm ‖ · ‖e defined
by ‖ f ‖e = inf {α ≥ 0 : | f | ≤ αe}. If F = Fe, then e is called a strong unit and F is
called unital. F has the σ -property if every sequence is contained in a principal ideal.
One can show that every Banach lattice has the σ -property (see also [11, 12]).

F has a countable supremum property if for every G ⊂ F and g ∈ F such that
g = supG there is a sequence {gn}n∈N ⊂ G such that sup {gn}n∈N = g. This property
is often satisfied by the Kothe function spaces (see [16, Lemma 2.6.1]), and the spaces
of continuous functions (see [13]).

A subset A ⊂ F is called solid, if together with every e ∈ A it contains [− |e| , |e|].
A Hausdorff vector topology on F is called locally solid if it has a base at 0F that
consists of solid sets. An example of such topology is produced by a lattice norm, i.e.
a norm ‖ · ‖ on F such that ‖e‖ ≤ ‖ f ‖, for every e, f ∈ F with |e| ≤ | f |. It is not
hard to show that F+ is closed, and if E is a sublattice of F , then E is also a sublattice
with E+ = E+.

Proposition 2.4 Let F be a vector lattice with a locally solid topology. Then:

(i) If E is an ideal in F, then for every e ∈ E+ we have e ∈ [0F , e] ∩ E. In particular,
E is order dense in E.

(ii) If F is a Banach lattice, and E is regular and dense sublattice of F, then E is
order dense.

Proof (i) Let U be an open solid neighborhood of 0F . Since e ∈ E there is f ∈ E
such that |e − f | ∈ U . Let g = e ∧ f + ∈ [0F , e]. Since E is an ideal, g ∈ E ;
moreover 0F ≤ e − g ≤ |e − f |. Hence, since U is solid, we have |e − g| ∈ U ,
and since U was chosen arbitrarily, the result follows.

(ii) Let f ∈ F+ be such that ‖ f ‖ = 2. For every n ∈ N there is en ∈ E+ such that
‖ f −en‖ ≤ 1

2n . Let e =
∑

n∈N
| f − en|. Then, ‖e‖ ≤ 1, and for every n ∈ Nwe have

en ≥ f −| f − en| ≥ f − e, and so en ≥ ( f − e)+ > 0F , where the latter follows
from f > 0F and ‖e‖ < ‖ f ‖. Hence, inf

n∈N en �= 0F (it either does not exist or is

greater than 0F ), and since E is regular, there is g ∈ E such that en ≥ g > 0F ,
for every n ∈ N. Since en −−−→

n→∞ f , it follows that f ≥ g. �

An example of a non-regular dense sublattice of a Banach lattice see in Exam-
ple 5.10. Also note that intersection of two closed regular (order dense) sublattices
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of a Banach space does not have to be regular (order dense), as will be shown by
examples 7.5, and 7.7.

If E is a vector lattice, then a linear operator T : F → E between vector lattices
is called a vector lattice homomorphism if it preserves the lattice operations (it is
enough to check that it preserves the absolute value). In the sequel we will drop
“vector lattice” from the term “vector lattice homomorphism”, as wewill not deal with
homomorphisms of other structures. It is easy to see that if T is a homomorphism,
then Ker T is an ideal, T F is a sublattice of E , and T ≥ 0L(F,E). An isomorphism is
a bijective homomorphism.

Remark 2.5 A useful property of homomorphisms is that if T f ≤ Tg ≤ Th, and
f ≤ h, then there is e ∈ [ f , h] such that T e = Tg. In other words, T [ f , h] =
[T f , Th]∩T F . Indeed, if e = (g ∨ f )∧h ∈ [ f , h],wehave T e = (Tg ∨ T f )∧Th =
Tg. �

3 Order continuity of positive operators and homomorphisms

In this section we examine the connections between two notions of continuity for a
positive operator – topological continuity and order continuity. A special attention
will be paid to the order continuous homomorphisms. Recall that a linear operator
T : F → E is called order continuous if it preserves order convergence. One can
show that for positive operators order continuity is equivalent to the property that
T fγ ↓ 0E , whenever fγ ↓ 0F .

It is easy to see that the composition of order continuous operators is order continu-
ous, and that every isomorphism is an order continuous operator. Also, a sublattice H
of F is regular if and only if its inclusion into F is an order continuous homomorphism.
Consequently, a restriction of an order continuous operator to a regular sublattice is
order continuous as a composition of two order continuous maps (the other one being
the inclusion operator). Consider the set of order continuity of an operator (see also
[22, Theorem 88.6]).

Proposition 3.1 Let T : F → E be a positive operator between vector lattices and let

H =
{
h ∈ F : T |F|h| is order continuous

}
. Then, H is an ideal, and T |H is order

continuous. Moreover, if F and E are endowed with locally solid topologies, and T
is continuous, then H is closed.

Proof Clearly, αH ⊂ H , for every α > 0. If h ∈ H and |g| ≤ |h|, then F|g| is a
regular sublattice of F|h|, and so order continuity of T |F|h| implies order continuity
of T |F|g| . Hence, H is a solid set. Let g, h ∈ H+ and g + h ≥ fγ ↓ 0F . Then,

g ≥ fγ ∧ g ↓ 0F and h ≥ (
fγ − g

)+ ↓ 0F , and since T |Fh and T |Fg are order

continuous, T fγ = T
(
fγ ∧ g

) + T
(
fγ − g

)+ ↓ 0E . Hence, g + h ∈ H , and so H
is an ideal.

Let H � fγ ↓ 0F . Fix an index β. We have fβ ∈ H and fβ ≥ fγ ↓ 0F (for
γ ≥ β). Since T |Ffβ

is order continuous, it follows that T fγ ↓ 0E . Hence, T |H is

order continuous.
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52 Page 6 of 29 E. Bilokopytov

Let us prove the last claim. Assume that h ∈ H+, h ≥ fγ ↓ 0F and 0E ≤ e ≤ T fγ ,
for every γ . Let U be a solid open neighborhood of 0E . Since T is continuous there
is an open solid neighborhood V of 0F such that T V ⊂ U . Since h ∈ H+, from part
(i) of Proposition 2.4, there is g ∈ [0F , h] ∩ H ∩ (h + V ). Then, g ≥ fγ ∧ g ↓ 0F ,

and fγ − fγ ∧ g = (
fγ − g

)+ ≤ h − g, for every γ . Then,

e ≤ T fγ = T
(
fγ ∧ g

)+ T
(
fγ − fγ ∧ g

) ≤ T
(
fγ ∧ g

)+ T (h − g) ,

for every γ , and since g ∈ H , it follows that e ≤ T (h − g) ∈ U . SinceU was chosen
arbitrarily, we conclude that e = 0E , and so T fγ ↓ 0E , from where h ∈ H . �
Corollary 3.2 For a positive operator T : F → E between Archimedean vector lat-
tices the following conditions are equivalent:

(i) T is order continuous;
(ii) T |H is order continuous, for every regular sublattice H of F;
(iii) There is a majorizing G ⊂ F+ such that T |Fg is order continuous, for every

g ∈ G;
(iv) There is an order dense and majorizing sublattice H such that T |H is order

continuous.

Proof First, note that (i)⇒(ii) was discussed in the beginning of the section, (ii)⇒(iii)
and (ii)⇒(iv) are trivial, and (iii)⇒(i) follows immediately from Proposition 3.1.

(iv)⇒(i): Let fγ ↓ 0F and let e ∈ E be such that 0E ≤ e ≤ T fγ , for every γ . Let
G = {

g ∈ H ∃γ : fγ ≤ g
}
, which is directed downwards. Note that e ≤ TG, since

for every g ∈ G there is γ such that e ≤ T fγ ≤ Tg.
Let f ∈ H be such that 0F ≤ f ≤ G. Fix γ . Since H is majorizing, there is h ∈ H

with h ≥ fγ , while since H is order dense, sup
[
0F , h − fγ

] ∩ H = h − fγ (see [2,
Theorem 1.34]). Hence, inf

[
fγ , h

]∩H = h−sup
[
0F , h − fγ

]∩H = fγ , and since
f ≤ G ⊃ [

fγ , h
] ∩ H , it follows that f ≤ fγ . Since inf

γ∈�
fγ = 0F , we conclude that

f = 0F .
Hence, infH G = 0F , and since G is a decreasing net in H and T |H is order

continuous, infE TG = 0E . Therefore, e = 0E , and so T fγ ↓ 0E . Thus, T is order
continuous. �

Let F be a locally solid lattice. We will call a subset G ⊂ F almost majorizing
if there is no proper closed ideal of F that contains G. Obviously, a dense subset of
F+ is almost majorizing. It follows from Proposition 3.1 that if in the setting of the
proposition T was continuous with respect to some locally solid topologies on E and
F , and there was an almost majorizing G ⊂ F+ such that T |Fg is order continuous,
for every g ∈ G, then T would be order continuous.

Theorem 3.3 Let T be a continuous operator between locally solid lattices F and E.
Let H be a sublattice of F such that T |H is positive and order continuous. Then,
T is positive and order continuous provided that one of the following conditions is
satisfied:

(i) H is a dense ideal in F;
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(ii) H is order dense and almost majorizing;
(iii) F is a Banach lattice and H is a dense regular sublattice of F;
(iv) T is a homomorphism, F is Banach latticewith the countable supremumproperty

and H is dense.

Proof Positivity of T follows from T F+ = T H+ = T H+ ⊂ T H+ ⊂ E+ = E+.
If H is a dense ideal, Fh is a regular sublattice of H for every h ∈ H+, and so

T |Fh is order continuous. Since H+ is almost majorizing, it follows from the comment
before the theorem that T is order continuous.

If H is order dense and almost majorizing, let G be the (dense) ideal generated by
H , i.e. an ideal which is the intersection of all ideals that contain H . Then, H is order
dense and majorizing in G, and so from Corollary 3.2, T |G is order continuous. Thus,
we have reduced this case to the previous one.

From part (ii) of Proposition 2.4, if H is a dense regular sublattice of a Banach
lattice F , it is order dense, and so we have reduced this case to the previous one again.

Now assume that F is a Banach lattice with the countable supremum property. It is
enough to show that if { fn}n∈N ⊂ F+ are such that fn ↓ 0F , then T fn ↓ 0E . Assume
that there is e > 0E such that T fn ≥ e, for every n ∈ N. Let U be an open solid
neighborhood of 0E which does not contain e, and let r > 0 be such that rTBF ⊂ U .
Since H is dense, for everym, n ∈ N there is hmn ∈ H+ such that ‖ fn−hmn‖ < r

2m+n .
As F is a Banach lattice, there is g = ∑

m,n∈N
| fn − hmn| with ‖g‖ ≤ r , from where

Tg ∈ U .
For every m, n ∈ N we have Thmn ≥ 0E and Thmn ≥ T fn − |T fn − Thmn| ≥

e−Tg, fromwhere Thmn ≥ (e − Tg)+ = e−Tg∧e. Note that since Tg ∈ U , and the
latter is solidwith e /∈ U , it follows that e−Tg∧e > 0E . Hence, infm,n∈N Thmn �= 0E
(it either does not exist or is greater than 0E ), and since T |H is order continuous, we
have infm,n∈N Hhmn �= 0F . Therefore, there is h ∈ H such that hmn ≥ h > 0F , for
every m, n ∈ N. Since hmn −−−−→

m→∞ fn , it follows that fn ≥ h, for every n ∈ N, but

this contradicts the assumption infn∈N fn = 0F . �
Remark 3.4 Note that from part (i) of Proposition 2.4, if H is a dense ideal in F , then
it is order dense, and so the condition (ii) in the corollary is more general than the
condition (i). In condition (iv) the requirement for F to be a Banach lattice can be
replaced with the requirement for E to be a Banach lattice (the proof is similar). �

Since regularity of a sublattice is equivalent to order continuity of its inclusion, we
get the following corollary.

Corollary 3.5 If E is a sublattice of a normed lattice F, then E is regular if and only
if E is regular and E is order dense in E, provided that F is a Banach lattice, or E is
an ideal in E.

Proof Sufficiency follows from Remark 2.1. From the same remark, if E is regular in
F , it is also regular in E . Hence, E is regular, from parts (i) and (iii) of Theorem 3.3,
applied to the inclusion of E into F . �

It would be desirable to drop all additional assumptions from the corollary:
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52 Page 8 of 29 E. Bilokopytov

Question 3.6 For which topological vector lattices the closure of a regular sublattice
is regular?

Remark 3.7 For an example of a non-normed topological vector lattice with this prop-
erty see part (ii) of Theorem 5.4 below. �
Remark 3.8 If E is an order complete vector lattice, all results of the section up to
this point are valid for order bounded (=regular) operators, since order continuity of
T : F → E is equivalent to order continuity of |T | (see [2, Theorem 1.56]), and
the operations T → |T | and T → T |H commute for any ideal H of F , due to the
Riesz-Kantorovich formulas (see [16, Corollary 1.3.4]). �
Question 3.9 Is Proposition 3.1 valid for regular operators without the assumption
that E is order complete?

Let us now characterize order continuous homomorphisms. Note that the conditions
from Corollary 3.2 can be added to the list in the following theorem.

Theorem 3.10 Forahomomorphism T : F → E betweenArchimedean vector lattices
the following conditions are equivalent:

(i) T is order continuous;
(ii) T preserves supremums of arbitrary sets;
(iii) Ker T is a band and T F is a regular sublattice in E;
(iv) T−1H is a band in F, for every band H in E;
(v) T

(
Gdd

) ⊂ (TG)dd , for every G ⊂ F.
(v’) T

(
Gdd

) ⊂ (TG)dd , for every ideal G ⊂ F.
If additionally there is f ∈ F+ such that dim T Ff = ∞ (e.g. if F has the
σ -property and dim T F = ∞), then the conditions above are equivalent to

(vi) T H is regular in F, for every regular sublattice H of F;
(vi’) T H is regular in F, for every order dense sublattice H of F.

Wewill only partially prove the theoremhere.Namely,wewill prove equivalence
of the conditions (i)⇔(ii)⇔(iii), as well as (i)⇒(iv)⇒(v)⇒(v’) and (i)⇒(vi)⇒(vi’),
while (v’)⇒(i) and (vi’)⇒(i) require certain additional machinery from the upcoming
sections. Also note that (vi)⇒(i) does not hold without an additional assumption, since
there are homomorphisms from vector lattices into R which are not order continuous.

Proof First, note that (ii)⇒(i), (v)⇒(v’) and (vi)⇒(vi’) are trivial,while (i)+(iii)⇒(vi)
follows from the fact that a restriction of an order continuous operator to a regular
sublattice is order continuous.

(i)⇒(ii): For G ⊂ F the collection G∨ of all finite supremums of elements of
G is an increasing net with the same supremum (which exists or not for G and G∨
simultaneously). It is easy to see that TG∨ = (TG)∨, and so if g = supG, from order
continuity we have Tg = sup TG∨ = sup (TG)∨ = sup TG.

(ii)⇒(iii): We know that Ker T is an ideal, and if Ker T � fγ ↑ f , then 0E =
T fγ ↑ T f , from where T f = 0E , and so Ker T is a band. Let us show that H = T F
is regular in F . LetG ⊂ H+ and g = supH G ∈ H+. Let f ∈ F+ be such that T f = g
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Order continuity and regularity on vector lattices and on… Page 9 of 29 52

and let B = (
T−1G

) ∩ [0F , f ]. From Remark 2.5 T B = G, and so once we show
that f = sup B, from (ii) we will get g = T f = supE G.

Let h ∈ [0F , f ] be such that B ≤ h. Since Th ∈ H and supH G = g = T f ≥
Th ≥ T B = G, we get Th = g = T f . Since 0F ≤ h ≤ f and B ≤ h, it
follows that B + f − h ⊂ [0F , f ]. At the same time since Th = T f , we have
T (b + f − h) = Tb ∈ G, for any b ∈ B. Hence, B + f − h ⊂ B, and iterating
this yields B + n ( f − h) ⊂ B ⊂ [0F , f ], for every n ∈ N. As B is nonempty, this
implies that n ( f − h) ≤ f , for every n ∈ N. Since F is Archimedean it follows that
f ≤ h, and so f = h.
(iii)⇒(i): Since T F is regular, it is enough to show that if fγ ↓ 0F then T fγ ↓T F

0E , and sowemay assume that T is a surjection. Suppose that T fγ ≥ e ≥ 0E , for every
γ . Since T is a surjective homomorphism, there is f ∈ F+ such that T f = e. Forγ ∈ �

let gγ = f − f ∧ fγ ; we have fγ ≥ f − gγ ≥ 0F , from where 0F = infγ∈� fγ ≥
infγ∈�

(
f − gγ

) ≥ 0F , and so 0F = infγ∈�

(
f − gγ

) = f − supγ∈� gγ . On the
other hand, Tgγ = e− e∧ T fγ = 0E , for every γ ∈ �, from where gγ ∈ Ker T , and
so f = supγ∈� gγ ∈ Ker T . Thus, e = T f = 0E , and so T fγ ↓ 0E .

(i)⇒(iv): It is clear that T−1H is an ideal in F . If fγ ↑ f , where fγ ∈ T−1H ,
then from order continuity T fγ ↑ T f , and T fγ ∈ H . Since H is a band, it contains
all supremums, and so T f ∈ H , from where f ∈ T−1H . Thus, T−1H contains all
supremums, and so it is a band.

(iv)⇒(v): Since (TG)dd is a band in E that contains TG, it follows from our
assumption that T−1 (TG)dd is a band in F that contains T−1TG ⊃ G. Hence
T−1 (TG)dd contains Gdd , and so T

(
Gdd

) ⊂ T T−1 (TG)dd ⊂ (TG)dd . �
Remark 3.11 Note that the only implication in Corollary 3.2 that requires the
Archimedean property is (iv)⇒(i), and the only established implication in Theo-
rem3.10 that requires theArchimedean property is (ii)⇒(iii).Moreover, in the absence
of this property the latter implication still holds if we additionally assume that Ker T
is a projection band. Indeed, then for H = (Ker T )d the restriction T |H is an iso-
morphism of H onto T F , from where the inclusion of T F into E is a composition
T T |−1H of order continuous operators. �
Question 3.12 Does the implication (vi)⇒(i) in Theorem 3.10 hold under the mere
assumption that dim T F = ∞?

Question 3.13 Is there a version of the equivalency (i)⇔(v) in Theorem 3.10 for pos-
itive operators?

The conditions in Theorem 3.10 can be translated into the conditions of regularity
of a sublattice of an Archimedean vector lattice.

Corollary 3.14 For a sublattice E of F the following conditions are equivalent:

(i) E is regular;
(ii) E ∩ H is regular in H, for every ideal H of F;
(iii) There is a majorizing G ⊂ E+ such that E ∩ Fg is regular in Fg, for every

g ∈ G;
(iv) E ∩ H is a band in E, for every band H in F;
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(v) Gdd
F ∩ E = Gdd

E , for every G ⊂ E;
(v’) Gdd

F ∩ E = Gdd
E , for every ideal G ⊂ E;

(vi) There is an order dense and majorizing sublattice H of E which is regular in F.

Proof Equivalence of (i), (iii) and (vi) follows fromCorollary 3.2,while equivalence of
(i), (iv), (v) and (v’) follows from Theorem 3.10. (ii)⇒(i) is trivial, while the converse
follows from the fact that E ∩ H is an ideal in E , therefore it is regular in E , from
where it is regular in F , and so in H (see remarks 2.1 and 2.2). �

Again, we caution that only (vi)⇔(i)⇔(ii)⇔(iii)⇒(iv)⇒(v)⇒(v’) has been
proven at this point, but apart from (vi)⇒(i) none of these implications require the
Archimedean property, due to Remark 3.11.

4 Preliminaries on C (X)

In this section we gather various well known results and concepts related to the lat-
tices of continuous functions. Everywhere in this section X is (at least) a Tychonoff
topological space.

We denote the space of all continuous functions on X by C (X). This space is a
vector lattice with respect to the pointwise operations, and so it is a sublattice of the
vector latticeF (X) of all real-valued functions on X . It is easy to see that these lattices
are Archimedean. The interval [ f , g], where f , g ∈ F (X)will be meant in C (X) as a
sublattice ofF (X), i.e. all continuous functions between (not necessarily continuous)
f and g. We will denote the function which is identically 0 on X as O, while 1A is
the indicator of A ⊂ X , i.e. the function whose value is 1 on A and 0 on X\A. If X is
clear from the context, we put 1 = 1X .

The space C (X) is by default endowed with the compact-open topology. One can
show that this topology is locally convex-solid. Let Cb (X) stand for the Banach lattice
of all bounded continuous functions on X endowed with the supremum norm ‖ · ‖.
The closed unit ball of Cb (X) is [−1,1]. It is easy to see that f ∈ Cb (X) is a strong
unit if and only if f ≥ δ1, for some δ > 0.

If Y is another Tychonoff space and ϕ : X → Y is a continuous map, the compo-
sition operator Cϕ : C (Y ) → C (X) is defined by Cϕ f = f ◦ ϕ. It is easy to see that
Cϕ is a continuous homomorphism. Even though formally the analogously defined
composition operator from Cb (Y ) into Cb (X) is distinct from Cϕ , we will still denote
it by Cϕ unless there is a risk of confusion. A special case of a composition operator
is the restriction operator, i.e. the case when X ⊂ Y and ϕ is the inclusion map. It is a
standard fact that if Y = βX is the Stone-Cech compactification of X , then Cϕ is an
isomorphism from C (βX) onto Cb (X). Another important class of operators is formed
by multiplication operators of the form M f : C (X) → C (X), where f ∈ C (X), and
is defined by M f g = f g. It is easy to see that if f ≥ O, then M f is a continuous
homomorphism.

By definition of the Tychonoff space, for every open U ⊂ X and x ∈ U , there
is f ∈ [

1{x},1U
]
. Equivalently, supF(X) C (X) ∩ [O,1U ] = 1U . Moreover, if K is

compact, or if X is normal and K ⊂ U is closed, Tietze-Urysohn theorem guarantees
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that there is f ∈ [1K ,1U ] (see [9, theorems 2.1.8 and 3.1.7]). It turns out we can
achieve this “richness” even for some sublattices of C (X).

Proposition 4.1 (SublatticeUrysohn lemma)Let E be a dense sublattice of Cb (X) that
contains 1, let U ⊂ X be open and let K ⊂ U be compact. Then E ∩ [1K ,1U ] �= ∅.
If additionally X is normal, then K can be assumed to be merely closed. In this case
E contains all simple continuous functions.

Proof From Tietze-Urysohn theorem there is g ∈ C (X) such that 1K ≤ g ≤ 1U .
Since E is dense, there is h ∈ E such that ‖h − g‖ ≤ 1

3 . The latter is equivalent to
− 1

31 ≤ h − g ≤ 1
31, or 3g − 21 ≤ 3h − 1 ≤ 3g. Let f = (3h − 1)+ ∧ 1 ∈ E .

Then f ≤ 3 g+ ∧ 1 ≤ 31U ∧ 1 = 1U , and simultaneously f ≥ (3 g − 21)+ ∧ 1 ≥
(31K − 21)+ ∧ 1 = 1K ∧ 1 = 1K .

If X is normal and K is a clopen set, then [1K ,1K ] = {1K } intersects with E , and
so 1K ∈ E . Since any simple continuous function is a linear combination of indicators
of clopen sets, it follows that E contains all simple continuous functions. �

Every dense sublattice E of Cb (X) is unital, since there is e ∈ E such that ‖1−e‖ <
1
2 , from where e ≥ 1

21. Also, the norm of M f on Cb (X) is equal to ‖ f ‖, and so M f

is a continuous automorphism of Cb (X) if and only if f is a strong unit. This leads to
the following generalization of the result above.

Corollary 4.2 If E is a dense sublattice of Cb (X), then E ∩ [1K , δ1U ] �= ∅, for every
open U ⊂ X, compact K ⊂ U (if X is normal, it suffices to assume that K is closed)
and δ > 1.

Proof Fix ε ∈ (0, 1) and let f ∈ E be such that ‖1 − f ‖ < ε, and so (1− ε)1 ≤
f ≤ (1+ ε)1. Then, M f is an automorphism of Cb (X), from where F = M−1

f E is
a dense sublattice of Cb (X) that contains 1. From Sublattice Urysohn lemma there is
g ∈ F ∩ [1K ,1U ]. Therefore, f g ∈ E satisfies (1− ε)1K ≤ f g ≤ (1+ ε)1U , from
where 1K ≤ 1

1−ε
f g ≤ 1+ε

1−ε
1U . Taking ε such that 1+ε

1−ε
≤ δ completes the proof. �

We will see below that the statement of Corollary 4.2 in general does not hold for
dense sublattices of C (X). On the other hand, since the set of restrictions of elements
of such sublattices to a compact set K ⊂ X forms a dense sublattice of C (K ), we get
the following result.

Corollary 4.3 Let E be a dense sublattice of C (X) and let K , L ⊂ X be compact and
disjoint. Then, for every δ > 1 there is f ∈ E+ which vanishes on L and such that
f (K ) ⊂ [1, δ].

A point evaluation δx at x ∈ X is the linear functional on C (X) defined by δx ( f ) =
f (x). If E is a subspace of C (X) we denote the restriction of δx to E by δEx . We will
say that a subspace E of C (X):

• vanishes at x ∈ X if f (x) = 0, for every f ∈ E , i.e. δEx = 0E∗ ;
• separates x, y ∈ X if there is f ∈ E such that f (x) �= f (y), i.e. δEx �= δEy ;
• strictly separates x, y ∈ X if there are f , g ∈ E such that f (x) = 0, f (y) = 1,

g (x) = 1 and g (y) = 0, i.e. δEx and δEy are not linearly dependent;

123



52 Page 12 of 29 E. Bilokopytov

• (strictly) separates points [of Y ⊂ X ] if it (strictly) separates every pair of distinct
points [from Y ];

• has only simple constraints if whenever δEx and δEy are linearly dependent, either
one of them is 0E∗ , or δEx = δEy .

We will need the following version of the Stone-Weierstrass theorem.

Theorem 4.4 Let E be a sublattice of C (X). Then f ∈ C (X) belongs to E if and only
if for every x, y ∈ X there is g ∈ E such that f (x) = g (x) and f (y) = g (y). In
particular, a sublattice F of C (X) is dense if and only if it strictly separates points.

Proof Necessity: Point evaluations are continuous linear functionals, and so they are
(not) linearly independent on E and E simultaneously. Hence, any system of two
linear equations has (not) solution in E and E simultaneously.

Sufficiency: Let K ⊂ X be compact and let ε > 0. Let F be the set of restrictions
of elements of E to K . From the appropriate version of Stone-Weierstrass theorem
for (not necessarily linear) sublattices of C (K ) (see [4, Theorem 16.5.5]), there is
g ∈ F such that ‖ f |K − g‖ < ε. Let h ∈ E be such that g = h|K . We have
‖ f |K − h|K ‖ < ε, and since K and ε were chosen arbitrarily, the result follows. �

Note that in particular Cb (X) is dense in C (X).
The Stone-Weierstrass theorem essentially states that E is the maximal set which

satisfies the same constraints as E . This allows to obtain the following description of
the closed sublattices of C (X).

Corollary 4.5 For every closed sublattice E of C (X) there is a closed Y ⊂ X and a
collection of triples {(xi , zi , αi )}i∈I ⊂ (X\Y )2 × (0,+∞) such that

E = { f ∈ C (X) , ∀y ∈ Y : f (y) = 0, ∀i ∈ I : f (xi ) = αi f (zi )} .

Let E be a sublattice ofC (X). For A ⊂ X define EA={ f ∈E, ∀x ∈ A : f (x)=0}.
Clearly, EA is an ideal in E . Since elements of E are continuous, it follows that
EA = EA. If B ⊂ X , then EA∪B = EA ∩ EB , and if A ⊂ B, then EB ⊂ EA. Observe
that f , g ∈ C (X) are disjoint if and only if f −1 (R\ {0}) ∩ g−1 (R\ {0}) = ∅. Since
disjointness is inherited by sublattices, it follows that { f }d = E

X\ f −1(0), for f ∈ E ,

and if G ⊂ E , then Gd = E
X\ ⋂

f ∈G
f −1(0).

It is easy to see that every ideal of C (X) strongly separates any pair of distinct
points on which it does not vanish. This observation together with Corollary 4.5 leads
the following description of the closed ideals in C (X).

Corollary 4.6 For every closed ideal E of C (X) there is a closed A ⊂ X such that
E = C (X)A.

This result is not true for Cb (X), since unless X is compact, it has some “hidden
points”.

Example 4.7 Let X be locally compact but not compact. Consider the set C0 (X) that
consists of the functions that vanish at infinity, i.e. all f ∈ C (X) such that for every
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ε > 0 the set f −1 ([ε,+∞)) is compact. It is easy to see that C0 (X) is a closed ideal
of Cb (X), which vanishes nowhere. It turns out that it vanishes at a “hidden point”.

Let X∞ = X ∪ {∞} be the one point compactification of X , and let ϕ : X → X∞
be the inclusion. It is easy to see thatCϕ is an isometric isomorphism from C (X∞){∞}
onto C0 (X).

Applying the Stone-Weierstrass theorem to C (X∞){∞} we see that a sublattice of
C0 (X) is dense if and only if it strictly separates points of X . Note that if E is a
subalgebra, or has a so called truncation (see [6, Lemma 4.1]), it is dense if and only
if it vanishes nowhere and separates points. �
Example 4.8 More generally, it follows from identification of Cb (X)with C (βX), that
a closed ideals of Cb (X) are of the form C (βX)A, where A ⊂ βX is closed. Note
however, that if A ⊂ X ⊂ βX , then Cb (X)A can be identified with C (βX)A, since
for a function on βX to have a restriction to X that vanishes on A simply means to
vanish on A. �

Let us derive another corollary of the Stone-Weierstrass theorem.

Proposition 4.9 Let E be a dense sublattice of C (X) and let K ⊂ X be compact.
Then, EK is dense in C (X)K .

Proof It is enough to show that EK strictly separates points of X\K . Indeed, if x, y ∈
X\K , from Corollary 4.3 there is f ∈ E which vanishes on K ∪ {y} (and so f ∈ EK

and f (y) = 0) and such that f (x) ∈ (1, 2). �
It is known that every closed subalgebra of C (X) is a sublattice (the proof of [4,

Theorem 16.5.2]). Conversely, a closed sublattice of C (X) is a subalgebra if and only
if it has only simple constraints, i.e. in Corollary 4.5 αi = 1, for every i ∈ I . Indeed,
if E is a subalgebra, and f (x) = α f (z), for every f ∈ E , this is also true for f 2,
from where α ∈ {0, 1}. Note that such sublattice vanishes nowhere if and only if it
contains 1.

Let E be a sublattice of C (X) that has only simple constraints, and which vanishes
on (a closed) A ⊂ X . Let XE be

{
δEx , x ∈ X

}
endowed with the weak* topology.

From our assumption XE may contain 0E∗ , but it cannot contain non-zero linearly
dependent elements. It is easy to see that the map ϕ : X → XE defined by ϕ (x) = δEx
is a continuous surjection and A = ϕ−1 (0E∗). Moreover, the map J : E → C (XE )

defined by [J f ]
(
δEx

) = f (x) is a continuous homomorphism, such that Cϕ J = I dE .
Hence, J E is a sublattice of C (XE ), and J is an isomorphism from E onto J E .
Moreover, from our assumption, J E strictly separates points of XE\ {0E∗}. Therefore,
from the Stone-Weierstrass theorem J E = C (XE ){0E∗} (if A = ∅, then J E =
C (XE )). Let us summarize for the case when X is compact.

Proposition 4.10 Let X be compact and let E be a sublattice of C (X) that has only
simple constraints. Then, there is a compact space XE and a continuous surjection
ϕ : X → XE such that Cϕ is an isometric isomorphism from C (XE ) onto E, if E
vanishes nowhere, and from C (XE )o onto E, for some o ∈ XE , otherwise.
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Remark 4.11 Recall that an equivalence relation ∼ on X is called closed if for every
closed A ⊂ X the union of all classes of ∼ that intersect A is closed. This is equiva-
lent to the fact that the quotient map from X onto X/ ∼ is closed (see [9, Proposition
2.4.9]). If X is compact, there is a bijective correspondence between closed equivalence
relations on X and surjective maps from X onto compact spaces (see [9, Proposition
3.2.11]). Hence, there is a bijective correspondence between closed equivalence rela-
tions on X and closed sublattices that contain 1.

Also note that in the class of closed sublattices of C (X) that have only simple
constraints vanishing nowhere is not a restrictive property. Indeed, if E is a closed
sublattice that vanishes on A and has only simple constraints, it is a subalgebra, and so
F = E+R ·1 is a closed subalgebra, and therefore a sublattice with E = FA. Hence,
there is a bijective correspondence between closed equivalence relations on X with a
distinguished class and closed sublattices of C (X) that have only simple constraints.
More discussion on this topic see in the end of Sect. 7. �

Let us conclude the section with discussing the notions of supremum and infimum
in C (X). For every g ∈ C (X)+ \ {O} there is an open nonempty U ⊂ X and ε > 0
such that g ≥ ε1U . Conversely, for every open nonemptyU ⊂ X there is g ∈ (O,1U ]
(indeed, pick any g ∈ [

1{x},1U
]
, for some x ∈ U ). The following is a version of a

result from [14].

Proposition 4.12 If G ⊂ C (X)+, then inf G = O if and only if for every n ∈ N and
every open U in X there are f ∈ G and x ∈ U such that f (x) < 1

n .

Proof Sufficiency: Let g ∈ C (X) be such thatO ≤ g ≤ G. For every open nonempty
U ⊂ X and n ∈ N there is f ∈ G and x ∈ X such that g (x) ≤ f (x) < 1

n . Hence,
from the comment before the proposition, g = O.

Necessity: Assume that there is n ∈ N and open nonempty U such that f (x) ≥ 1
n ,

for every f ∈ G and x ∈ U . Take g ∈ (O,1U ]; we have O < 1
n g ≤ f , for every

f ∈ G. Contradiction. �
Even though the following corollary will not be used in the sequel, we find it

appropriate to present it here. The first part is a version of a result from [14], the
second part for sequences was considered much more comprehensively in [20].

Corollary 4.13 (i) Let G ⊂ C (X)+. If there is a dense Y ⊂ X, such that inf
f ∈G f (x) =

0, for every x ∈ Y , then inf G = O. The converse holds if X is a Baire space
(including locally compact or metrizable by a complete metric).

(ii) If X is a Baire space, then the uo-convergence in C (X) implies pointwise conver-
gence on a dense subset of X.

Proof (i) The first claim follows immediately from Proposition 4.12. For the sec-
ond one consider Un = ⋃

f ∈G f −1
( 1
n ,+∞)

, where n ∈ N. It is an open set,
which is dense, according to Proposition 4.12. Since X is a Baire space, the set{
x ∈ X , inf f ∈G f (x) = 0

} =⋂
n∈NUn is dense.

(ii) Let
{
fγ

}
γ∈�

⊂ C (X) be an uo-null net, and let
{
gβ

}
β∈B ⊂ C (X) be decreasing

to O and such that for every β ∈ B there is γ ∈ � such that | fα| ∧ 1 ≤ ∣∣gβ

∣∣,
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as soon as α ≥ γ . Since gβ ↓ O, from (i) there is a dense set Y ⊂ X such that
gβ (y) ↓ 0, for every y ∈ Y . But then fγ (y) → 0, for every y ∈ Y . �

5 Sublattices of C (X)

Let us investigate “richness” of a sublattice of C (X). We again assume that X is
Tychonoff throughout the section. We will call a sublattice E ⊂ C (X) an Urysohn
sublattice if for every open nonempty U ⊂ X and x ∈ U , there is f ∈ E such that
f |X\U ≡ 0, and f (x) �= 0, i.e. EX\U vanishes at no point of U . We will also call E
a weakly Urysohn sublattice if for every open nonempty U ⊂ X , there is f ∈ E such
that f |X\U ≡ 0, and f > O, i.e. EX\U �= {O}. The following is straightforward.

• E is an Urysohn sublattice if and only if A = ⋂

f ∈EA

f −1 (0), for any A ⊂ X , and

if and only if EB ⊂ EA ⇒ A ⊂ B, for any A, B ⊂ X .
• E is a weakly Urysohn sublattice if and only if intA = int

⋂

f ∈EA

f −1 (0), for every

A ⊂ X , and if and only if EB ⊂ EA ⇒ intA ⊂ intB, for any A, B ⊂ X .

It follows from the Stone-Weierstrass theorem that every Urysohn sublattice is
dense in C (X). Since X is a Tychonoff space, both C (X) and Cb (X) are Urysohn
sublattices. If a sublattice contains a (weakly) Urysohn sublattice, it is also a (weakly)
Urysohn sublattice.

If E is weakly Urysohn, then Ed
A = E

X\ ⋂

f ∈EA
f −1(0) = EX\intA = E

X\A, from

where Edd
A = E

X\X\intA = E
intA

, and { f }dd = Eint f −1(0), for every f ∈ E . Since in

a Urysohn sublattice we can recover A from EA, these equalities allow to obtain the
following characterizations.

Proposition 5.1 Let E ⊂ C (X) be a Urysohn sublattice. Then:

(i) EA is a band in E if and only if A = intA, i.e. A is a closure of an open set (also
known as a regularly closed set).

(ii) If EA is a projection band in E, then A is clopen.
(iii) If E has PP, then X is extremally disconnected.
(iv) If E has PPP, then X is totally disconnected.

Proof (i) follows from Edd
A = E

intA
.

(ii) If A is not clopen there is x ∈ ∂A = (
X\intA) ∩ A, therefore EA, EX\intA ⊂

E{x} �= E , and so E �= EA + Ed
A
. Contradiction.

(iii) follows from combining (i) and (ii).
(iv) Let x, y ∈ X be distinct. Let U be a neighborhood of x such that y /∈ U . There

is f ∈ E that vanishes outside U , and such that f (x) �= 0. Then, { f }dd =
Eint f −1(0), and the latter is a projection band, from where int f −1 (0) is clopen.

Since f (x) = 1, we have x /∈ f −1 (0) ⊃ int f −1 (0). On the other hand, since
f vanishes outside of U , we have y ∈ X\U ⊂ int f −1 (0). Hence, we found a
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clopen set that contains exactly one of an arbitrary pair of points in X . Thus, X
is totally disconnected. �

Recall that from Corollary 4.6, every closed ideal in C (X) is of the form C (X)A,
for some closed A ⊂ X . Since C (X) is an Urysohn sublattice, it follows that A is
unique. We also get the following description of bands and projection bands in C (X).

Corollary 5.2 H is a (projection) band in C (X) if and only if H = C (X)A, for some
regularly closed (clopen) A ⊂ X.

Proof It follows from Corollary 4.6, and parts (i) and (ii) of Proposition 5.1 that we
only need to prove that C (X)A is a projection band, for every clopen A ⊂ X . Indeed,
both 1A and 1X\A are continuous, and so f = 1A f + 1X\A f , for every f ∈ C (X),
from where C (X) = C (X)A + C (X)dA. �

We now move on to study regularity and order density of sublattices of C (X).

Proposition 5.3 Let E ⊂ C (X) be a sublattice. Then:

(i) E is regular if and only if infE { f ∈ E, f ≥ 1U } �= O (this includes this set
being empty, or having no infimum), for every open nonempty U ⊂ X.

(ii) E is order dense if and only if for every open nonempty U ⊂ X there is f ∈ E
such thatO < f ≤ 1U , and if and only if

⋂

f ∈E∩[O,1U ]
f −1 (0) is nowhere dense

in U, for every open nonempty U ⊂ X.
(iii) If A ⊂ X, then EA is order dense if and only if E is order dense and A is

nowhere dense.

Proof (i) Assume that E is regular and U ⊂ X is open nonempty and such that
G = { f ∈ E, f ≥ 1U } �= ∅. If infE G = O, then, infC(X) G = O. On the other
hand, there is g ∈ C (X) such that O < g ≤ 1U ≤ G. Contradiction.
Conversely, assume fγ ↓E O, but there is g ∈ C (X) such that O < g ≤ fγ , for
every γ . There is an open nonempty U ⊂ X and ε > 0 such that g ≥ ε1U . Then
1
ε
fγ ≥ 1

ε
g ≥ 1U , and so 1

ε
fγ ∈ G. Hence, O ≤ infE G ≤ 1

ε
inf
γ∈�

fγ = O.

(ii) The first equivalence follows from the observations before Proposition 4.12. The
last condition is a reformulation of the second one.

(iii) Necessity: Since EA ⊂ E , order density of the former yields order density of
the latter. If U = intA �= ∅, then there is no f ∈ EA such that O < f ≤ 1U .
Sufficiency: if U ⊂ X is open and nonempty, then V = U\A is also open and
nonempty, and since E is order dense, there is f ∈ E such that O < f ≤ 1V .
Then f ∈ EA and O < f ≤ 1U , and so from (ii) EA is order dense. �

It follows from part (ii) that every order dense sublattice is weakly Urysohn and
that Cb (X) is order dense in C (X). Note that in (i) and (ii) it is enough to check that
the property holds for everyU from a certain base of the topology of X . If X is locally
compact, one can choose this base to consist of relatively compact regularly open (U
is regularly open ifU = intU ) sets. Therefore, in this case the preceding result allows
a refinement.
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Theorem 5.4 Let X be locally compact and let E ⊂ C (X) be a sublattice. Then:

(i) E is a weakly Urysohn sublattice if and only if it is order dense.
(ii) E is regular in C (X) if and only if E is regular and E is order dense in E.

Proof (i) We only need to prove necessity. Let U ⊂ X be open nonempty and
relatively compact. Since E is weakly Urysohn, there is f ∈ E+\ {O} which
vanishes outside of U . Since U is relatively compact, there is x ∈ U such that
0 < a = f (x) = ‖ f ‖. But then O < 1

a f ≤ 1U . Since U was chosen arbitrarily,
from part (ii) of Proposition 5.3 we conclude that E is order dense.

(ii) In the light ofRemark2.1, it is enough to prove necessity. Let us startwith regularity
of E .
For an open U ⊂ X let GE

U = { f ∈ E, f ≥ 1U }. From the comment before the
proposition and part (i) of Proposition 5.3, it is given that infE GE

U �= O, for every

open nonempty relatively compact U ⊂ X , and we need to show that infE GE
U �= O,

for every open nonempty relatively compact U ⊂ X .
Let H = {

f ∈ C (X) , ∀x ∈ U , f (x) > 1
}
, which is an open set in C (X), since

U is compact. Clearly, H ∩ E+ ⊂ GE
U , but we also have GU ⊂ H ∩ E+, since every

f ∈ GE
U is the limit of the sequence

{ n+1
n f

}
n∈N ⊂ H ∩ E+. Moreover, since H is

open, we have GE
U = H ∩ E+ = H ∩ E+ = GE

U .

Assume that U is such that GE
U �= ∅. Then, GE

U �= ∅ and since E is regular,
from part (ii) of Proposition 5.3, there is g ∈ E ⊂ E such that O < g ≤ GE

U . As

the set { f ∈ C (X) , f ≥ g} is closed in C (X), we have that g ≤ GE
U ⊃ GE

U , and so

infE GE
U �= O.

Let us now show that E is order dense in E . Let f ∈ E+\ {O} and let U ⊂ X
be an open relatively compact nonempty set such that f ≥ ε1U , for some ε > 0.
Then 1

ε
f ∈ GE

U , and so the latter set is nonempty. Hence, as was shown above, there

is g ∈ E such that O < g ≤ GE
U , from where O < εg ≤ f . Since f was chosen

arbitrarily, we conclude that E is order dense in E . �
Note that in particular, a dense regular sublattice of C (X) has to beweaklyUrysohn.

Consider examples of a dense sublattice that is not regular, and a dense regular sub-
lattice that is not Urysohn.

Example 5.5 Let E be the set of all f ∈ C (R) which have an integer period, i.e. there
is n ∈ N such that f (x + n) = f (x), for all x ∈ R. It is clear that if f ∈ E , then
| f | ∈ E and α f ∈ E , for every α ∈ R. If f , g ∈ E , there are n,m ∈ N such
that f (x + n) = f (x) and g (x + m) = g (x), for all x ∈ R. Then, we also have
f (x + mn) = f (x) and g (x + mn) = g (x), for all x ∈ R, and so f + g ∈ E .
Hence, E is a sublattice of C (R), and it is easy to see that it strictly separates points
of R. Hence, E = C (R) is trivially regular. If E were regular, it would have to be
weakly Urysohn, which it is not as ER\(−1,1) = {O}. Thus, E is not regular. �
Example 5.6 Let E be the set of all f ∈ C (R) for which there is n ∈ N such that
f (m) = f (0), wheneverm ∈ Z with |m| ≥ n. It is easy to see that E is a dense order
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dense sublattice of C (R). However, if U = (−1, 1) and f ∈ E vanishes outside of
U , then f (0) = 0, and so E is not Urysohn. �

Let us focus now on dense sublattices of Cb (X).

Proposition 5.7 Let E be a dense sublattice of Cb (X). Then:

(i) E is an order dense Urysohn sublattice.
(ii) If H is a closed ideal in Cb (X), then E ∩ H = H.
(iii) EA is a band in E if and only if A is regularly closed; if X is normal, then EA

is a projection band in E if and only if A is clopen.
(iv) If H is a band / projection band in E, there is a (unique) regularly closed / clopen

A such that H = Cb (X)A and H = EA.

Proof (i) follows immediately from Corollary 4.2.
(ii) For this claim we may assume that X is compact, so that Cb (X) = C (X).

Moreover, from Corollary 4.6, there is a closed A ⊂ X such that H = C (X)A.
But then EA = E ∩ H is dense in H = C (X)A due to Proposition 4.9.

(iii) In the light of (i) and parts (i) and (ii) of Proposition 5.1 we only need to prove
sufficiency in the second claim. As was mentioned earlier, every dense sublattice
of Cb (X) contains a strong unit, and so there is e ∈ E+ such that Me is an
automorphism of Cb (X). Note that this automorphism also preserves zero-sets
of functions, and so by replacing E with M−1

e E without loss of generality we
may assume that1 ∈ E . Then, from the SublatticeUrysohn lemma E contains all
indicators including1A and1X\A. If f ∈ E with ‖ f ‖ ≤ 1, then f ∈ EA+EX\A
by virtue of

f = f+ ∧ 1A − f− ∧ 1A + f+ ∧ 1X\A − f+ ∧ 1X\A.

(iv) From Proposition 2.3 we have H = Hdd ∩ E . Since Hdd is a band in C (X),
from Corollary 5.2, there is a regularly closed A ⊂ X such that Hdd = C (X)A.
Hence, H = C (X)A ∩ E = EA, and from (ii) we have H = Cb (X)A. If on
top of that H is a projection band in E , from part (ii) of Proposition 5.1, A is
clopen. �

It follows from combining part (i) of Proposition 5.7 with parts (iii) and (iv) of
Proposition 5.1 that X is totally / extremally disconnect provided that Cb (X) has a
dense PPP / PP sublattice. Conversely, if X is compact and totally disconnected, then
the lattice of simple continuous functions strictly separates points, and so it is dense;
it is not hard to verify that this sublattice has PPP. Hence, we arrive at the following
characterization of totally disconnected compact spaces.

Corollary 5.8 If X is compact, then it is totally disconnected if and only if C (X)

contains a dense sublattice with PPP.

It follows from Corollary 3.5 that if E is a regular sublattice of Cb (X), then E is
also regular. It turns out that the converse to this fact is partially true.
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Proposition 5.9 If E is sublattice of Cb (X) that contains a strong unit of Cb (X), then
E is order dense in E. In particular, E is regular if and only if E is.

Proof As in the proof of Proposition 5.7, we may assume that X is compact and
1 ∈ E . Obviously, E vanishes nowhere on X and if δEx = αδEy , for some x, y ∈ X ,
then α = αδEy (1) = δEx (1) = 1, and so E has only simple constraints. Hence, from
Proposition 4.10, there is a continuous surjection ϕ from X onto a compact space Y ,
such that Cϕ is an isometric isomorphism from C (Y ) onto E . Then, C−1ϕ E is a dense
sublattice of C (Y ), and so it is order dense, according to part (i) of Proposition 5.7.
Since Cϕ facilitates an isomorphism between E and C (Y ), it follows that E is order
dense in E . The second claim follows from Remark 2.1. �

Let us show that without the assumption that E contains a strong unit of Cb (X) the
preceding proposition is false.

Example 5.10 Let E be a sublattice of c0 = C0 (N) that consists of all f : N → R for
which there is n ∈ N such that f (m) = f (1)

m , for every m ≥ n. It is easy to check that
E is indeed a vector lattice, which even has a strong unit e, defined by e (m) = 1

m ,
for m ∈ N. Moreover, since E strictly separates points of N it is dense in C0 (N).
Hence, E is regular in Cb (N). On the other hand, E is also dense in C (N), but not
weakly Urysohn (as EN\{1} = {O}), and so not regular, according to the comment
after Theorem 5.4. �

We conclude the section with another density result. For a sublattice E of C (X) and
A0, . . . , An ⊂ X let EA0,...,An be the set of all elements of EA0 , which are constant
on Ak , for every k ∈ 1, n. It is clear that Cb (X)A0,...,An

has only simple constraints,
and so from Proposition 4.10, there is a continuous surjection ϕ : βX → Y , where
Y is compact, such that Cϕ is an isometric homomorphism from C (Y )ϕ(A0) onto
C (X)A0,...,An

. Note that ϕ (A0) is either empty, or a singleton.

Lemma 5.11 Let E be a dense sublattice of Cb (X) that contains 1. Then EA0,...,An

is dense in Cb (X)A0,...,An
, for every A0, . . . , An ⊂ X. In particular, in the notations

from above, C−1ϕ EA0,...,An is dense in C (Y )ϕ(A0).

Proof As was explained in Example 4.8, we may assume that X is compact. Further-
more, we can assume that all Ak are closed and disjoint. Indeed, replacement of Ak

with Ak does not affect the sublattices in question, and if Ai ∩ A j �= ∅, elements of
these sublattices have to be constant on Ai ∪ A j , and so we can replace Ai and A j

with Ai ∪ A j . The space Y is the result of collapsing each of Ak into a point (say yk).
From part (ii) of Proposition 5.7, it is enough to show that C−1ϕ E strictly separates
points of Y .

For distinct y, z ∈ Y one or both of them may belong to {y0, . . . , yn}. Let Z =
{z}∪{y0, . . . , yn} \ {y}. Then the sets ϕ−1 (y) and ϕ−1 (Z) are closed and disjoint, and
so from the sublattice Urysohn lemma there is f ∈ E which is equal 1 on ϕ−1 (y) and
vanishes on ϕ−1 (Z). Then, f ∈ C (X)A0,...,An

and for g = C−1ϕ f we have g (y) = 1
and g (z) = 0. Since y, z were chosen arbitrarily, the result follows. �
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Remark 5.12 It is possible prove a similar result for infinite number of Ak . However,
one has to take a special care for separation of these sets. In particular, if there is a

collection of sets {Ai }i∈I such that for every i ∈ I there is f ∈
[
1Ai ,1X\⋃

j �=i A j

]
,

and i0 ∈ I , then the set of elements of E that vanish on Ai0 and are constant on every
Ai is dense in the set of all bounded continuous functions on X with this property. �

6 Some classes of continuousmaps between topological spaces.

In this section X and Y are Tychonoff spaces. We will consider several classes of
continuousmaps between X and Y . Most of them appear in the literature under various
(often conflicting) names and sowe chose to gather themost relevant information about
them here, rather than leave it in the references. Let us start with the maps that do not
make “large” sets “small”. Namely, we will call a continuous ϕ : X → Y :

• quasi-open if intϕ (U ) �= ∅, for every open nonempty U ⊂ X ;
• almost open if intϕ (U ) �= ∅, for every open nonempty U ⊂ X ;
• (strongly) skeletal if it is almost (quasi-) open onto its image.

Obviously, every quasi-open map is almost open. It is easy to see that a quasi-
open map is almost open, provided it is locally close, i.e. every x ∈ X has a closed
neighborhood V such that ϕ|V is a closed map. In particular, this is the case if X is
locally compact, because then every x ∈ X has a compact neighborhood, and every
continuous map on a compact space is closed. A restriction of an almost / quasi-open
map to an open subset of X is almost / quasi-open map. Similar implications also hold
between skeletal and strongly skeletal maps. Various additional information about the
introduced classes of maps see e.g. in [3, 7, 17]. Consider an example of an almost
open bijection which is not quasi-open.

Example 6.1 Let X = Q ⊕ (R\Q) be the disjoint union of rationals and irrationals.
Then the natural embedding of X into R is an almost open bijection, which is not
quasi-open. �

We will now present some equivalents to the definitions above.

Proposition 6.2 The following conditions are equivalent:

(i) ϕ is quasi-open;
(ii) Every open nonempty U ⊂ X contains an open nonempty subset W such that

ϕ (W ) is open;
(ii’) Every open nonempty U ⊂ X contains an open subset W such that W = U and

ϕ (W ) is open;
(iii) Preimage under ϕ of every dense set is dense.

Proof (i) ⇒(ii’): Let U ⊂ X be open and nonempty and let W = ϕ−1 (intϕ (U )).
Clearly, ϕ (W ) = intϕ (U ) is open, and so it is left to show that W is dense
in U . Indeed, if V = U\W �= ∅, then ∅ �= intϕ (V ) ⊂ intϕ (U ), but V ∩
ϕ−1 (intϕ (U )) = ∅. Contradiction.
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(ii’) ⇒(ii) is trivial. (ii)⇒(iii): Let A ⊂ Y be dense and let U = X\ϕ−1 (A). If U is
nonempty, from (ii) there is a nonempty open W ⊂ U such that V = ϕ (W ) is
open. Then, V ∩ A = ∅ which contradicts density of A.

(iii) ⇒(i): If intϕ (U ) = ∅, for some open U ⊂ X , then Y\ϕ (U ) is dense, and so
X\U ⊃ ϕ−1 (Y\ϕ (U )) is dense in X . Hence, U = ∅. �

Proposition 6.3 The following conditions are equivalent:

(i) ϕ is almost open;
(ii) intϕ−1

(
V

) ⊂ ϕ−1 (V ), for every open V ⊂ Y ;
(iii) Preimage under ϕ of every open dense set is dense;
(iv) Preimage under ϕ of every nowhere dense set is nowhere dense;
(iv’) Preimage under ϕ of every closed nowhere dense set is nowhere dense.

Proof First, (ii)⇒(iii) and (iv)⇒(i) are trivial; (iv)⇔(iv’) is true since every nowhere
dense set is contained in a closed nowhere dense set.

(i)⇒(ii): Let V ⊂ Y be open and let U = intϕ−1
(
V

) \ϕ−1 (V ), which is open.
ThenU ⊂ ϕ−1

(
V

) \ϕ−1 (V ), and soϕ (U ) ⊂ V \V is nowhere dense.Hence,U = ∅,

and so intϕ−1
(
V

) ⊂ ϕ−1 (V ).
(iii)⇒(iv): Let A ⊂ Y be nowhere dense. Then V = Y\A is an open dense set,

and so ϕ−1 (V ) is open dense and disjoint from ϕ−1 (A). Hence, the latter is nowhere
dense. �

Let us also remark that ϕ is strongly skeletal if and only if for every open nonempty
U ⊂ X there is an open nonempty V ⊂ Y such that ϕ−1 (V ) ⊂ ϕ−1 (ϕ (U )), since
the latter formula simply means that V ∩ ϕ (X) ⊂ ϕ (U ). Similarly, ϕ is skeletal if
and only if for every open nonempty U ⊂ X there is an open nonempty V ⊂ Y such
that ϕ−1 (V ) ⊂ ϕ−1

(
ϕ (U )

)
. The first observation motivates the following definition.

We will say that A ⊂ X is ϕ-saturated if A = ϕ−1 (ϕ (A)). It is easy to see that
A is ϕ-saturated if and only if A = ϕ−1 (B), for some B ⊂ Y , from where the union
of any collection of ϕ-saturated sets is ϕ-saturated, as well as the difference of two
ϕ-saturated sets. It now follows that if ϕ is strongly skeletal, then for every open
nonempty U ⊂ X , there is an open nonempty ϕ-saturated W ⊂ ϕ−1 (ϕ (U )).

Let us move on to the maps that do not make “small” sets “large”. We will call ϕ:

• weakly injective if every open nonempty U ⊂ X contains an open nonempty
ϕ-saturated subset;

• almost injective if the set of x ∈ X such that {x} is ϕ-saturated is dense in X ;
• irreducible if there no closed A � X is such that ϕ (X) ⊂ ϕ (A).

Obviously, every injective map is weakly injective and almost injective, but Exam-
ple 6.1 shows that an almost open bijection is not necessarily irreducible. An example
of a bijection from a locally compact space, which is not irreducible is the natural
projection of {0} ⊕ (0, 1] into [0, 1]. Let us discuss weak injectivity in slightly more
details.

Proposition 6.4 If ϕ is weakly injective, then:
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(i) Every open nonempty U ⊂ X contains an open ϕ-saturated subset W which is
dense in U.

(ii) ϕ−1 (ϕ (A)) \A is nowhere dense, for every A ⊂ X.
(iii) If A ⊂ X is nowhere dense, then intϕ(X)ϕ (A) = ∅.

Proof (i) Let W be the union of all open ϕ-saturated subsets of U . Clearly, W is
open and ϕ-saturated, and so we only need to show that U ⊂ W . If this is not
true, then V = U\W is open and nonempty, and so it contains an nonempty
open ϕ-saturated subset. That subset is therefore an open ϕ-saturated subset of
U , and so it is contained in W . Contradiction.

(ii) According to (i), for every A ⊂ X there is an open ϕ-saturated W ⊂ X\A,
which is dense in X\A. SinceW isϕ-saturated, the same is true about X\W . The
latter set contains A, and so it also containsϕ−1 (ϕ (A)). Hence,ϕ−1 (ϕ (A)) \A
is contained in

(
X\A) \W , which is nowhere dense.

(iii) If A ⊂ X is nowhere dense, but such that V = intϕ(X)ϕ (A) �= ∅, then
ϕ−1 (V ) �⊂ A, since the latter is nowhere dense, and so ϕ−1 (ϕ (A)) \A is not
nowhere dense. This contradicts (ii). �

Let us also remark that if ϕ is irreducible, then it maps nowhere dense sets into
nowhere dense subsets of ϕ (X). Indeed, if A ⊂ X is closed nowhere dense and such
that V = intϕ(X)ϕ (A) �= ∅, then B = (

X\ϕ−1 (V )
) ∪ A is a closed proper subset of

X whose image is dense in ϕ (X).
Note that in the definition of an irreducible map one often also assumes that ϕ is

closed or surjective (see [1, Appendix 4], [5], [17, III.1], [18, 6.5] and [21, VIII.10]),
but we will not add those conditions. It is easy to see that any topological embedding
(i.e. a homeomorphism onto its image) is irreducible.

Proposition 6.5 The following conditions are equivalent:

(i) ϕ is irreducible;
(ii) For every open nonempty U ⊂ X there is an open V ⊂ Y such that ∅ �=

ϕ−1 (V ) ⊂ U;
(ii’) For every open nonempty U ⊂ X there is an open V ⊂ Y such that ϕ−1 (V ) is

a dense subset of U;
(iii) ϕ is strongly skeletal and weakly injective;
(iv) ϕ is strongly skeletal and ϕ−1 (ϕ (A)) is not dense, for every closed A � X.

Proof (i)⇒(ii): Assume that U ⊂ X is open nonempty and such that for every open
V ⊂ Y either ϕ−1 (V ) = ∅, or ϕ−1 (V ) �⊂ U . Let us show that ϕ (X\U ) is dense in
ϕ (X). Indeed, if V is an open subset of Y such that V ∩ϕ (X) �= ∅, then ϕ−1 (V ) �= ∅

and so ϕ−1 (V ) \U �= ∅, from where ϕ (X\U ) ∩ V �= ∅.
(ii)⇒(ii’) is done by a similar argument to the part (i) of Proposition 6.4.

(ii’)⇒(ii)⇒(iii) is easy to see, and (iii)⇒(iv) follows from part (ii) of Proposition 6.4.
(iv)⇒(i): Assume that ϕ is not irreducible. Then, there is a closed A � X such that

ϕ (A) is dense in ϕ (X). Since ϕ is strongly skeletal, it is quasi-open onto ϕ (X), and
so from Proposition 6.2, the pre-image ϕ−1 (ϕ (A)) has to be dense. Contradiction. �

The following result shows that irreducibility,weak injectivity and almost injectivity
coincide if X is metrizable compact.
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Proposition 6.6 (i) If ϕ is closed, then ϕ is irreducible if and only if ϕ−1 (ϕ (A)) �= X,
for every closed A � X.

(ii) If ϕ is closed and almost injective, then it is irreducible.
(iii) If X is a metrizable Baire space (e.g. completely metrizable) and ϕ is weakly

injective, then it is almost injective.

Proof (i) FromProposition 6.5we only have prove sufficiency;moreover, it is enough
to show that ϕ is skeletal. Replacing Y with ϕ (X) we may assume that ϕ is
a closed surjection, and so we need to prove that ϕ is almost open. Assume
that there is an open nonempty U ⊂ X such that ϕ (U ) is nowhere dense and
let A = X\U . Since ϕ is closed, ϕ (A) = ϕ (A), and since ϕ (U ) is nowhere
dense, ϕ (U ) ⊂ Y\ϕ (U ) ⊂ ϕ (A) = ϕ (A). Hence, U ⊂ ϕ−1 (ϕ (A)), from
where ϕ−1 (ϕ (A)) = X . Contradiction.

(ii) Let Z be the set of all x ∈ X forwhichϕ−1 (ϕ (x)) = {x}. Fromour assumption,
Z is dense in X . Assume that A ⊂ X is closed and such that ϕ (X) ⊂ ϕ (A).
Then, as ϕ is a closed map, ϕ (X) ⊂ ϕ (A). Since for x ∈ Z the condition
ϕ (x) ∈ ϕ (A) implies x ∈ A, it follows that Z ⊂ A, and so A = X .

(iii) Fix a metric on X and let An be the set of all x ∈ X such that the diameter of
ϕ−1 (ϕ (x)) is at least 1

n . We need to prove that X\ ⋃

n∈N
An is dense. To that end,

since X is a Baire space, it is enough to show that An is nowhere dense, for each
n ∈ N. Assume that intAn �= ∅, for some n ∈ N, and take an open U ⊂ intAn

of diameter less than 1
n . Since ϕ is weakly injective, there is an open nonempty

ϕ-saturated W ⊂ U . For every x ∈ W we have that ϕ−1 (ϕ (x)) ⊂ W ⊂ U ,
and so the diameter of ϕ−1 (ϕ (x)) is less than 1

n . Hence W ∩ An = ∅, which
contradicts W ⊂ U ⊂ intAn . �

7 Order continuity of composition operators

In this section X and Y are Tychonoff spaces and ϕ : X → Y is continuous. We will
study how some of the properties of ϕ discussed in the previous section are reflected
on the properties of the corresponding composition operator. Let E ⊂ C (Y ) and
F ⊂ C (X) be sublattices such that CϕE ⊂ F . It is easy to verify that if A ⊂ X
and B ⊂ Y , then CϕEB ⊂ Fϕ−1(B) and C−1ϕ FA = Eϕ(A). In particular, Ker Cϕ =
C−1ϕ FX = Eϕ(X), and so if E is a weakly Urysohn sublattice, then Cϕ is an injection

if and only if ϕ (X) = Y . The following is a generalization of [14, Theorem 3.4 and
Proposition 3.6].

Theorem 7.1 If E ⊂ C (Y ) is an order dense Urysohn sublattice, then:

(i) CϕE is weakly Urysohn if and only if CϕE is order dense and if and only if ϕ
is irreducible.

(ii) CϕE is an Urysohn sublattice if and only if ϕ is a topological embedding.
(iii) Cϕ : E → C (X) is order-continuous if and only if ϕ is almost open and if and

only if CϕEdd
A ⊂ (

CϕEA
)dd

, for every A ⊂ Y .
(iv) CϕE is regular in C (X) if and only if ϕ is skeletal.
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Proof (i) First recall that every order dense sublattice is weakly Urysohn. If CϕE is
a weakly Urysohn sublattice, then for every open nonempty U ⊂ X there is
f ∈ E such that O < f ◦ ϕ ∈ FX\U . Let V = Y\ f −1 (0), which is open;
we have ∅ �= ϕ−1 (V ) ⊂ U . Since U was chosen arbitrarily, it follows from
Proposition 6.5 that ϕ is irreducible.
Assume that ϕ is irreducible and let U ⊂ X be open and nonempty. There is
an open V ⊂ Y such that ∅ �= ϕ−1 (V ) ⊂ U . Since E is order dense, there is
f ∈ (O,1V ]∩ E . Then, f ◦ ϕ ∈ (O,1U ], and since U was chosen arbitrarily,
it follows from part (ii) of Proposition 5.3 that CϕE is order dense.

(ii) Sufficiency is easy to see (essentially it is enough to check that restrictions of the
elements of an Urysohn sublattice form an Urysohn sublattice). Necessity: Fix
x ∈ X and a closed A ⊂ X which does not contain x . SinceCϕE is an Urysohn
sublattice, there is f ∈ E such that Cϕ f vanishes on A, but not at x . In other
words, Cϕ f ∈ C (X)A \C (X){x}, or equivalently, f ∈ Eϕ(A)\E{ϕ(x)}. Since E
is an Urysohn sublattice of C (Y ), existence of f is equivalent to ϕ (x) /∈ ϕ (A).
Substituting a singleton instead of A yields injectivity of ϕ. Running x through
all points of X\A shows that ϕ (A) is closed in ϕ (X). Hence, ϕ is an injection,
which is a closed map onto its image. Thus, it is a topological embedding.

(iii) Assume thatϕ is almost open. Let fγ ↓E O. Since E is regular, we get fγ ↓C(Y )

O. Assume that there is g ∈ C (X) such thatO < g ≤ fγ ◦ ϕ, for every γ ∈ �.
Then, there is an open U ⊂ X and ε > 0 such that g ≥ ε1U , from where
fγ ≥ ε1ϕ(U ), for every γ ; from continuity, fγ ≥ ε1ϕ(U ) ≥ ε1intϕ(U ) > O.
This contradicts fγ ↓C(Y ) O, due to Proposition 4.12. Thus, fγ ◦ ϕ ↓C(X) O,
and so Cϕ is order-continuous.
Since Cϕ is a homomorphism, from (already proven) implication (i)⇒(v) in

Theorem 3.10, order continuity of Cϕ implies CϕGdd ⊂ (
CϕG

)dd , for every
G ⊂ E , including G = EA, for A ⊂ Y .
Assume that CϕEdd

A ⊂ (
CϕEA

)dd , for every A ⊂ Y . Let U ⊂ X be open
and nonempty. From the observations before the theorem we have CϕEϕ(U ) ⊂
C (X)ϕ−1

(
ϕ(U )

) ⊂ C (X)U . Since the latter is a band in C (X), we get

CϕEintϕ(U ) = CϕE
dd
ϕ(U )

⊂
(
CϕEϕ(U )

)dd ⊂ C (X)ddU = C (X)U ,

fromwhere Eintϕ(U ) ⊂ C−1ϕ C (X)U = Eϕ(U ). Since E is an Urysohn sublattice

it follows that ϕ (U ) ⊂ intϕ (U ), and so intϕ (U ) �= ∅. As U was chosen
arbitrarily, we conclude that ϕ is almost open.

(iv) Let Z = ϕ (X) ⊂ Y , let ψ be the inclusion map from Z into Y and let ϕ′ be
ϕ viewed as a map from X onto Z . Since ψ is a topological embedding, it is
irreducible, and so from (i) and (ii)Cψ E is an order dense Urysohn sublattice of
C (Z). Hence, from (iii) almost openness of ϕ′ is equivalent to order continuity
ofCϕ′ . Since ϕ′ is a surjection,Cϕ′ is an injection, and so from (already proven)
equivalency (i)⇔(iii) in Theorem 3.10, order continuity of Cϕ′ is equivalent to
regularity of Cϕ′Cψ E = CϕE in C (X). �
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Remark 7.2 It is not hard to prove that a multiplication operator is always order con-
tinuous. Also, similarly to part (iii) one can show that if g ∈ C (X), then MgCϕ is
order continuous if and only if ϕ|X\g−1(0) is almost open. �

Let us use the obtained information to complete the proof of Theorem 3.10. In order
to do so we will use the following fact which says that any homomorphism is locally
a composition operator.

Theorem 7.3 (Krein–Kakutani representation theorem) Let T : F → E be a homo-
morphism between Archimedean vector lattices, such that T f = e, where f and e are
strong units of F and E respectively. Then, there exist

• compact spaces K and L and a continuous map ϕ : K → L,
• dense sublattices H and G of C (K ) and C (L), respectively,
• isomorphisms S : G → F and R : H → E,

such that f = S1L , e = R1K and T = R Cϕ

∣∣
G S−1.

Proof Existence of K , L , H , G, S and R follows from the usual Kakutani represen-
tation theorem (see e.g. [16, Theorem 2.1.3]). Note that S is an isometry with respect
to ‖ · ‖ f and ‖ · ‖, while R is an isometry with respect to ‖ · ‖e and ‖ · ‖. Since T
is a homomorphism and T f = e, it follows that T [− f , f ] ⊂ [−e, e], and so T is
continuous with respect to ‖ · ‖ f and ‖ · ‖e. Hence, R−1T S is a continuous homomor-
phism from a dense sublattice of C (L) into C (K ). Therefore it admits an extension
to a continuous homomorphism from C (L) into C (K ), which maps 1L into 1K , and
so is a composition operator (see e.g. [16, Theorem 3.2.12]). �
Proof of (v’)⇒(i) in Theorem 3.10 Fix f ∈ F+ and let e = T f . Apply the Krein–
Kakutani representation theorem to T |Ff

: Ff → Ee and produce K , L , ϕ, H , G, R
and S. Note that G is dense in C (L), and so from part (i) of Proposition 5.7 it is an
order dense Urysohn sublattice.

Let A ⊂ L , and let B = SGA ⊂ Ff . Since S is an isomorphism, SGdd
A =

(SGA)ddF f
= Bdd

F f
. Since Ff and Ee are regular in F and E respectively, from the

condition (v) and (already proven) implication (i)⇒(v) of Corollary 3.14, we have

T Bdd
F f
= T

(
Bdd ∩ Ff

)
⊂ T

(
Bdd

)
∩ T Ff ⊂ (T B)dd ∩ Ee = (T B)ddEe

.

Since R is an isomorphism and H is regular in C (K ) we have

CϕG
dd
A = R−1T SGdd

A = R−1T Bdd
F f
⊂ R−1 (T B)ddEe

=
(
R−1T B

)dd

H

= (
CϕGA

)dd
C(K )

∩ H .

As G is an order dense Urysohn sublattice, and A was chosen arbitrarily, Cϕ is order-
continuous, by virtue of part (iii) of Theorem 7.1. Hence, T |Ff

= R Cϕ

∣∣
G S−1 is

order continuous. Since f ∈ F+ was chosen arbitrarily, from Corollary 3.2, T is order
continuous. �
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Let us finalize the proof of Theorem 3.10.
Proof of (vi’)⇒(i) in Theorem 3.10First, note that if the setG = {h ∈ F+, dim T Fh =
∞} is nonempty, then it is majorizing, since if g ∈ G and f ∈ F+, then f + g ∈ G
and f ≤ f + g. Also note that if F has the σ -property and dim T F = ∞, then
G �= ∅. Indeed, since dim T F = ∞ there are { fn}n∈N such that {T fn}n∈N are linearly
independent, and from σ -property there is f ∈ F+ such that { fn}n∈N ⊂ Ff , and so
f ∈ G.
Hence, similarly to (v)⇒(i), we can reduce the proof to the case when F and E

are dense sublattices of C (L) and C (K ), respectively, where K and L are compact,
such that 1L ∈ F and 1K ∈ E , and T = Cϕ , for some ϕ : K → L . It is given that
dimCϕF = ∞ and CϕH is regular in E (and so in C (K )), for every order dense
sublattice H of F , and we need to show that ϕ is almost open (note that order dense
sublattices of F correspond to order dense sublattices of Ff according to Remark 2.2).

The condition dimCϕF = ∞ implies that ϕ (K ) is an infinite subset of the compact
space L , and so it has an accumulation point, say y. Then {y} is a nowhere dense in
ϕ (K ), and so combining part (iv) of Theorem 7.1 with Proposition 6.3 yields that
ϕ−1 (y) is nowhere dense. Assume thatU ⊂ K is open and such that ϕ (U ) is nowhere
dense. Let x ∈ U\ϕ−1 (y).

Let V be an open subset of L such that ϕ (x) ∈ V and y ∈ W = L\V . Then,
y is an accumulation point of ϕ (K ) ∩ W . Define M = L/

(
ϕ (U ) ∩ V ∪ {y}) and

let ψ : L → M be the corresponding quotient map. In other words, ψ collapses
a nowhere dense closed set ϕ (U ) ∩ V ∪ {y} into a single point (call it o), which
is an accumulation point of ψ (ϕ (K ) ∩W ) in M . Hence, ψ ◦ ϕ sends an open set
U ∩ ϕ−1 (V ), which contains x , into {o} which is nowhere dense in ψ (ϕ (K )), and
so it is not a skeletal map. At the same time since ψ only collapses a closed nowhere
dense set, according to Proposition 6.5, ψ is irreducible and M is compact Hausdorff.

From Lemma 5.11, H = C−1ψ F is a dense sublattice of C (M) that contains 1.
Sinceψ is irreducible, from part (i) of Theorem 7.1,Cψ H is order dense in C (L), and
therefore in F . At the same timeψ ◦ϕ is not skeletal, from where CϕCψ H = Cψ◦ϕH
is not regular in C (K ), due to part (iv) of Theorem 7.1. Thus, Cϕ sends an order dense
sublattice Cψ H of F into a non-regular sublattice of C (K ). Contradiction. �

Let us conclude the article with some additional details on the topic raised in
Remark 4.11. Recall that if X is compact, then there is a bijective correspondence
between closed sublattices of C (X) that contain 1 (and are also subalgebras), contin-
uous surjections from X onto compact spaces and closed equivalence relations on X .
Theorem 7.1 allows to characterize order density and regularity of such sublattices in
terms of the surjections. Since a surjection ϕ : X → Y corresponds to the equivalence
relation x ∼ y ⇔ ϕ (x) = ϕ (y), we can translate those characterizations into the
language of the equivalence relations (note that propositions 6.2, 6.3, 6.5 and 6.6 can
be used to produce more equivalent characterizations).

Proposition 7.4 Let X be compact and let E be a closed sublattice of C (X) that
contains 1 and let ∼ be the corresponding equivalence relation. Then:

(i) E is regular if and only if every open nonempty U ⊂ X contains A ⊂ U such
that the union of all classes of ∼ that intersect A is open.
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(ii) E is order dense if and only if for every closed A �= X the union of all classes
of ∼ that intersect A is not the whole X.

Let E and F be closed sublattices of C (X) that contain 1 and let ∼ and ≈ be the
corresponding equivalence relations on X . One can show that E ∩ F corresponds to
the smallest closed equivalence relation ∼ ∨ ≈ on X that contains ∼ ∪ ≈, whereas
∼ ∩ ≈ corresponds to the smallest closed sublattice that contains both E and F . Note
that if E and F correspond to continuous surjections ϕ : X → Y and ψ : X → Z ,
then ∼ ∩ ≈ also corresponds to the diagonal map ϕ × ψ : X → Y × Z (viewed as a
surjection onto its image). Let us consider two examples that show that regularity of
sublattices is not well behaved with respect to intersections and “unions”, and order
density is not well behaved with respect to intersections.

Example 7.5 Let Y be the planar segment that joins (0, 0) with (−1,−1) and let
X = Y ∪ [0, 1]2. Let ∼ and ≈ be the equivalence relations on X that identifies points
on [0, 1]2 along the vertical and horizontal segments respectively. It is easy to see
that ∼ and ≈ satisfy the condition (i) in Proposition 7.4, and so the corresponding
sublattices E and F are regular. It is easy to check that ∼ ∨ ≈ identifies all points on
[0, 1]2. The criterion in part (i) of Proposition 7.4 fails for any open subset of [0, 1]2,
and so E ∩ F is not regular. �
Example 7.6 Let X , Y , ∼ and ≈ be as in the previous example, and let ∼′ and ≈′ be
extensions of ∼ and ≈, respectively, that also identify points (t, t) and (−t,−t), for
every t ∈ (0, 1]. It is easy to check that these are closed equivalence relations, which
satisfy the condition (i) in Proposition 7.4, and so the corresponding sublattices E ′
and F ′ are regular. Let H be the sublattice generated by E and F . We will show that
H is not regular, from where and Proposition 5.9 it will follow that H is not regular.
The equivalence relation that corresponds to H is∼′ ∩ ≈′, which only identifies (t, t)
and (−t,−t), for every t ∈ (0, 1]. The corresponding surjection from X onto [0, 1]2

sends an open set Y\ {(0, 0)} into a nowhere dense diagonal of the square. Therefore,
this map is not almost open, and so H is not regular. �
Example 7.7 Let X = {0, 1}N be the Cantor space, let ϕ : X → [0, 1] be the “evalua-
tion of binary expressions”, i.e. ϕ (an)n∈N =

∑

n∈N
an
2n . This map identifies elements of

the form (An, 1, 0, 0, . . .) and (An, 0, 1, 1, . . .), for An ∈ {0, 1}n . Let X0 and X1 be
the set of elements of the first and second type, respectively. It is easy to see that both
X0 and X1 as well Y = X\ (X0 ∪ X1) are dense in X . Since X is compact, it follows
from part (ii) of Proposition 6.6 that ϕ is irreducible.

Let ψ, θ : X → X be the transformations that interchange 2n − 1-th with 2n-th
and 2n-th with 2n+ 1-th coordinates, respectively, for every n ∈ N. Since these maps
are homeomorphisms, it follows that ϕ ◦ ψ and ϕ ◦ θ are irreducible. Let ∼, ≈ and
 be the equivalence relations generated by ϕ, ϕ ◦ ψ and ϕ ◦ θ , respectively, and let
∼==∼ ∨ ≈ ∨  (∼= is the supremum of ∼, ≈ and  ). We will show that ∼= identifies
all elements of X . This will imply that the intersection of the corresponding order
dense sublattices of C (X) contains only constants.

For n ∈ N0 = N ∪ {0} let A2n = (a1, . . . , a2n) ∈ {0, 1}2n , and let B2n =
(a2, a1, a4, a3, . . . , a2n, a2n−1). We have ψ (A2n, 1, 0, 0, . . .) = (B2n, 0, 1, 0, . . .) ∼
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(B2n, 0, 0, 1, . . .) = ψ (A2n, 0, 0, 1, . . .), fromwhere (A2n, 1, 0, 0, . . .) ≈ (A2n, 0, 0,
1, . . .). Since (A2n, 0, 0, 1, . . .)∼(A2n, 0, 1, 0, . . .), it follows that (A2n, 1, 0, 0, . . .)∼=
(A2n, 0, 1, 0, . . .), and similarly (A2n, 0, 1, 0, . . .) ∼= (A2n, 1, 1, 0, . . .). Analogously,
we also have (A2n+1, 1, 0, 0, . . .) ∼= (A2n+1, 0, 1, 0, . . .) ∼= (A2n+1, 1, 1, 0, . . .),
where A2n+1 ∈ {0, 1}2n+1.

Let y0 = (0, . . .), y1 = (1, 0, . . .) and X ′0 = X0\ {y0}. Since the latter is dense in
X , it is enough to show that ∼= identifies every element of X ′0 with y1. Let x ∈ X ′0,
and let n be the position of the last non-zero coordinate of x . We will prove our claim
by induction over n. If n = 1, then x = y1, and so x ∼= y1. Assume that the claim
is proven for n = 1, . . . ,m and let n = m + 1. If n = 2k, for some k ∈ N, we
have that x is either of the form (A2k−2, 1, 1, 0, . . .), or (A2k−2, 0, 1, 0, . . .). In both
cases x ∼= (A2k−2, 1, 0, 0, . . .) ∼= y1, by the assumption of induction. The case when
n = 2k − 1 is done similarly. �

Note that we showed that the intersection of three closed order dense sublattices
can fail to be order dense. This means that it is not true that the intersection of two
closed order dense sublattices is order dense. However, we did not construct an explicit
counterexample to that claim.

Question 7.8 Is there a simpler and explicit example of two closed order dense sub-
lattices of a Banach lattice, such that their intersection is not order dense? Can such
intersection be non-regular?
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