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Abstract This paper presents a comprehensive econometric modelling framework for

daily activity program generation. It is for day-specific activity program generations of a

week-long time span. Activity types considered are 15 generic categories of non-skeletal

and flexible activities. Under the daily time budget and non-negativity of participation rate

constraints, the models predict optimal sets of frequencies of the activities under consid-

eration (given the average duration of each activity type). The daily time budget considers

at-home basic needs and night sleep activities together as a composite activity. The concept

of composite activity ensures the dynamics and continuity of time allocation and activity/

travel behaviour by encapsulating altogether the activity types that are not of our direct

interest in travel demand modelling. Workers’ total working hours (skeletal activity and

not a part of the non-skeletal activity time budget) are considered as a variable in the

models to accommodate the scheduling effects inside the generation model of non-skeletal

activities. Incorporation of previous day’s total executed activities as variables introduces

day-to-day dynamics into the activity program generation models. The possibility of zero

frequency of any specific activity under consideration is ensured by the Kuhn-Tucker

optimality conditions used for formulating the model structure. Models use the concept of

random utility maximization approach to derive activity program set. Estimations of the

empirical models are done using the 2002–2003 CHASE survey data set collected in

Toronto.
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Introduction

The paradigm shifting from trip-based to the activity-based analysis of travel behaviour in

recent years is land-marked by the several operational activity-based travel demand

models. ALBATROSS, CEMDAP, FAMOS, and TASHA are most cited in the literature as

operational activity-based travel demand models (Arentze and Timmermans 2005; Bhat

et al. 2004; Pendyala et al. 2004; Miller and Roorda 2003). All of these models can be

divided into two major parts: activity program generation and activity scheduling (Bhat

and Koppelman 1993; Habib and Miller 2006b, c). Another common feature is the mod-

elling time frame, which is a ‘typical day’. Here, the two most important practical issues in

all activity-based travel demand models are the modelling time-span and the procedures

used to generate the activity program.

Considering a typical day as the time-span for activity-based model has become a

commonplace in activity–travel demand modelling. A typical day assumption refers to a

hypothetical day to overcome the day-specific features of a week. Arguments in favour of

typical day modelling are smaller data requirements and reduced computational burden;

whereas the major argument in favour of activity-based approach against trip-based

approach is capturing within-day variations in travel behaviour. In reality, our activity–

travel behaviour shows significant variability across the week in addition to within-day

variations (Kitamura et al. 2003; Schlich and Axhausen 2003; Doherty et al. 2004).

Neglecting the daily variations within a week undermines the basic principle of the par-

adigm shifting to the activity-based analysis: that travel is a derived demand. The derived

demand concept indicates evolution of activity–travel patterns over time (Doherty 2006). It

is obvious that within-day variations of activity–travel behaviour are intricately related to

the day-to-day variations. Modelling within-day variations in activity–travel behaviour in a

typical day model thus becomes incomplete or adhoc if the day-to-day variations are not

addressed properly.

In case of the modelling techniques, the typically used approached for the activity

program generation in all operational models are either simulating from empirical dis-

tributions or a decision tree approach for generating activity episode frequency, duration,

etc. The empirical distribution approach (Pendyala et al. 2004; Miller and Roorda 2003)

uses observed distributions of different activity attributes to simulate activity generation.

It considers the distributions to be constant over time. This approach requires some index

variables to identify different market segments. Unless the relationship between index

variables and the objective variables of concern are econometrically justified, this can lead

to spurious results (Habib and Miller 2006a). On the other hand the decision-tree approach

develops conditional decision structure for different activity attributes to simulate activity

generation (Arentze and Timmermans 2005). In this case an exhaustive set of possible

condition variables is defined for the homogeneous condition state and then the corre-

sponding decision trees for the decision variables are devised. This approach can also lead

to inaccurate/spurious relationships or ‘relationships-by-chance’ if the condition variables

do not have econometric relationship with the decision variables (Habib and Miller

2006c).

This paper addresses these two critical issues of modelling time-span and activity pro-

gram generation process. Contrary to arbitrary distribution or decision tree approach it

presents a comprehensive econometric model of activity program generation. The target is

the non-skeletal activities that are temporally and spatially more flexible compared to the

skeletal activities. The skeletal activities refer to the activities that are parts of medium- to

long-term household decision processes, e.g. work/school activities, etc. Unlike non-skeletal
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activities the planning processes of such activities do not circulate within short period of time

(daily or weekly basis). So, this paper separates non-skeletal activities from the skeletal

activities to devise models for activity program generation. For the explicit consideration of

within-day dynamics in time-use behaviour, the worker’s total number of working hours

(skeleton activity) is considered as a variable in the models and for the day-to-day dynamics

of time-use and activity–travel behaviour, the previous day’s total executed activities are

considered as variables in the models. The models exploit the concept of random utility

maximization. The models represent a large scale demand system modelling approach,

where the demand of all activities of concerns are modelled simultaneously and the possi-

bility of non-participation in any specific activity is ensured by adopting Kuhn-Tucker

optimality conditions. The estimations of the empirical models use 2002–2003 CHASE

(Computerized Household Activity Scheduling Elicitor) survey data collected in Toronto,

Canada.

The rest of the paper is organized as follows: the next section discusses the activity

program generation or activity agenda formation process in details, followed by the sec-

tions discussing the concept of activity utility, econometric specification and estimation

procedures of the models, description of data and interpretations of the estimated models.

The paper concludes with a summary of the key findings.

Activity program generation

The activity program generation stage of an activity-based travel demand model generates

a set of different activities that are to be scheduled within a specific time frame. A generic

set of ‘things to do’ within a planned period of time that does not necessarily involve a

scheduled sequence is called an activity-agenda. Conceptually it represents the continuous

mental process, where different short-, medium- and long-term household decisions

interact with each other (Litwin 2005). Practically, in an elicited survey, it is difficult to

observe the individual’s mental processes. We really do not observe the activity agenda

formation process. We can best observe the collection of different types of activities of a

particular individual prior to the scheduling process. Though the behavioural process of

activity program formation is difficult to capture, we can observe the outcomes of the

process and make logical hypotheses to simulate the behavioural processes (Habib and

Miller 2006a). The state-of-the-art activity data collection process CHASE can collect

activity-travel information prior to the scheduling process (Doherty et al. 2004; Doherty

2000, 2006) and such data can be used to develop behavioural models of the activity

generation.

The hypothesis in this paper is that, for a particular person, the collection of the activity

episodes (activities with duration and other attributes) that are to be scheduled within a

specific time period is the optimum set among a number of possible sets he/she desires to

schedule. The challenge is to simulate the behavioural process that gives the observed

outcome. All of the operational activity-based travel demand models lack the explicit

definition of this activity program formation in terms of its behavioural process and multiple

temporal dimensions (Litwin 2005). While all models accommodate conceptually a similar

level (activity program generation) of decision-making process, the lack of an explicit

definition and incorporation of behaviourally plausible hypotheses may influence the policy

sensitivities of the models. This is also important from the model integration points of view.

In case of an integrated land-use and transportation model, it can provide sufficient scope to

connect different levels of the decision-making process (short-, medium- and long-term)
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(Habib and Miller 2005, 2006a; Salvini and Miller 2005). The concept of activity utility

provides the opportunity to accomplish this goal in a meaningful way. Considering the

multidimensional nature of interactions and trade-offs in our daily life, it is virtually

inevitable that a utility-based measure is necessary to build an operational activity-based

travel demand model (Miller 2005). So, the next section discusses the concept of activity

utility used to derive the specification of the models.

Concept of activity utility and specification of the model

We use the utility concept of activity proposed by Winston (1987). The utility of an

activity is divided into two parts: the goal utility and the process utility. The goal utility is

gained by the end state accomplished by the activity and the process utility is gained by the

activity execution process. The goal utility component represents the direct utility of the

activity episodes and defines the activity program generation stage. Thus this utility

component can be a function of activity episode duration but at the moment of activity

program generation stage, the duration need not be precisely defined (Miller 2005). On the

other hand, the process utility is a feature of activity itself and will generally depend upon

duration, and the actual episode duration will depend on activity scheduling and re-

scheduling trade-offs for different candidate activities drawn from the activity-agenda. So,

for modelling the activity program generation, the goal utility of activity episode is

important. Whereas the process utility component may primarily affect activity scheduling

and rescheduling trade-offs. We use the specification of the goal utility used by Habib and

Miller (2006a) as originally proposed by von Haefen and Phaneuf (2004). Habib and Miller

(2006a) investigated the feasibility of utility theory to model activity-agenda formation and

tested different alternative model specification considering a whole week as modelling

span. As an extension of that work, this paper investigates the dynamics in activity-agenda

formation across the week. In this specification the total utility of the activity program

(activity-agenda) is divided into two parts: the utility derived from all activities under

consideration and the utility derived from all other unmodelled activities. All unmodelled

activities together can be referred as composite activity. The term composite activity

indicates the activity types that are not of direct interest within the model but still must be

accommodated in the model since we do need to account for composite time allocation

within the overall time budget to maintain the continuity. Under limited time budget this

activity indicates the leftover time (Z) after planning for the specific activities under

consideration. Composite activity may be composed of more than one activity type, but

with respect to the specific activity types under consideration, these are not quality dif-

ferentiable and hence can be considered together. The total time budget (T) for the activity

agenda is divided between a bundle of all specific activities and the composite activity

simultaneously. The trade-off among the specific activities within the bundle is also

embedded in the specification. The utility function for the specific activities (Uj) has two

components: the baseline utility and the additional utility. The baseline utility fraction

(Ubaseline) is the exponential function that refers to the baseline preference for a specific

activity compared to the composite activity. The additional utility defines the quantitative

consumption of the specific activity. The additional utility fraction (Uadditional) is consid-

ered to have a logarithmic functional form to ensure a decreasing rate of satisfaction with

increasing consumption. It also contains a constant term, the translating parameter (h) that

ensures the possibility of zero consumption. The translating parameter provides the ref-

erence to allow zero frequency of any specific activity episode under consideration. Under
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the assumption of Kuhn-Tucker optimality conditions, zero consumption refers to a corner

solution. So, the specification of the total utility of an activity agenda becomes:

Utotal ¼
XN

j¼1

Uj þ UZ

¼
XN

j¼1

ðUBaseline � UadditionalÞj þ UZ

¼
XN

j¼1

eððb
pXpÞþ edejÞ � lnðeðb

aXa
j ÞYj þ ehÞ þ 1

1� expðqÞ z
ð1�expðqÞÞ

ð1Þ

where,

Uj is the utility of specific activity episode

Ubaseline is the baseline utility fraction of the utility of specific activity episode

Uadditional is the additional utility fraction of the utility of specific activity episode

Uz is the utility of the composite activity

Xp is the vector of variables defining the person’s tastes and preferences

bp is the parameter corresponding to Xp

d is the scale parameter

Xa is the vector of variables corresponding to the attraction/aversion to activity j
ba is the parameter corresponding to Xa

Yj is the frequency of the activity j (the quantitative consumption)

N is the total number of specific activities under consideration

h is the translating parameter that defines the slope of the indifference curve and ensures

the feasibility of corner solutions.

ej refers to the activity specific idiosyncratic term

Z is the time allocated to the composite activity

q is composite activity parameter that defines the importance of composite activity in

activity program formation process.

This specification ensures that the overall utility function of an activity-agenda is a

strictly increasing function of each individual activity type and the composite activity

enters as additive to the collective sub-function of individual activities. It ensures the scope

of modelling the trade-off between planned and unplanned activities (composite activity) at

the first stage. This specification also ensures that if an activity is not chosen (i.e. Yj = 0)

the changes in the corresponding Xa variables do not have any influence on the total utility

of the activity program (activity-agenda). This property indicates that the addition of any

activity type in the choice set of activity-agenda does not have any effect on the agenda

utility unless that specific activity is chosen. Thus it allows considering a very large choice

sets in the demand system, which is advantageous for activity program generation mod-

elling. Another key point is that this functional form is a direct utility function with an

endogenous idiosyncratic error component that gives rise to an endogenous regime

switching type of model under time budget and non-negativity of activity frequency

constraints. The functional form is strictly differentiable, strictly increasing and quasi-

concave, which can give 2N combinations of possible activity-agenda sets, where N is the

total number of activities in the choice set (2 represents 1 for interior and 1 for corner

solution).
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Considering a specific time budget, the proposed utility maximization model for

activity-agenda formation becomes:

Maximize :

UðXp;Xa; eÞ ¼
XN

j¼1

eððb
pXpÞþedejÞ lnðeðb

aXa
j ÞYj ¼ þehÞ þ 1

1� expðqÞ z
ð1 expðqÞÞ

Subject to :
X

j

dT
j :Yj þ z ¼ T ; dj indicates the average duration of activity j

T indicates the total time budget

Yj� 0; j ¼ 1; 2; :::;N

To ensure the possibility of corner solutions we exploit the Kuhn-Tucker optimality

condition. For this optimization problem the Kuhn-Tucker first order optimality conditions

are (Kuhn and Tucker 1951):

oU

oYj
� dj � k� 0 and

oU

oz
� k� 0 ð2Þ

where k is the Lagrange Multiplier.

The equality condition of Eq. 2 holds when the Yj is non-zero. Considering the equality

for z, the constant k can be expressed as:

k ¼ oU

oz

Substituting the value of k, we get:

oU

oYj
� dj �

oU

oz
j ¼ 1; 2; 3; :::N ð3Þ

ej� fjðXp; bp; d; Xa; ba; Yj; h; qÞ :

ej ¼ fjðXp; bp; d; Xa; ba; Yj; h; qÞ if Yj [ 0

ej\fjðXp; bp; d; Xa; ba; Yj; h; qÞ if Yj ¼ 0

ð4Þ

Putting the exact expressions of the total utility function, we get:

ej�
1

expðdÞ

� expððb0 þ bPXPÞ
� �

þ ln
dj

expðbaXaÞ
þ lnðexpðbaXaÞ � Yj þ expðhÞÞ

þ � expðqÞ lnðT �
X

j

djYjÞ
 !

0
BBBBBB@

1
CCCCCCA
; 8j ð5Þ

Intuitively the above conditions indicate that for positive-frequency activities the

marginal utilities are the same across the optimal allocation. Assuming a distributional

assumption of ej, we can easily derive the likelihood function for estimating the structural

parameters of the proposed model. Let us consider an individual, i with the activity

frequencies Yj [ 0 for j B K and Yj = 0 for j [ K (where j = 1, 2, 3… N and K is the total

number of non-zero activity frequencies). Using the ‘transformation of variable theorem’,

the contribution of this person i to the overall likelihood function of the sample is:
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l ¼
Z fKþ1

�1
:::

Z fN

�1
Gðf1; f2; :::fK ; eKþ1; :::eNÞjJjdeKþ1; :::deN ð6Þ

where, G(�) indicates a generating function.

|J| is the determinant of the Jacobian of transformation from (e1, e2, e3,…eN) to (Y1, Y2,

Y3,…YK, eK+1,…eN).

Here the Jacobian, J = qej/qSj, where Sj = YK if j B K otherwise Sj = eK. This gives the

Jacobian a partitioned structure whose lower right component is identity and the upper

right component is zero. So, the determinant of the Jacobian becomes just the determinant

of a K 9 K matrix of qej/qYj (von Haefen and Phaneuf 2004).

Considering that the ej has a normalized type I extreme value (IID) distribution, we get

the likelihood function:

lðY jb0; b
a; d; bp; h; qÞ ¼

Y

j

½expð�fjð�ÞÞ
.

expðdÞ�1Yj [ 0 jJj exp½� expð�fjð�ÞÞ�
� �

where 1Yj[0 is the indicator function for the chosen activity.

So, if the total number of individual observations is P in the sample, the total likelihood

function becomes

LðYjb0; b
a; d; bp; h; qÞ ¼

Y

P

Y

j

½expð�f ð�ÞÞ=expðdÞ�1Yj [ 0 � jJj � exp½� expð�f ð�ÞÞ�
� � !

This is a closed form likelihood function. For a fixed parameter model, the structural

parameters of the above likelihood function can be estimated by using a numerical gra-

dient-based search method for fairly large number of activities without any difficulties. For

this paper, the loglikelihood function is estimated using the code written in GAUSS using

BFGS algorithm (Aptech Systems 2006; von Haefen and Phaneuf 2004).

Once the structural parameters of the model are estimated, the model becomes simply a

constrained optimization problem. This means, for given structural parameters, constrained

optimization technique should be used to estimate optimum values of activity frequencies

(Yj) and composite activity time (Z). To obtain the optimum activity-agenda of an indi-

vidual, the objective function should be integrated over the possible values of unknown

error terms (a similar approach is taken by Bhat 2005). In other words, being consistent

with the behavioural assumption that people are not always global optimizers, one can

generate a set of random numbers as a candidate vector for the unknown error terms in the

model and plug those values in the objective function to generate a random activity-agenda

for that person (Habib and Miller 2006a). However, it should be mentioned that this

optimality does not refer to the global optimization of activity behaviour, which is strongly

denied by behavioural psychologists (Gärling et al. 1989; Gärling and Garvill 1993;

Gärling et al. 1994; Gärling et al. 1999). This refers to the optimality of a sub-module of

overall activity decision framework that is behaviourally plausible (Habib and Miller

2006a).

A similar modelling structure is proposed by Bhat (2005), which is referred as MDCEV

(Multiple Discrete Continuous Extreme Value) model. Although the MDCEV model

appears to have similar features, there is a significant difference between our approach and

the modelling approach proposed by Bhat (2006). The major difference is the consideration

of left-over time after spending into specific activity types given a specific time budget.

This left-over time is defined in our approach as ‘composite activity’ and Bhat (2006)

defines it as ‘outside good’. According to Hick’s theory of composite good, this item can
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be a bundle of similar types of undefined alternatives, (Hicks 1946). It represents the time

left over in the time budget after time spent on the specific alternatives under consideration

is accounted for. Given a fixed time budget, if the time spent on specific alternatives under

consideration is assumed to be random, the composite item function becomes implicitly

random too (deduction of the sum of random variables from a fixed variable is also

random). For this reason, unlike MDCEV model, our modelling approach does not con-

sider any explicit random element in this composite element. However, this explicit

inclusion of a random term in the outside good imposes certain restrictions on the model

estimation process to ensure identification. As per Bhat (2006), the outside good cannot be

composed of more than one good. In the MDCEV modelling framework, considering more

than one good as a one common outside good (the left over component within the total

budget after allocating to the specific goods) requires either explicitly distinguishing each

of the outside goods separately and considering only one as the outside good or considering

an individual error term with each outside good item. Considering separate error terms for

each outside good item would not lead to the same formulations as of MDCEV model.

Data and variable specification

CHASE survey data from the first wave of the Toronto Travel-Activity Panel survey

(TAPS) are used in this paper. (Roorda and Miller 2004). The survey was conducted in

Toronto, in 2002–2003 with 426 individuals in 271 households. The detail description of

the methods and general data summary are available in Doherty et al. (2004) and Doherty

and Miller (2000). This is a multi-day self-reporting survey. The participant in this survey

lists the processes of activity planning and scheduling over a period of 7 days. The par-

ticipant first adds the activities before starting of the day and may or may not modify

before the activities are performed. The CHASE program tracks activity episodes that are

added first, then modified or deleted over time. The implementation state of an activity

episode in terms that whether the episode got modified before implementation is also

available. The ‘added’ attributes of the episode indicate the first entry and are thereby

assumed to be the output of the mental process of the activity program generation. To

simulate the activity program generation process, the choice set of the activity-agenda is

defined by 15 individual activity types. The generic activity classification is devised to

ensure the homogeneity in terms of basic type and average duration of the activities within

the same group. The basic activity types are:

1. Activity01: Basic needs like lunch, coffee etc but not at home

2. Activity02: Household obligations: cleaning, maintenance, meal preparation,

attending kids, attending pets etc.

3. Activity03: Drop off/Pick up goods like video/CD/DVD rental, dry cleaning, postal

mails etc.

4. Activity04: Shopping like Major grocery shopping (at least 10 items)

5. Activity05: Shopping like Minor grocery shopping (less than 10 items), convenience

store, drug store etc.

6. Activity06: Shopping like Personal clothing, houseware etc.

7. Activity07: Service appointments like doctors/medical appointment etc.

8. Activity08: Personal services like saloon/barber/beauty, banking, auto servicing etc.

9. Activity09: Recreations like hobbies, workout, sports, theatre, other outdoor

recreational activities
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10. Activity10: Recreations like at home TV program, video, napping, relaxing etc.

11. Activity11: Social activities like visiting/hosting, planned social events, bars/special

clubs etc.

12. Activity12: Social activities like religious and cultural activities

13. Activity13: Other all types of activities that fall as both social as well as recreational

type activities but do not belong to above types

14. Activity14: ICT use like telephone (more than 10 min), internet shopping, browsing

etc.

15. Activity15: Volunteer activities

The above-mentioned activities do not include work/school, night sleep and at-home

basic need type activities because these are considered skeletal (most regular) activities and

are to be modelled separately (Habib and Miller 2006c). It should be mentioned that among

the skeletal activities work/school is considered as fixed activity that is often defined by

external factors (job type, office schedule) and hence is deducted from the time budget. On

the other hand, night sleep and at home basic type activities are quite regular (skeletal) but

highly flexible too. Hence these are considered as the composite activity that provides the

slackness in daily time allocations.

A typical week is considered as the modelling time-span. Monday (Day0) is taken as the

start of the week. Saturday (Day5) and Sunday (Day6) are the weekends. After cleaning for

missing information, a total 405 out of 426 individuals remain in the data set for model

estimation. Figure 1 presents weekly total and maximum daily frequencies of activities in

the data set. Considerable variations are clear across the individual activity types. It is clear

that people participate in some specific type of activities repeatedly throughout the week.

Household obligation, basic need, personal shopping, out-of-home and at-home recreation,

and ICT use activities have higher value of total weekly and maximum daily frequency.

Major grocery shopping, service appointment and volunteer activities have lower values of

total weekly and maximum daily frequency. These results provide some assurance that the

sample represents a typical week of the individuals under consideration.
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Fig. 1 Observed maximum frequencies of the activities
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For modelling the activity program generation process, the time budget (T) for each day

is considered as 24 h and for the whole week time budget it is 7 times 24 h. Average

durations (dj) of individual activities are considered to be the weekly average values.

Several socio-economic variables are considered as covariates (Xp). These are: the indi-

vidual’s age, gender, total yearly income in Canadian Dollars, an indicator of having

driving license, total work/school hours in the week, size of the person’s household and

total number of autos in the household. Two activity-specific variables (Xa) are considered:

the ‘number of possible activity locations’ and ‘travel ratio’. The travel ratio is the ratio of

the summation of activity duration and travel time to the activity duration (Ettema 2005). It

refers to the price of activity time in terms of travel time. By definition it is greater than or

equal to 1. The longer the travel time required to get to an activity location, the higher the

value of the ‘travel ratio’. This variable brings trip information inside the activity program

generation model in a normalized way, rather than simply using travel time. This variable

makes the model sensitive to transportation system performance. The ‘number of possible

locations’ variable represents the spatial distribution of activity spaces for the person. This

variable is collected during the survey by the EWR (End of Week Review) questions. This

is also a key variable that defines the spatial dispersion of activity places and its influence

on activity/travel behaviour. This variable makes the model sensitive to various land-use

policies.

Worker’s total number of daily working hours (skeletal activity time) is considered as

a variable for the baseline utility component of day-specific models. For the week-long

model, this indicates total weekly working hours. Work is considered as a skeletal

activity and the assumption is that planning of such activity is the part of medium- to

long-term decision processes. For short-term activity planning (daily or weekly) this

activity type is not considered as part of activity-program formation. Considering the total

time allocation to this skeletal activity in the non-skeletal activity-agenda formation

model ensures the interactions between these two basic activity types and helps to address

the within-day dynamics of time allocation and activity planning behaviour. Assuming

the weekly cycle as the rhythm of life, day-to-day variations and trade-offs are obvious in

our activity/travel behaviour. The issues of repeated participation and serial non-partic-

ipation in specific activities are also clear in the data. In order to accommodate these

issues another variable is considered in the model: the previous day’s total executed

activity frequencies. This variable is included in the additional utility component; so that

the previous day’s total executed frequencies will influence the present day’s activity

program formation. This variable accommodates the day-to-day variations in activity

program formation and it also introduces an activity scheduling element inside the

activity generation process.

Interpretations of the empirical models

Models are developed for each day of the week, considering Monday as the starting day.

For comparison purposes, a weekly model is also developed, considering whole week as

the planning period. The models are presented in Table 1. Considering the relatively small

data set compared to the large number of parameters to be estimated, the estimated

coefficients are considered statistically significant if the corresponding two-tailed ‘t’ sta-

tistics satisfy the 90% confidence interval, (t C 1.64). However, some variables with

statistically insignificant parameters are also retained in the models because they provide

considerable insight into the behavioural process. Retaining of some of the insignificant
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variables is also due to the expectation that if a larger data set were available these

parameters might show statistical significance. The goodness of fit of the overall model is

measured by the pseudo-R square value, which is 1 minus the ratio of log-likelihood value

of the full model and the loglikelihood value of the null model (constant only model). The

pseudo-R square value closer to 1 represents better fit to the observed data.

Individually, the goodness of fit values of the day-specific models is better than that of

the aggregate weekly model. This is because of the within-day and day-to-day variations in

time-use and activity/travel behaviour. The aggregate weekly model suppresses these

variations, whereas in the day-specific models these are addressed explicitly. Among the

day-specific models, the Monday model, which represents the beginning of the week, gives

lower goodness of fit value. This is because of the fact that this model does not consider the

variable ‘previous day’s total executed activities’. The CHASE data set used in this paper

considered Monday as the beginning of the week. Hence the data are left censored for

Monday and we lack the information of previous day’s executed activities. The best

goodness of fit is seen for Thursday model. Also the maximum number of statistical

significant parameters is for the Thursday model. Thursday is the middle of the week. So,

the modelling approach considering previous day’s executed activities together with

dynamic linkage between skeletal and non-skeletal activity information enables to capture

maximum behavioural elements for Thursday. This is also indicating that for a single-day

modelling many of the behavioural elements remain censored.

In terms of the components of individual models, the socio-economic variables in the

baseline utility components are considered generic because it reduces the number of

parameters to be estimated. At the same time, it is justified in a way that the baseline utility

component mainly defines the trade-offs in time allocation to specific activities and the

composite activity, but the activity specific dummy variables in the baseline utility com-

ponent introduce the individual activities under consideration explicitly. So, the socio-

economic variables in the baseline utility component in general indicate the activity par-

ticipation tendencies and the activity-specific dummy variables indicate the baseline

relative importance of individual activities in activity program generation. The variables in

the additional utility component indicate individual activity’s potential/attraction to derive

the optimum set of activities. The translating parameter h gives the reference for the

additional utility of zero frequency activities and the composite activity parameter (q)

indicates the effects of the time budget in activity program formation. For a coherent

preference specification, the value of 1 - exp(q) should be less than +1. A lower value of

1 - exp(q) indicates the lower effect of time budget or the composite activity on the

activity program generation.

The specification of the models is in general a large-scale demand system model

specification, where under a given time budget constraint and the given average duration of

the activities, the model determine whether to participate (discrete) in an activity and, if

participating, then how many times (continuous) to participate. In such a specification the

scale parameter of the extreme value error plays a key role in linking the discrete and

continuous part of the model (Arora et al. 1998) and also according to the Eq. 1, the higher

the value of the scale parameter (exponential of the parameter), the higher the randomness

in activity program generation. According to Table 1, the randomness in activity program

generation is the highest for Sunday, which is consistent with our expectation that weekend

activities are more random than weekday activities. Comparing the day-specific models

and the weeklong model, the randomness reduces when the planning period is the whole

week and behaviourally it indicates that people become more definitive when thinking in
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the long term, while randomness/uncertainty increases with the reduction of the planning

period (time budget).

The constant term in the baseline utility component indicates the reference baseline

utility (if all variables in the baseline utility component are considered to be zero). This

component is the highest for Sunday compared to the other days of the week. The high

reference utility indicates the lack of sufficient information for Sunday compared to the

other days.

The translating parameter, h gives the non-zero reference for the additional utility

component and ensures the possibility of zero participation in any activity types. The value

of this parameter is the lowest for Monday and increases with the weekdays and again

reduces at the end (Sunday). The higher value of this parameter basically indicates the

higher possibility of zero participation in some activities but higher number of total activity

participations. The higher value for the days at the middle of the week indicates that we

usually participate in a higher number of activities in mid-week, but these tend to be

concentrated in certain activity types, while other activities tend not to be engaged in at all

in mid-week. It also indicates serial non-participation in some activities during the middle

of the week. Whereas, the lower values at the beginning or at the end of the week indicate

that we tend to participate in variety of activities.

The q parameter indicates the sensitivity of the effect of the composite activity on

activity program generation. The value of 1 - exp(q) is higher for the starting day of the

week compared to the other days. It indicates that we are more cautious for allocating time

to the composite activity at the beginning of the week but eventually the time pressure

increases and we become less concerned about it. This finding is very important and it also

reinforces our argument in favour of a week-long modelling time frame as opposed to the

typical-day modelling time frame.

In terms of the variables in the baseline utility component: age of the person is sig-

nificant for earlier days of the week, indicating that older people plan for higher numbers of

activities than younger people. Although the dummy variable representing sex do not show

a significant parameter, the values and signs indicate that males plan for higher numbers of

activities in the middle of the week but females plan for higher numbers of activities in the

last day of the weekend (Sunday) and the first day of the weekdays (Monday). Income

becomes significant for the last day of the weekdays (Friday) and it shows negative effect.

It indicates higher income people plan for lower number of activities on Friday compared

to lower income people. Higher household automobile ownership and possession of driving

license give people higher modal accessibility and influence them to plan more activities.

These variables help to link the activity program generation model with the other com-

ponents of an integrated model of short-, medium- and long-term household decisions (e.g.

an auto ownership model) in a meaningful way. The total working hours of the workers,

which is a skeleton activity component (Habib and Miller 2006c) is highly significant in

every day-specific model. It shows similar negative effects in every model except for the

whole week model, where the sign is opposite but statistically insignificant. This implies

that this variable captures the within-day dynamics in time allocation behaviour. The work

activity is fundamentally a different type of activity. People earn money by participating in

work activity, whereas they usually spend money for participation in other activities. The

negative sign of this variable indicates that the work activity acts as a temporal peg, not

only in the case of activity scheduling, but also at the activity program generation level. If

people spend more time in working, they allocate less time to other activities, rather than

reducing time from the composite activity. Whereas in the case of the whole week

aggregate model, the interpretation of the positive sign of this variable is that people who
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plan larger amounts of time for work throughout the week allocate lower amounts of time

for composite activities rather than reducing time from the other activities. It also implies

that the aggregate weekly model fails to capture the within-day dynamics in time-use and

activity planning behaviour.

The activity specific dummy variable in the baseline utility component gives significant

insight into the behavioural process. In this case the absolute values and signs of the

coefficients do not have any practical significance, but the relative values indicate the

corresponding importance of individual activities in agenda formation. In other words,

these variables can be interpreted as relative direct utility gain or relative direct satisfaction

or relative preference. It is clear that the least preferred activity is the drop off/pick up

goods activity. It is intuitive that the drop off/pick up goods type of activities may not give

direct utility per se but these activities provide necessary support for other activities.

Volunteer activity also seems to be less preferred in comparison to other activities. The

most preferred activity is at-home recreation type activities. This type of activity does not

require travel, and people enjoy the process of the activities too. Household obligation type

activity also has higher relative importance and it seems that people get high satisfaction

by performing this type of activities. Among the three shopping activities the personal

shopping gives higher relative satisfaction compared to the other two shopping types, an

intuitively justified result. Between the two types of social activities, the visiting and

hosting type social activities show higher satisfaction than the religious or cultural type

social activities. The relative direct utility from activities involving ICT (Information and

Communication Technology) has lower direct utility than direct interactive social activities

and recreation activities, but online shopping (ICT) has higher direct utility than major

grocery type shopping activity. It should be noted that these behavioural findings are

consistent in all models shown in Table 1.

The variables in the additional utility component are key variables and they define the

attraction/detraction potential of the activities under consideration. The variable ‘travel

ratio’, which can be considered as the time cost of the activity has a negative effect in all

models. Intuitively it is sensible that an activity that involves longer travel time reduces the

relative interest in that activity compared to other activity types involving shorter travel

time. It is interesting to note that this variable becomes statistically insignificant for the

case of Sunday. The justification is that the travel time often becomes an insignificant

factor for activity planning in the weekends. The difference between Sunday and Saturday

is that Saturday is the beginning of the weekend and it may carry the time pressure

developed through out the week and hence, travel time at that case does affect significantly

in activity planning. The variable ‘number of possible activity locations’ also shows a

negative effect. It indicates that the higher the number of possible locations the person has

for any activity; the lower the frequency for that activity.

The variable indicating the total number of executed activities of each activity type

under consideration is highly significant in every day-specific model. This is a key variable

that defines the day-to-day dynamics in time-use and activity/travel behaviour. It also

introduces the dynamic linkage between activity scheduling and activity program gener-

ation. The sign of this variable is positive. It appears that the positive sign captures the

repeated participation in specific activities or serial non-participation in certain activities.

As indicated in Fig. 1, total observed frequencies of some activities are very high com-

pared to some other activities (for example household obligation versus major grocery

shopping), and in practical life our all activities are not uniformly distributed throughout

the week.
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Conclusions

This paper describes a random utility maximizing model for day-specific activity program

generation for week-long activity/travel scheduling. Considering the daily time budget, the

model uses the Kuhn-Tucker optimality conditions to derive the optimum set of activities

(including unspecified composite activities) within the budgeted time period. The model

can capture the within-day dynamics of time-use and activity/travel behaviour by incor-

porating ‘total working hours’ in the model and day-to-day dynamics are accommodated

considering ‘previous day’s total executed activities’ as variables. These two types of

variables also make the activity program generation models sensitive to the activity

scheduling process. The incorporation of the variable, ‘travel ratio’ introduces the trans-

portation system performance inside the activity program generation model. A number of

socio-economic and activity-specific variables give insight into the behavioural process of

time-use and activity/travel behaviour. The models are estimated using 2002–2003

CHASE survey data collected in Toronto. The empirical models show significant goodness

of fit to the observed data. Significant variations in behaviour are obvious throughout the

week. The starting (Monday), middle (Thursday) and ending (Sunday) of the week are

distinctively different from the other days in terms of goodness of fit to the observed data,

number of statistically significant variables, the effects of travel time in activity/travel

planning etc. The models also replicate our repeated participation and serially non-par-

ticipation in some activities.

In terms of application, the models described in this paper are part of the continuing

effort to make the activity-based travel demand model more behavioural and more sen-

sitive to various land-use and transportation policies. This paper compliments other work

of the authors, in which a daily activity skeleton was derived (Habib and Miller 2006c). All

of this research is leading to the development of ‘second generation’ version of the existing

activity-based travel model TASHA (Miller and Roorda 2003).
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