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Abstract
With the increasing bandwidth requirements in smart cities, high-capacity optical networks featuring ultrahigh bandwidths 
have become a necessity. The currently existing static and dynamic optical networks cannot efficiently optimize network 
resources and do not support intelligent decision making for smart cities, rendering them energy inefficient. The soft-
ware-defined networking (SDN) controller in these networks also requires intelligent algorithms that can optimize network 
resources based on bandwidth requirements. We have designed a novel SDN-controlled dynamically reconfigurable time 
division multiplexing and dense wavelength-division multiplexing-based optical network for smart cities, which maximizes 
the utilization of network resources, making it energy efficient. To further empower the decision-making capabilities of the 
SDN controller, three novel algorithms are proposed: inter-application wavelength redirection with ROADM, dynamic load 
balancing, and bandwidth selection with resource allocation based on the different bandwidth requirements of primary and 
secondary applications. These algorithms sense the free bandwidth in primary applications and then assign this free band-
width to secondary applications accordingly. The proposed SDN controller determines the best algorithm that optimally 
utilizes the network resources and routes the traffic through it. The performance of the designed optical network for a smart 
city is analyzed in terms of different performance parameters such as the bandwidth satisfaction rate, timing diagrams, eye 
diagrams, bit error rate, and quality factor. The proposed algorithms prove instrumental in the more efficient utilization of 
network resources, ensuring the maintenance of the required quality of service. This holistic proposed system addresses the 
unique challenges posed by smart cities, emphasizing energy efficiency and intelligent decision-making within the dynamic 
landscape of high-capacity optical networks.
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1 Introduction

Smart cities constitute a new paradigm in managing the ever-
increasing urbanization challenges using information and 
communication-based technologies to promote sustainable 
development and people’s life through smart and intelligent 
technological solution. Nonetheless, smart city applications 
such as smart homes, smart hospitals, smart transport, smart 
education, and smart agriculture generate a significantly large 
amount of data, which needs to be processed and transmitted 

[1]. This imposes strong requirements for robust network 
deployment capable of intelligently supporting large band-
widths with a low energy consumption and minimal delays, 
while achieving high service reliability [5]. Therefore, the 
rapid and efficient scalability of network capacity is crucial, 
given the time-sensitive nature of these systems [2–4].

Optical networks are a viable solution for achieving high 
scalability in managing the massive capacity demands in 
smart cities, while easily incorporating the changes in 
applications and offering seamless connectivity to the end 
user [6]. Optical networks have been extensively studied 
in literature, including various configurations and proto-
cols[7]. Wavelength Division Multiplexing (WDM) optical 
networks are designed for high data rates [8]. Extensive 
research has been devoted toward further exploring WDM 
networks. For example, in [9], a phase modulator scheme 
for the remodulation of upstream data in a bidirectional 
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WDM-Passive Optical Network (PON) system was stud-
ied. Simulation results of two data formats, RZ (return to 
zero) and NRZ (non-return to zero), for different optical 
fiber lengths have been reported. The multiplexing of time 
with wavelength was adopted as a benchmark development 
to further enhance the optical network capacity. Moreover, 
Time Division Multiplexing (TDM)-WDM-PONs [10] were 
considered as the next-generation Fiber Access (FTTx) 
Technology [11], providing an upgrade path for the cur-
rent Gigabit Passive Optical Networks (GPONs) for ultra-
broadband services [12]. In [13], key technologies for PON 
based on Time Wavelength Division Multiplexing (TWDM) 
were analyzed, along with techniques to improve the power 
budget and bandwidth capacity. Furthermore, [14] explains 
different possible solutions for next-generation access net-
works and discusses the major technical challenges asso-
ciated with implementing TWDM networks. Many band-
width allocation algorithms have also been developed. For 
example, in [15], a novel algorithm to allocate wavelength 
and bandwidth was proposed; it could minimize the number 
of active wavelength channels considering the high burn-
tness and delay requirements of fronthaul data transmis-
sion. Reference [16] demonstrates the design of a sleep-
aware Dynamic Wavelength and Bandwidth Allocation 
(DWBA) scheme for TWDM-PON under the Chain Secure 
Mode (CSM) mode. The main feature of this scheme is 
that it allocates bandwidth only to active Optical Network 
Units (ONUs), which minimizes the loss of bandwidth at 
the ONU end. Further development in this area involved 
designing energy-efficient optical networks. The design of 
energy-efficient, flexible hybrid WDM-TDM-based optical 
networks was discussed in [17]. Analyses showed that the 
designed system performance was improved in terms of 
the traffic loads supported by the system. All these optical 
networks were static in nature and cannot be reconfigured.

However, the ever-increasing expectations of end users 
and technological breakthrough are forcing demands for net-
works with increasing complexity and pressure. This is driv-
ing the current research focus toward making the available 
optical networks dynamically reconfigurable. The authors 
in [18] theoretically developed a routing power model for 
optical networks and numerically simulated the impact of 
dynamic traffic on the wavelength-routing capability of 
Reconfigurable Optical Add/Drop Multiplexers (ROADMs). 
Furthermore, the authors in [19] designed ROADM-based 
Dense Wavelength-Division Multiplexing (DWDM) opti-
cal networks and analyzed the system performance in terms 
of the Bit Error Rate (BER), Optical Signal to Noise Ratio 
(OSNR), and Q-Factor. The quality of these networks is com-
mensurate with that of the controlling hardware.

Research suggests that automated networks are an alter-
native solution capable of managing the increasing network 
pressure and complexity. Software-defined networking 

(SDN) is the most preferable technique used for the design 
of dynamic optical networks, as it decouples the hardware 
and software parts of the network [20]. SDN provides the 
flexibility to introduce innovative and differentiated new 
services quickly, with previously unimagined constraints; 
it also affords a holistic view of the network. SDN centrally 
controls the entire network and enables network designers to 
obtain a global view of the entire network, thereby facilitat-
ing the programming of these networks from a remote con-
sole. This makes the network significantly more flexible and 
renders the structure of data plane devices simpler and easier 
to manufacture, which, in turn, leads to low-cost solutions. 
Therefore, in [21], an SDN-ROADM-based DWDM optical 
network was designed, in which an OpenFlow switch was 
used as the control part for ideal optical switches in the ban-
yan architecture switch of ROADM. Results revealed that 
the received signal of the DWDM network indicated better 
performance in terms of the BER and Q-Factor, compared to 
those of other optical networks. In [22], the performance of 
different types of algorithms operating in the control plane 
of three varied architectures (physically distributed, logically 
distributed, and physically centralized) was compared. The 
designed system was analyzed in terms of its latency, and 
the corresponding results were supported by valid mathe-
matical analyses. Numerous algorithms of Software Defined 
Optical Networks (SDONs) have also been developed. For 
example, in [23], a multidimensional resource allocation 
algorithm for a software-defined TWDM/OFDMA-based 
PON access network was developed, which successfully 
increased the network throughput and the user satisfaction 
rate by 30% during peak traffic hours, in comparison with 
that under fixed allocation. However, using optical networks 
in smart cities is a challenging task, owing to its energy con-
sumption, operational expenditure, communication latency 
between different users, and reliability of service, among 
other factors. Despite these challenges, researchers have 
attempted to implement WDM-PON networks in smart cit-
ies. For instance, [24] proposed the design of a ring-based 
latency-aware and energy-efficient hybrid WDM TDM-PON 
for smart cities, in which Optical Distribution Networks 
(ODNs) featured the capability of interconnection. The pro-
posed WDM TDM-PON efficiently reduced the transmission 
latency, operational expenditure, and energy consumption by 
establishing an interconnection with the ODN and avoiding 
the transmission through the Optical Line Terminal (OLT) 
in each iteration. Likewise, in [25], a smart hospital network 
architecture using a hybrid next-generation optical network 
for smart cities was designed, based on visible light com-
munication. Using this, an information rate of 2.5 Gbps per 
channel was achieved for serving 53 users under hospital 
scenarios. This system serves as a novel solution for con-
necting medicine and patients through wired and wireless 
channels in hospitals.
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However, these network architectures cannot be scaled 
for smart cities, as they fail to allocate/reroute network 
resources as per the requirements of the users in the smart 
cities. Static optical networks use the entire available band-
width allocated to primary applications, which, in turn, 
leaves no scope for secondary applications. Furthermore, 
this bandwidth is under-utilized by many primary applica-
tions. Therefore, a communication framework using optical 
networks and algorithms for the efficient utilization of net-
work resources and routing of traffic accordingly is required 
to manage smart city data and maintain good quality of ser-
vice. This requirement can be fulfilled by using broader-
view Optical Networks that include a combination of intel-
ligence, software control, automation, and a programmable 
infrastructure through SDN, as SDN can programmatically 
(re)configure and dynamically optimize the use of network 
resources as per requirements.

In this regard, we propose a novel SDN-controlled 
dynamically reconfigurable TDM-DWDM-based optical 
network for smart cities. The proposed SDN controller can 
constantly perform self-configuration and self-optimization 
by assessing network traffic demands. It can also adapt to the 
current bandwidth requirements of smart cities and features 
better future compatibility. Moreover, we propose an optical 
network model for four primary applications (smart educa-
tion, smart home, smart transport, and smart health) and four 
secondary applications (smart agriculture, smart water man-
agement, smart grids, and smart waste management) using 
practical data. The feasible data rates of smart city applica-
tions reported in literature were employed. To manage smart 
city traffic, we combined the designed network with an SDN 
controller. Furthermore, to enhance the SDN intelligence, 
we developed three novel bandwidth management algo-
rithms that could efficiently utilize the network resources 
for centrally controlling and routing the traffic depending 
upon the conditions. These proposed algorithms utilize the 
available free bandwidth slots of the primary applications 
to transmit data of the secondary applications, thus making 
the network more energy efficient. The main contributions 
of this study can be summarized as follows:

• A robust optical network model is designed for the opti-
mization of the combined benefits of TDM with DWDM, 
for smart cities consisting of four primary and four sec-
ondary applications.

• To dynamically reconfigure the proposed optical network 
through SDN, we designed three novel algorithms that 
efficiently utilize network resources and route the smart 
city traffic accordingly, rendering the entire network as 
an SDN-based optical network.

• The first designed algorithm is a wavelength redirection 
algorithm that transmits the data of secondary applica-
tion over the primary application wavelength.

• The next designed algorithm is a novel dynamic load 
balancing (DLB) algorithm for SDN to detect the avail-
ability of the free primary application bandwidth.

• To further improve the bandwidth satisfaction rate, a 
bandwidth selection with resource allocation (BSRA) 
algorithm is designed for SDN that specifically divides 
the bandwidth requirement of the secondary applications 
and transmits it over the available primary slots.

The work done in this study is expected to serve as a ref-
erence for other aspiring smart cities. The rest of paper 
is organized as follows; Sect. 2 explains the designing of 
the proposed smart city network architecture. Section 3 
describes in detail the proposed IAWR algorithm through 
ROADM. In Sect. 4, two joint bandwidth allocation algo-
rithms are proposed and discussed in detail with their cor-
responding network architecture and results. Overall network 
performance through simulation results is shown in Sect. 5 
and conclusion is given in Sect. 6.

2  Proposed smart city network architecture 
and design

We developed a novel SDN-controlled, dynamically recon-
figurable TDM-DWDM-based optical network for smart cit-
ies, as illustrated in Fig. 1. The smart city system model con-
sists of core infrastructure elements segregated as primary 
applications (i.e., smart home, smart hospital, smart educa-
tion, and smart transport) and secondary applications (smart 
agriculture, smart waste, smart grids, and smart water). This 
proposed model exploits the under-utilized bandwidth of 
the primary applications in an opportunistic manner for the 
secondary applications, which is the core idea driving the 
development of this optical network. This smart city archi-
tecture converges wireless and optical communication for 
network design, where the optical network is the backbone 
structure in smart cities. Data from different applications 
are collected using sensors through the wireless channel and 
then transmitted through the optical channel.

Four sectors, A, B, C, and D, are considered for each 
smart city application, according to their geographical areas. 
Further, the data from N applications in a sector are col-
lected through the wireless channel and stored at a cloud 
server, represented by the dotted line in Fig. 2.

The TDM technique multiplexes the data of each sector 
from the cloud server to utilize the bandwidth efficiently. 
Four DWDM wavelengths of 1550, 1550.8, 1551.6, and 
1552.4 nm, with a 0.8-nm channel spacing, are used to trans-
mit the data of primary applications, indicated with colored 
solid lines in Fig. 3. These four wavelengths are also shared 
by the secondary applications, based on the primary band-
width availability. A continuous-wave (CW) laser featuring 
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an optical power of 10 dBm is used as the optical transmit-
ter, with a 10 MHz linewidth. An amplitude modulator with 
a modulation index of 1 is used to multiplex the smart city 
data with the CW laser. The optical fiber of length of 10 Km 
is used with EDFA gain of 5 dB loss coefficient of 0.25 
dB/Km. In this smart city model, we considered the practi-
cal data rates for each primary and secondary application, 
as obtained from different available resources [26–28], to 
realize a more realistic model. Next, weekly average traffic 
for all the primary and secondary applications is calculated. 
The whole system is than analyzed for each designed SDN-
controlled algorithms.

Four sectors, A, B, C, and D, are considered for each smart 
city application, according to their geographical areas. Further, 

the data from N applications in a sector are collected through 
the wireless channel and stored at a cloud server, represented 
by the dotted line in Fig. 1. The TDM technique multiplexes 
the data of each sector from the cloud server to utilize the 
bandwidth efficiently. Four DWDM wavelengths of 1550, 
1550.8, 1551.6, and 1552.4 nm, with a 0.8-nm channel spac-
ing, are used to transmit the data of primary applications, indi-
cated with colored solid lines in Fig. 1. These four wavelengths 
are also shared by the secondary applications, based on the 
primary bandwidth availability. A continuous-wave (CW) laser 
featuring an optical power of 10 dBm is used as the optical 
transmitter, with a 10 MHz linewidth. An amplitude modulator 
with a modulation index of 1 is used to multiplex the smart city 
data with the CW laser. The optical fiber of length of 10 Km 

Fig. 1  SDN-controlled TDM-DWDM-based smart city system model
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is used with EDFA gain of 5dB loss coefficient of 0.25 dB/
Km. In this smart city model, we considered the practical data 
rates for each primary and secondary application, as obtained 
from different available resources [26–28], to realize a more 
realistic model. Next, weekly average traffic for all the primary 
and secondary applications is calculated. The whole system is 
than analyzed for each designed SDN-controlled algorithms.

The graphs show the data rates/bandwidth requirements 
of each application at every time slot. Figures 4 and 5 show 
the average data rates of the primary and secondary applica-
tions for a 24-h period. The traffic graph of primary applica-
tions in Fig. 4 shows that the bandwidth is under-utilized and 
could be used to transmit the secondary application data. 
For this, we designed the architecture of the SDN controller 
to efficiently manage the network resources among all the 
smart city applications and to improve its energy efficiency.

To this end, three novel algorithms for the SDN controller 
architecture are developed. The algorithms are capable of 

sensing the under-utilized bandwidth of primary applica-
tions and allocating it to secondary applications according to 
their requirements. In addition, the designed SDN controller 
determines the algorithm that can transmit the maximum 
amount of data, without any interference from a secondary 
application on the primary application bandwidth, thereby 
affording the maximum bandwidth satisfaction rate. Through 
the average traffic graph shown in Fig. 4, we considered 
three scenarios for the primary applications: without load, 
with mild load, and with heavy load. Based on these three 
data traffic scenarios, we have designed three algorithms for 
the SDN controller, which could provide a viable solution 
for bandwidth requirement of secondary applications. As 
shown in Fig. 5, there might be time interval when primary 
application requires mild bandwidth like smart education 
and one of the secondary application like smart water has 
high bandwidth requirement.

Fig. 2  Smart city primary applications
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Fig. 3  Smart city secondary applications

Fig. 4  Average traffic of primary applications in smart cities Fig. 5  Average traffic of secondary applications in smart cities
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The first inter-application wavelength redirection (IAWR) 
algorithm is activated under the no-load scenario for primary 
applications. The SDN controller transmits the secondary 
application data on the respective primary application wave-
length through ROADM. The second dynamic load balanc-
ing (DLB) algorithm is designed for the scenario in which 
a primary application is continuously transmitting data but 
has under-utilized bandwidth, which can then be used to 
transmit the data of a secondary application, determined by 
the SDN, enabled by the designed algorithm. Similarly, the 
third algorithm is designed for the scenario in which there 
are no sufficient under-utilized bandwidth slots for the pri-
mary applications. The designed bandwidth selection with 
resource allocation (BSRA) algorithm splits the secondary 
application load accordingly and then transmits it on the 
marginally available primary application bandwidth slots. 
Thus, the proposed algorithm uses the available bandwidth, 
without causing any interference in the functioning of pri-
mary applications. It can detect the free bandwidth slots of 
primary applications and use them in an optimized manner. 
The flow chart presented in Fig. 6 depicts the hierarchical 
use of the algorithm by the SDN controller. As shown in 
Table 1, the primary applications are assigned with the asyn-
chronous band of the data rate generated from their different 
respective components.

We used Optisystem 19.0 (Optiwave Systems Inc., Can-
ada) to set up the optical network for the smart city. The 
SDN controller algorithms are designed in MATLAB. Next, 
the optical network and the controller algorithms are co-
simulated to analyze the operation of the overall system.

3  Inter‑application wavelength redirection 
algorithm network architecture

In this section, we present the design of the dynamically 
reconfigurable ROADM-based TDM-DWDM optical net-
work, as shown in Fig. 7. ROADM is a practical approach 
to remotely control wavelengths that can be added/dropped 
or passed through a node [29, 30]. In this architecture, the 

main advantage of using ROADM is the dynamic allo-
cation of the available network bandwidth to individual 
users, without affecting the traffic and equalization of the 
power levels of different wavelength channels processed 
through every ROADM. The designed optical network 
provides capability and flexibility on the provisioning of 
wavelengths, regardless of the changes in the network. 
When there is no load at a primary application, the cor-
respondingly assigned wavelength is optically switched to 
a secondary application, as demonstrated in Fig. 7. In this 
optical network architecture, the optical switch is centrally 
controlled by the SDN controller through the IAWR algo-
rithm, rendering it a reconfigurable optical access network 
for smart cities.

The proposed SDN-controlled ROADM-based TDM-
DWDM optical access network for smart cities is dynamic 
and flexible, as it supports complementary real-time traffic 
adjustments between the primary and secondary applica-
tions. The bandwidth request varies for each smart city appli-
cation: Some may involve no load, whereas other secondary 
applications may have bandwidth requirements at that time. 
Based on this situation, we propose a novel IAWR algorithm 
to redirect wavelengths from a no-load primary application 
to a secondary application, thereby increasing the bandwidth 
satisfaction rate of the designed smart city optical network. 
The secondary applications then use this wavelength only 
during the time where there is no load from the concerned 
primary application. For example, smart education has no 
traffic load from 10 P.M. to 3 A.M.; therefore, this time slot 
can be used by any other secondary application for the trans-
mission of its data. Table 2 shows two time interval when the 
primary applications smart home and smart education have 
no loads. At this time, SDN will automatically drop these 
primary applications and add secondary applications such 
as smart agriculture and smart water on the corresponding 
wavelengths through ROADM.

This approach improves the transmission quality of the 
network and the bandwidth satisfaction rate of the end 
user. The algorithm used in the SDN controller is sum-
marized below:

Algorithm 1  Inter-Application Wavelength Redirection Algorithm
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Fig. 6  Hierarchical presentation 
of algorithm usage by the SDN 
controller
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The algorithm switches between primary and secondary 
applications, which implies that either the primary applica-
tion or secondary application data will be transmitted on the 
corresponding wavelength, depending on the availability of 
time interval.

3.1  Results and discussion

A well-organized communication network is a mainstay of 
any successful network. These networks transport various 
ultrahigh-quality data pertaining to smart city applications. 

Table 1  Data rate of smart city applications

Application Tentative data rate Application type

Smart home 5–10 Gbps Primary
Smart hospital 8–10 Gbps Primary
Smart transport 8–10 Gbps Primary
Smart education 6–8 Gbps Primary
Smart agriculture 2 Gbps Secondary
Smart waste 3 Gbps Secondary
Smart grids 3 Gbps Secondary
Smart water 5 Gbps Secondary

Fig. 7  SDN-controlled ROADM-based TDM-DWDM smart city network
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Therefore, the designed networks should be able to pro-
vide deterministic, quantifiable, and, at times, guaranteed 
services.

In Figure 8, at 12 noon, the ROADM output status is 
depicted, showcasing data transmission from all four pri-
mary applications (A, C, E, G) and their corresponding 
receptions as (B, D, F, H). The accompanying eye dia-
grams (1, 2, 3, 4) provide visual evidence of the successful 

transmissions. In Fig. 8, the successful transmission and 
reception of data from the smart home primary application 
(A and B) at a speed of 5 Gbps, and smart education applica-
tions (G, H) at 6 Gbps, are exemplified.

The average traffic graph (Fig. 4) underscores that the 
smart home and smart education applications exhibit mini-
mal data generation around 1 A.M. Consequently, this time 
slot presents an opportune window for another associated 
secondary application to effectively transmit its data. In 
Fig. 9, the ROADM output at 1 A.M. is illustrated, show-
casing the reallocation of resources. Specifically, the smart 
home wavelength is dropped, and smart agriculture begins 
transmitting data at a rate of 2 Gbps, denoted as A, B. 
Simultaneously, smart water, with a data rate of 3 Gbps, 
is introduced by dropping the smart education wavelength. 
The corresponding eye diagrams are presented to validate 
the successful transmission of these secondary applications.

Table 2  Wavelength redirection time for secondary applications

Primary application Availability of time 
intervals

Redirected sec-
ondary applica-
tion

Smart home 12–3 A.M Smart agriculture
Smart education 11 P.M.–4 A.M Smart water

Fig. 8  Data transmitted and received by smart home and smart agriculture in their respective time interval
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4  Joint bandwidth allocation algorithm

As described in the previous section, the SDN-controlled 
ROADM can transmit the load of either primary or sec-
ondary applications at a time. However, it is necessary 
to address the case involving simultaneously bandwidth 
requests from both applications. Table 2 shows that the 
number of slots is limited for any primary wavelength with 
no load. Here, we propose a novel joint bandwidth allo-
cation algorithm for the SDN-controlled TDM-DWDM 
optical network for smart cities to manage simultaneous 
bandwidth demands from primary and secondary appli-
cations. These algorithms ensure efficient utilization of 
available bandwidth by redistributing resources between 
primary and secondary applications based on their respec-
tive loads. This optimization prevents underutilization dur-
ing mild loads and maximizes bandwidth satisfaction for 

secondary applications during peak periods. This ensures 
that each secondary application receives an optimal share 
of bandwidth for the maximum available duration, con-
tributing to a more reliable and responsive network. The 
conceptual diagram shown in Fig. 10 illustrates that both 
the primary and secondary applications can transmit their 
data on the same wavelength, depending upon their respec-
tive bandwidth requirements. The MATLAB switch, act-
ing as the SDN controller, centrally controls all the smart 
city applications through the designed algorithms. The 
SDN controller can continuously sense the occupancy on 
a particular wavelength and the bandwidth requirement of 
secondary applications. Essentially, the SDN controller is 
the authority deciding the transmission wavelength for a 
secondary application that has the required slot along with 
the primary application. Here, we propose a novel joint 
bandwidth allocation algorithm for the SDN-controlled 

Fig. 9  Data transmitted and received by smart hospital and smart waste in their respective time interval
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TDM-DWDM optical network for smart cities to manage 
simultaneous bandwidth demands from primary and sec-
ondary applications.

To describe the proposed algorithm, we define the follow-
ing set of parameters below.

I:  Set of smart city primary applications (PA)

BWI:  Total bandwidth requirement of set I

J:   Set of smart city secondary applications (SA)

U(j):  Set of unallocated secondary applications

Bw:  Set of bands of required bandwidths

BWPAi:  Is the bandwidth request of any ith primary appli-
cation from set I

BWSAj:  Is the bandwidth request of any jth secondary 
applications from set J

BWBw:  Is the total request bandwidth of band Bw

BWMax:  Maximum bandwidth of the whole

With the mapping among the number of available wave-
lengths, primary applications, secondary applications, and 
their required bandwidths, the goal is to maximize the use 
of the wavelength by utilizing the bandwidth resources fairly 
between the primary and secondary users of the smart city. 
The procedure of the proposed algorithm is fully described 

Fig. 10  Joint transmission and reception of primary and secondary application data
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in Fig. 10. To better understand the proposed joint band-
width allocation scheme, we propose two algorithms: the 
DLB and BSRA algorithms. The algorithms used herein are 
described in detail in the following subsections.

4.1  Dynamic load balancing

Algorithm 2  Dynamic Load Balancing

 
During mild loads, the bandwidth requirement of a primary 
application on the associated wavelength is considerably 
low, whereas secondary applications may have bandwidth 
requirements at the same time. Therefore, we propose a 
novel dynamic load balance-based resource allocation 
algorithm to balance the bandwidth between the primary 

and secondary applications. This balancing improves the 
bandwidth satisfaction rate of secondary applications by 
utilizing the given bandwidth for the maximum available 
duration, through redistributing a heavily loaded secondary 
application to the wavelength of a lightly loaded primary 

application. It is worth noting that the transmission param-
eters (modulation format and symbol rate) remain the same, 
regarding of whether the secondary application is reassigned 
to any wavelength. Thus, the transmission delay of second-
ary applications is reduced. This algorithm can be summa-
rized as Algorithm 2.
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Fig. 11  Joint transmission and 
reception of primary and sec-
ondary application data
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Fig. 12  Joint transmission and 
reception of primary and sec-
ondary application data
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4.1.1  Results and discussion

The DLB algorithm provides flexibility in simultaneously 
transmitting both primary and secondary application data. 
When the bandwidth requirement of any primary application 
is low, the DLB-based SDN controller transmits any second-
ary application data, along with the primary data, on the asso-
ciated wavelength. The DLB algorithm-based SDN controller 
provides the best mapping for the simultaneous transmission 
of the primary and secondary application data on a single 
wavelength. Here, the results are shown for two scenarios.

Figure 10 illustrates the input data rates for both primary 
and secondary applications, along with their outputs during 
a specific time slot. Specifically, the first switch, highlighted 
in dark blue, represents the output at 4 A.M. At this time, 
smart agriculture transmits data at a rate of 2 Gbps, concur-
rently with smart home, which operates at 4 Gbps, below its 
maximum requirement of 10 Gbps.

Similarly, at 2 P.M., the second switch displays the out-
put, where smart waste transmits data at a rate of 2.5 Gbps, 
accompanied by smart hospital operating at 1.8 Gbps, below 
its maximum requirement of 10 Gbps. Additionally, at 11 
P.M. and 6 A.M., the third switch showcases smart grids and 
smart water-transmitting data at rates of 2.4 and 4.2 Gbps, 
respectively, along with smart transport and smart education. 
This strategic resource allocation optimizes the utilization of 
network resources during these specific time slots.

In Fig. 11, it is observed that at 2 P.M., the bandwidth 
requirement of smart hospital is around 4 Gbps, notably 
lower than its maximum capacity of 10 Gbps. In contrast, 
smart waste necessitates a bandwidth of 2.8 Gbps during this 
period. The outcome signifies the successful transmission 

and reception of data from both smart waste (C, D) and 
smart hospital (A, B), as evidenced by the accompanying eye 
diagram featuring a quality factor of approximately 14.32.

Likewise, the findings depicted in Fig. 12 reveal the con-
current transmission of smart education and smart water data 
at 6 A.M. During this time, smart education requires approx-
imately 1 Gbps of bandwidth, while smart water demands 
4.2 Gbps. The corresponding eye diagrams are presented, 
and they exhibit a quality factor of 17.03, affirming the suc-
cessful transmission of data from both applications.

4.2  Bandwidth selection with resource allocation 
(BSRA)

In the above-stated algorithm, a secondary application 
searches for available bandwidth to transfer its load. How-
ever, it is possible that no direct bandwidth is available on 
any primary application wavelength to transfer the entire load 
of the secondary application that may happen during heavy 
load hours. Therefore, we propose a BSRA algorithm where 
the entire load of a secondary application is split into slots 
to transmit the load across the available primary application 
bandwidth slots for the corresponding wavelength. The ability 
of BSRA to split the load into slots provides increased flex-
ibility in managing the bandwidth requirements of secondary 
applications. This adaptability allows for dynamic adjustments 
in response to varying loads, ensuring optimal bandwidth dis-
tribution and accommodating fluctuations in demand. During 
heavy load hours, the BSRA algorithm helps mitigate con-
gestion by efficiently utilizing available primary application 
bandwidth slots, resulting in a more reliable and responsive 
network. The detailed algorithm is stated as Algorithm 3. 

Algorithm 3  Bandwidth Selection with Resource Allocation
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4.2.1  Results and discussion

The BSRA algorithm can be used to transmit the secondary 
application data at any point of time, along with a primary 
application. Based on the available bandwidth slots at pri-
mary applications, the BSRA-based SDN controller trans-
mits the secondary application loads. As an example, the 
SDN controller sent smart water data with the data of two 
primary applications: smart home and smart transport. The 
load generated by smart water is approximately 4 Gbps at 
8 P.M. Figure 4 shows that there is no 4 Gbps slot available 

among the primary applications. Therefore, this 4 Gbps is 
then divided into two slots of 2 Gbps each: One 2 Gbps load 
of smart water is transmitted with smart home, whereas the 
other 2 Gbps load is transmitted with the smart transport 
primary application. The same scenario is demonstrated 
through the timing diagram, validated by the correspond-
ing eye diagrams in Fig. 13. Here, eye diagrams are used to 
show the transmission quality of digital signals transmitted 
through designed TDWDM-based optical network using 
BSRA algorithm.

Fig. 13  Joint transmission and reception of primary and secondary application data



74 Photonic Network Communications (2024) 47:57–78

5  Overall network performance

The smart city optical network system consists of an SDN 
controller and the TDM-DWDM PON system, as shown 
in Fig. 1. This includes 4 primary and secondary applica-
tions, 4 wavelengths, 4 areas covered under each smart city 
application, and N = 20 devices in each case. The weekly 
recorded bandwidth requirement range for each application 
is presented in Figs. 4 and 5. According to the varying band-
widths requested by the smart city applications in each time 
slot, the wavelength assignment and the data rate are varied; 
however, the maximum data rate remains fixed at 10 Gbps.

In this study, the bandwidth satisfaction rate is defined as 
the ratio of the bandwidth provided by the primary applica-
tion system to the secondary application traffic requests, as 
shown in the following formula:

where Bs indicates the bandwidth satisfaction rate, BWalloc 
is the bandwidth allocated to the secondary application, and 
BWreq is the bandwidth requested by the secondary applica-
tion. A performance comparison of the bandwidth satisfac-
tion rates between the proposed DLB and BSRA algorithms 
is performed.

The result in Fig. 14 shows that the proposed BSRA 
algorithm outperforms the DLB algorithm in terms of the 
bandwidth satisfaction rate. During peak traffic periods, 
an increase of up to 30% in the bandwidth satisfaction rate 
is noted. Moreover, the bandwidth requests of secondary 
applications are almost entirely satisfied. This is because 
the BSRA algorithm redirects the wavelength of light-load 
primary applications to heavy-load secondary applications, 
effectively reducing the network congestion. Therefore, the 

(1)Bs = BWalloc∕BWreq,

Fig. 14  Bandwidth satisfaction rate
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Fig. 15  Throughput of DLB and BSRA algorithms

Fig. 16  Final BER and quality factor for data rates of smart city applications
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BSRA algorithm can considerably improve the bandwidth 
satisfaction rate by balancing the requirement and assign-
ment of bandwidths for secondary application on the pri-
mary application wavelengths.

Figure 15 presents the throughput results for various sce-
narios using both algorithms. The findings demonstrate the 
system’s effectiveness in successfully transmitting data over 
a specified time period. Throughput, in this context, serves 
as a metric for the system’s ability to handle and transfer 
data efficiently. A higher optical system throughput signifies 
an increased capacity for data transmission, a critical aspect 
in applications like telecommunications, data centers, and 
high-speed internet connections where efficient transmission 
of large volumes of information is essential.

The BER essentially specifies the ratio of error bits 
received among the total bits sent. It is used to measure 
the quality of transmission, which is expressed as a nega-
tive power of 10. According to the forward error correc-
tion (FEC) limit, a BER exceeding 10−9 is unacceptable. 
Here, the BER observations indicate that the designed 
SDN-controlled TDM-DWDM-based optical network 
system performs satisfactorily at higher data rates. The 
results show that, even with the lowest received power, 
the system performance exceeds the acceptable range, as 
the BER remains below the aforementioned threshold (i.e., 
<= (10−9)

The results shown in Fig. 16 illustrate the performance of 
the proposed system in the form of the Q-Factor. The maxi-
mum accomplishable data rate with an acceptable Q-Factor 
(Q>= 6.0) is 32 Gbps, at the minimum received power of 
− 33 dB. Meanwhile, the system exhibits remarkable results 
at a received power of − 22 dB, as the Q-Factor is 14.2 for 
a data rate of 32 Gbps.

6  Conclusion

This study presented an SDN-controlled dynamically 
reconfigurable TDM-DWDM-based optical network for 
smart cities, which enabled the utilization and allocation 
of the under-utilized bandwidths of primary applications to 
secondary applications. The architecture of the SDN con-
troller is designed such that it precisely manages the net-
work resources among all the smart city applications, thus 
affording a more energy-efficient network. Furthermore, we 
developed three novel algorithms (IAWR, DLB, and BSRA) 
for the SDN controller architecture. These algorithms can 
sense the under-utilized bandwidths of primary applications 
and allocate them to secondary applications based on their 
requirements. Notably, the proposed algorithm exploits the 
under-utilized bandwidths of primary applications, without 
any interference in their functioning. The proposed algo-
rithms can detect available bandwidth slots of the primary 

applications and utilize them in an optimal manner, thereby 
improving the user satisfaction rate and ensuring a good user 
experience. Moreover, the SDN provides a global view of 
the overall network and centrally controls all the smart city 
applications by allocating network resources accordingly. 
The results indicate that the user satisfaction is increased, 
even during peak hours, under the proposed scenarios.

Furthermore, the SDN provides a global view of the 
entire network and centrally controls all smart city appli-
cations by allocating network resources accordingly. The 
results demonstrate increased user satisfaction, even dur-
ing peak hours, under the proposed scenarios. Moreover, 
the system performs remarkably well in terms of Bit Error 
Rate (BER) and quality factor. The findings suggest that 
high-speed optical networks like these can be readily imple-
mented in smart cities, providing opportunities to deploy 
smart city applications while efficiently addressing citizens’ 
communication needs.

Acknowledgements The authors would like to thank the “Research 
project grant to the faculty of DTU” under Delhi Technological Univer-
sity for its financial support of this work under file no. DTU/Council/
BOM-AC/Notification/31/2018/5738. The authors would also like to 
thank the anonymous reviewers for the feedback.

Author Contributions Both the authors agree with their contribution.

Funding No funding available.

Data Availability Not applicable

Declarations 

Conflict of interest Not applicable.

Ethical approval Not applicable.

References

 1. Guevara, L., Auat Cheein, F.: The role of 5G technologies: chal-
lenges in smart cities and intelligent transportation systems. Sus-
tainability 12(16), 6469 (2020)

 2. Singh, G., Kaur, G.: Design and analysis of uncoupled heterogene-
ous trench-assisted multi-core fiber (MCF). J. Opt. Commun. 8, 
000010151520200305 (2021)

 3. Singh, G., Kaur, G.: Design of 21-core trench and air-hole assisted 
multi-core fiber for high speed optical communication. Opt. Eng. 
60(12), 125103–125103 (2021)

 4. Singh, Garima, Khorshidahmad, Amin, Kaur, Gurjit, Atieh, 
Ahmad: Design of 31 and 37 cores trench-assisted and air-hole 
assisted multi-core fibre for high-density space-division multi-
plexing. J. Mod. Opt. 69(8), 436–441 (2022)

 5. Yaqoob, I., Hashem, I.A.T., Mehmood, Y., Gani, A., Mokhtar, 
S., Guizani, S.: Enabling communication technologies for smart 
cities. IEEE Commun. Mag. 55(1), 112–120 (2017)

 6. , Bonk, R.: The future of passive optical networks. In 2021 Inter-
national Conference on Optical Network Design and Modeling 
(ONDM), IEEE, pp. 1–3 (2021)



77Photonic Network Communications (2024) 47:57–78 

 7. Feng, N., Ma, M., Zhang, Y., Tan, X., Li, Z., Li, S.: Key technolo-
gies for a beyond-100G next-generation passive optical network. 
Photonics 10, 101128 (2023)

 8. Dhakad, B., Tomar, R. S., Mishra, S., Ojha, S. S., Sharma, M., 
Akashe, S.: Design and analysis of low BER with high speed 16 
channel WDM communication network for 5G and beyond. In 
2023 1st International Conference on Innovations in High Speed 
Communication and Signal Processing (IHCSP), IEEE, pp. 541-
546 (2023)

 9. Butt, R.A., Faheem, M., Ashraf, M., et al.: Sleep-aware wave-
length and bandwidth assignment scheme for TWDM PON. 
Opt. Quant. Electron. 53, 295 (2021)

 10. Luo, Y., Zhou, X., Effenberger, F., Yan, X., Peng, G., Qian, 
Y., Ma, Y.: Time-and wavelength-division multiplexed passive 
optical network (TWDM-PON) for next-generation PON stage 
2 (NG-PON2). J. Lightwave Technol. 31(4), 587–593 (2012)

 11. Usman, A., Zulkifli, N., Salim, M.R., Khairi, K., Azmi, A.I.: 
Optical link monitoring in fibre-to-the-x passive optical network 
(FTTx PON): a comprehensive survey. Opt. Switch. Netw. 39, 
100596 (2020)

 12. Borges, R.M., Marins, T.R.R., Cunha, M.S.B., Filgueiras, 
H.R.D., da Costa, I.F., da Silva, R.N., SodrÃ, A.C.: Integra-
tion of a GFDM-based 5G transceiver in a GPON using radio 
over fiber technology. J. Lightwave Technol. 36(19), 4468–4477 
(2018)

 13. Li, Z., Yi, L., Hu, W.: Key technologies and system proposals of 
TWDM-PON. Front. Optoelectron. 6, 46–56 (2013)

 14. Naqshbandi, F., Jha, R.K.: TWDM-PON-AN optical backhaul 
solution for hybrid optical wireless networks. J. Mod. Opt. 63(19), 
1899–1916 (2016)

 15. Nakayama, Y., Hisano, D.: Wavelength and bandwidth alloca-
tion for mobile fronthaul in TWDM-PON. IEEE Trans. Commun. 
67(11), 7642–7655 (2019)

 16. Kumari, M., Sheetal, A., Sharma, R.: Performance analysis of a 
full-duplex TWDM-PON using OFDM modulation with red LED 
visible light communication system. Wireless Pers. Commun. 119, 
2539–2559 (2021)

 17. Garg, A.K., Madavi, A.A., Janyani, V.: Energy efficient flexible 
hybrid wavelength division multiplexing-time division multiplex-
ing passive optical network with pay as you grow deployment. 
Opt. Eng. 56(2), 026119 (2017)

 18. Tang, J.M., Shore, K.A.: Wavelength-routing capability of recon-
figurable optical add/drop multiplexers in dynamic optical net-
works. J. Lightwave Technol. 24(11), 4296–4303 (2006)

 19. Rani, A., Bhamrah, M.S., Dewra, S.: Performance evaluation of 
the dense wavelength division multiplexing system using recon-
figurable optical add/drop multiplexer based on digital switches. 
Opt. Quant. Electron. 52(11), 1–13 (2020)

 20. Thyagaturu, A.S., Mercian, A., McGarry, M.P., Reisslein, M., Kel-
lerer, W.: Software defined optical networks (SDONs): a compre-
hensive survey. IEEE Commun. Surv. Tutor. 18(4), 2738–2786 
(2016)

 21. Jha, R.K., Llah, B.N.M.: Software defined optical networks 
(SDON): proposed architecture and comparative analysis. J. Eur. 
Opt. Soc.-Rapid Publ. 15(1), 1–15 (2019)

 22. Singh, S., Jha, R.K.: SDOWN: a novel algorithm and compara-
tive performance analysis of underlying infrastructure in software 
defined heterogeneous network. Fiber Integr. Opt. 38(1), 43–75 
(2019)

 23. Hua, B., Zhang, Z., Wang, L.: Joint multi-dimensional resource 
allocation algorithm for a TWDM/OFDM-PON-based software-
defined elastic optical access network. Opt. Fiber Technol. 55, 
102136 (2020)

 24. Garg, A.K., Janyani, V., Batagelj, B.: Ring based latency-
aware and energy-efficient hybrid WDM TDM-PON with ODN 

interconnection capability for smart cities. Opt. Fiber Technol. 58, 
102242 (2020)

 25. Kumari, M., Sharma, R., Sheetal, A.: A hybrid next-generation 
passive optical network and visible light communication for future 
hospital applications. Optik 242, 166978 (2021)

 26. Open Data Plateform:Indian Smart Cities, Engaging communica-
tion through oprn data. Retrieved January 2022, from https:// smart 
cities. data. gov. in/

 27. Sinaeepourfard, A., Garcia, J., Masip-Bruin, X., Marín-Tordera, 
E., Cirera, J., Grau, G., Casaus, F.: Estimating Smart City sen-
sors data generation. In 2016 Mediterranean Ad Hoc Networking 
Workshop (Med-Hoc-Net), IEEE, pp. 1–8 (2016)

 28. A smart city of 1 million will generate 180 million gigabytes of 
data per day by 2019, predicts Cisco study. Retrieved October 
28,2015, from https:// www. dqind ia. com/

 29. Soole, J.B.D., Pafchek, R., Narayanan, C., Bogert, G., Jam-
panaboyana, L., Chand, N.J., Fischer, M., Ling, M., Earnshaw, 
M.P., Kojima, K., Swaminathan, V.: DWDM Performance of a 
packaged reconfigurable optical add-drop multiplexer subsystem 
supporting modular systems growth. IEEE Photon. Technol. Let-
ter. 15(11), 1600–1602 (2003)

 30. Chadwick, P., Moghaddam, Y.: Routing and switching in optical 
networks: comparing the benefits of hybrid vs. router-only solu-
tions. Terabit Opt. Netw. Archit. Control Manag. 4213, 275–280 
(2000)

Publisher's Note Springer Nature remains neutral with regard to 
jurisdictional claims in published maps and institutional affiliations.

Springer Nature or its licensor (e.g. a society or other partner) holds 
exclusive rights to this article under a publishing agreement with the 
author(s) or other rightsholder(s); author self-archiving of the accepted 
manuscript version of this article is solely governed by the terms of 
such publishing agreement and applicable law.

Dr. Garima Singh has obtained her PhD from 
Department of Electronics and Communica-
tion Delhi Technological University, Delhi. 
She obtained her BE degree in Electronics 
and Communication Engineering from 
Sharda University in 2013 and ME (Elec-
tronics and Communication) from Jaypee 
Institute of Information and Technology in 
2015. She has been the topper throughout her 
academic carrier and has the distinction of  

receiving an A+ for her ME thesis. She has spent over 3 years towards 
research and teaching. Her professional experience and research are in 
the area of Cognitive Radio, Cooperative Communication, Green Smart 
Technology, Internet of Things, Optical and Wireless Communication 
System and Networks. She has several publications in SCI indexed 
International Journals and conferences including book chapters in lead-
ing international press like IGI, CRC and Elsevier.

Dr. Gurjit Kaur a bright scholar, gold medalist 
throughout including B.Tech and M.Tech 
and president awardee has spent over 15 
years of her academic career towards 
research and teaching in the field of Elec-
tronics and Communication. She is having 
distinction of receiving a Gold medal by for-
mer President of India A P J Abdul Kalam 
for being overall topper of the Punjab Tech-
nical University, Jalandhar by securing 82% 

marks. She has been a topper throughout her academic career. She 
earned her Ph.D. degree from Panjab University, Chandigarh in 2010 

https://smartcities.data.gov.in/
https://smartcities.data.gov.in/
https://www.dqindia.com/


78 Photonic Network Communications (2024) 47:57–78

and her M. Tech from PEC University of Technology, Chandigarh in 
2003 with distinction. Presently Dr Kaur is working as an Associate 
Professor at Delhi Technological University, Delhi India. Prior to that 
she was working as an Assistant Professor in the School of Information 
and Communication Technology, Gautam Buddha University, Greater 
Noida, India. Her research interests include Optical CDMA, Wireless 
Communication system, high-speed interconnect and IOT. Her name 
has been listed in Marquis Who’s Who in Science and Technology, 
USA. She has published more than 70 papers in journal and confer-
ences, authored one book on Optical Communication, and one book 
chapter on WiMax of Florida Atlantic University, published by CRC 
Press. Besides this, she has presented her research work as short 
courses/tutorials in many national and international conferences. She 

served as a reviewer of various journals like IEEE transactions on com-
munication etc. Dr Kaur is recipient of Prof. Indira Parikh 50 Women 
in Education Leader Award in world Education Congress, Mumbai, 
India in 2017. She also received Bharat Vikas Award by Institute of 
Self Reliance in National Seminar on Diversity of Cultural and Social 
Environment at Bhubneswar, Odisha, in 2017. She worked as an con-
vener for two international conferences i.e. International ICIAICT 2012 
which was organized by CSI, Noida Chapter and International confer-
ence EPPICTM 2012 which was organized in collaboration with 
MTMI, USA, University of Maryland Eastern Shore, USA and Frost-
burg State University, USA. She worked as Professor at School of 
Information and Communication Technology, Gautam Buddha Uni-
versity, Greater Noida, India and in Departmrnt of Electronics and 
Communication, Delhi Technological University, Delhi, India.


	Design and analysis of novel SDN-controlled dynamically reconfigurable TDM-DWDM-based optical network for smart cities
	Abstract
	1 Introduction
	2 Proposed smart city network architecture and design
	3 Inter-application wavelength redirection algorithm network architecture
	3.1 Results and discussion

	4 Joint bandwidth allocation algorithm
	4.1 Dynamic load balancing
	4.1.1 Results and discussion

	4.2 Bandwidth selection with resource allocation (BSRA)
	4.2.1 Results and discussion


	5 Overall network performance
	6 Conclusion
	Acknowledgements 
	References




