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Abstract
This paper presents a comprehensive cross-layer framework on the performance of transmission control protocol (TCP) over
a free-space optical (FSO) link, which employs automatic repeat request (ARQ) and adaptive modulation and coding (AMC)
schemes. Not similar to conventional works in the literature of FSO, we conduct a Markov error model to accurately capture
effects of burst errors caused by atmospheric turbulence on cross-layer operations. From the framework, we quantify the
impacts of different parameters/settings of ARQ, AMC, and the FSO link on TCP throughput performance. We also discuss
several optimization aspects for TCP performance.
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1 Introduction

Free-space optical (FSO) communication is an optical wire-
less communication technology based on the propagation of
light in free space. Achieving data rates comparable to that
of fiber optics without incurring exorbitant costs and requir-
ing significant amount of time for installation, FSO is able
to provide low-cost, time-constrained and high-bandwidth
connectivity in various network scenarios [1].

In FSO links, one of the major performance-degrading
factors, particularly for extended links, is the atmospheric
turbulence [2]. The turbulence caused by solar heating and
wind (even in a clear day) results in rapid fluctuations in
both intensity and phase of the received signal and con-
sequently degrades the reliability of FSO systems [3]. In
order to cope with the issue, numerous techniques have been
proposed in over the past decade. Among them, link adap-
tation technologies, such as automatic repeat request (ARQ)
and adaptive modulation and coding (AMC) schemes, have

B Chuyen T. Nguyen
chuyen.nguyenthanh@hust.edu.vn

1 School of Electronics and Telecommunications, Hanoi
University of Science and Technology, Hanoi, Vietnam

2 School of Computer Science and Engineering, The University
of Aizu, Aizuwakamatsu, Japan

3 School of Electrical Engineering, Korea Advanced Institute of
Science and Technology (KAIST), Daejeon, South Korea

recently received significant research attention due to advan-
tages of efficiency and no additional physical infrastructures
required. It is believed that link adaptation technologies will
be indispensable components in the future FSO network
architectures [4,5].

On the other hand, transmission control protocol (TCP)
is a reliable transport protocol for many Internet applica-
tions, includingFTP,Telnet, E-mail.Nevertheless, it has been
proven that the TCP performance is severely degraded in
high-error-rate environments, including both radio and opti-
cal wireless (e.g., FSO) communications. Therefore, such
environments pose formidable challenges to maintain the
TCP reliability [6–9].

1.1 Related works

In radiowireless communications,many proposals have been
reported to overcome the degradation of TCP performance.
It is seen in these studies that the existence of link adaptation
technologies plays an important role in improving the TCP
performance [6,7].

In FSO communications, several studies have also been
devoted to modeling and evaluation of the TCP performance
over FSO links. Nevertheless, in these works, the impacts of
link adaptation technologies on improving the TCP perfor-
mance were still not investigated thoroughly. In particular,
Lee et al. focused solely on the transport layer and math-
ematically analyzed the TCP throughput over FSO without
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considering link adaptation technologies [9]. In other studies,
therewas the existence of ARQ, yet the transmission rate was
assumed to be fixed; the authors then investigated TCP per-
formance by using simulation tools andmathematicalmodels
(see in [10,11], respectively). The TCP performance over
FSO links has also been experimentally studied byNECCor-
poration [12], and again, link adaptation technologies were
not considered in this work.

Furthermore, it is important to note that most existing ana-
lytical studies of TCP performance were often done with
uniform error models [9–11] where the error structure of dif-
ferent block transmissions was assumed to be independent.
Nevertheless, in FSO channels, because the temporal corre-
lation time of the atmospheric turbulence process is of the
order of several milliseconds, burst errors often occur during
the transmission [13], i.e., the error structure is correlated.
In the literature of wireless communications, it has also been
proven that uniform models might not be suitable for rep-
resenting the burst error patterns due to fading phenomena
[14]. Instead, Markov chain models have been introduced in
this situation to accurately describe the burst errors [15,16].
They, however, have not been considered so far in studies of
TCP performance over FSO channels, which motivates us to
propose this contribution.

1.2 Our contributions

This paper aims to provide a comprehensive cross-layer per-
formance analysis for TCP over FSO links, in which both
ARQ and AMC schemes are considered. It is worth men-
tioning that the understanding of combined effects of link
adaptation technologies and FSO links on the TCP perfor-
mance would be critical to design and optimize protocol
parameter configurations for FSO networks under the harsh
condition of atmospheric channels. The main contributions
of this paper are threefold:

– First, we develop a link level model assuming ARQ at
the link layer and AMC at the physical layer. This model,
therefore, captures important aspects of future FSO links
architecture. It removes the limitations of existing works,
which assumed either no link adaptation technologies or
only ARQ employed.

– Second, we provide a more accurate performance anal-
ysis of TCP over FSO channels. Instead of using the
uniform error model, we take into account the nature of
burst error through using a Markov chain error model.

– Through our evaluation framework,we evaluate and opti-
mize TCP performance. Specifically, we quantify the
impacts of different parameters/settings of ARQ, AMC
and FSO links on TCP throughput performance. We
then discuss several optimization aspects for TCP per-
formance.

Fig. 1 Network scenariowith a TCP connection over FSO link employ-
ing ARQ and AMC

In practical scenarios where FSO link is a part of the whole
network connection, it is expected that our framework could
help Internet service providers andnetworkdesigners in qual-
ifying TCP performance. Actually, suggestions to improving
the TCP performance can also be provided through our work.

2 Networkmodel

2.1 Network description

Figure 1 illustrates our considered end-to-end network
scenario between a TCP server and a client over wired net-
works and an FSO link. The data are transmitted from the
server to the client, whichwill be presented in details through
network layers. The application and network layers are, nev-
ertheless, supposed to be ignored since this work focuses
on the TCP performance with effects of FSO atmospheric
turbulence.

At the transport layer, one of the TCP variants is imple-
mented, and in this paper, we adopt TCP Reno without loss
of generality [17]. The performance of the others can be ana-
lyzed in the same way. The operation of TCP Reno is mainly
based on the additive increase and multiplicative decrease
(AIMD) algorithm, which combines linear growth of the
congestion windowwith an exponential reduction when con-
gestion takes place [18]. The transmitted data unit in this layer
is segment with a size of LTCP. Each segment will be then
divided into N f small data units, i.e., frames for the data
transmission at lower layers.

At the data link layer, ARQprotocol is implemented. Dur-
ing the data transmission, frame errors might happen, and the
server does not receive any acknowledgment (ACK) before a
predefined timeout. In this case, it keeps re-transmitting the
frame until the ACK is successfully received. If the frame
does not get through the networks after M re-transmissions,
the corresponding TCP segment is assumed to be lost.

At the physical layer, data are transmitted frame by frame
over wired and FSO links. In this paper, we focus on the FSO
channel to analyze the effects of the atmospheric turbulence
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on the TCP performance. In particular, it is widely known
in the literature that the FSO channel can be modeled as a
random process with gamma–gamma distribution in which
the probability density function (pdf) of the signal-to-noise
ratio (SNR) is expressed as [19]

fγ (γ ) = (αβ)
α+β
2
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4
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where γ and γ̄ are the instantaneous and average SNRs,
respectively. Γ (.) is the gamma function and Kα−β(.) is the
modified Bessel function of the second kind and order α−β.
Parameters α and β describe the turbulence experienced by
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Here, σ 2
R is the Rytov variance, and in the case of plane wave

propagation, it is given by

σ 2
R = 1.23C2

nk
7/6L11/6, (3)

where C2
n is the altitude-dependent index of refractive struc-

ture parameter, and it typically varies from 10−17 to 10−13

accordingly to the atmospheric turbulence strength. L is the
channel distance, and k = 2π/λ is the optical wave number
[20]. The cumulative distribution function (cdf) denoted by
Fγ (γ ) of γ can be also written as

Fγ (γ ) = 1

Γ (α)Γ (β)
× G2,1

1,3

[
αβ

√
γ

γ̄
|1α,β,0

]
, (4)

where G2,1
1,3[·] is the Meijer’s G-function [21].

2.2 Adaptive modulation and coding (AMC)

In order to copewith the atmospheric turbulence, the adaptive
modulation and coding (AMC) technique is employed at the
physical layer. The purpose of AMC is to maximize the data
rate by controlling transmission parameters based on channel
conditions, while maintaining a predefined frame error rate
Ptarget. In this paper, Ptarget is supposed to used for a given
quality of service (QoS), and is determined as

Ptarget := P
1

M+1
loss , (5)

Fig. 2 AMC scheme to cope with atmospheric turbulence

where Ploss is the required maximum frame error rate at the
physical layer afterM re-transmissions [22].We describe the
operation of AMC schemes in detail in Fig. 2. There is an
AMC controller at the transmitter, while an AMC selector is
employed at the receiver. Different transmission modes with
different transmission rates are available, where each mode
is represented by a standard modulation and coding format.
Based on estimated channel state information (CSI), assumed
to be perfect in this paper, the AMC controller can select suit-
able transmission modes. Table 1 shows an example of AMC
with N = 5 transmissionmodeswhich employs convolution-
ally coded Mn-ary QAM, adopted from the HIPERLAN/2 or
the IEEE 802.11a standards [23]. We also use this example
for further performance evaluation, while other examples can
be similarly constructed.

We separate the entire SNR range into N+1 intervals with
boundary points denoted as {γn}N+1

n=0 , where n is the mode
index. Transmissionmode n is selected if γ ∈ [γn, γn+1). No
transmission is allowed when γ < γ1 to avoid high frame
error rate (FER). The algorithm searching for the thresholds
{γn}N+1

n=0 to achieve Ptarget is as

γ0 = 0,

γn = 1

gn
ln

(
an

Ptarget

)
,

γN+1 = +∞, (6)

where an and gn are the mode-dependent parameters, which
we can see in Table 1 [24].

3 Finite-state Markov channel model

In this section, we adopt a finite-state Markov model to
capture characteristics of the considered FSO channel. In
particular, the FSO channel along with five different trans-
mission modes in Table 1 can be modeled as a Markov chain
of six states as shown in Fig. 3 [25]. The channel is in state
n (n = 0, 1, 2, 3, 4, 5) if the received SNR falls into the
interval of

[
γn, γn+1) where γ0 = 0 and γ6 = +∞. In other

words, the probability that the channel is in state n denoted
by Prn can be written as
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Table 1 Transmission modes
with convolutionally coded
modulation

TM 1 TM 2 TM 3 TM 4 TM 5

Modulations BPSK QPSK 8-QAM 16-QAM 32-QAM

Coding rate Rc 1/2 1/2 3/4 3/4 3/4

Rn (bits/symbol) 1 2 3 4 5

an 67.7328 73.8279 58.7332 55.9137 50.0552

gn 0.9819 0.4945 0.1641 0.0989 0.0381

γpn (dB) 6.3281 9.3945 13.9470 16.0938 20.1103

Fig. 3 Finite-state Markov channel model

Prn =
γn+1∫
γn

fγ (γ )dγ = Fγ (γn+1) − Fγ (γn), (7)

where fγ (γ ) and Fγ (γ ) are found in (1) and (4), respectively.
Under the characteristics of slow-fading channel, we

assume that the transitions only happen between adjacent
modes. As a result, the probabilities of moving from mode n
to mode l can be computed as follows [26]

pn,n+1 = N (γn+1) T f

Prn
, if n = 0, . . . , N − 1,

pn,n−1 = N (γn) T f

Prn
, if n = 1, . . . , N ,

pn,l = 0, if |l − n| ≥ 2, (8)

where T f = L f
Rs Rn

is the frame transmission time at mode n
in which Rn (bits/symbol) is the information rate, L f (bits)
is the frame size, and Rs (symbols/s) is the fixed symbol rate.
N (γn) is the level crossing rate of signal level of γn during
the SNR process, in the positive direction only (or in the
negative direction only), which can be written as follows [5]
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4π t0
exp

⎡
⎣ 1

2
(
1 − e4σ 2

s

) (γn − γ

γ

)2
⎤
⎦ , (9)

where t0 is the coherence time and σ 2
s is log intensity vari-

ance. σ 2
s describes the strength of the turbulence and can be

expressed by [27]
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where d = √
kD2/4L . k, D and L are the optical wave

number, receiver aperture diameter and channel distance,
respectively. In addition, the probabilities of staying at the
same state n can be written as follows:

pn,n =

⎧⎪⎨
⎪⎩
1 − pn,n+1 − pn,n−1, if 0 < n < N ,

1 − p0,1, if n = 0,

1 − pN ,N−1, if n = N .

(11)

In summary, the transition probabilities can be represented
in a (N + 1) by (N + 1) matrix of P as

P =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

p0,0 p0,1 · · · 0
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...

0
. . .

. . . 0

... · · · pN−1,N−1 pN−1,N

0 · · · pN ,N−1 pN ,N

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (12)

We now find the average frame error rate at each state n,
which is denoted by FERn . In particular, according to [17],
it is approximately found as

FERn � an
Prn

∫ γn+1

γn

e−gnγ fγ (γ )dγ

= an B(α − β, 1 − α + β)

2PrnΓ (α)Γ (β)
(X − Y ) , (13)

where B(x, y) = Γ (x)Γ (y)
Γ (x+y) is the Beta function. In addition,
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where �(m, k) is the complementary incomplete Gamma
function, i.e., �(m, k) = ∫∞

k tm−1e−tdt , while ap(x, y) is
given by

ap(x, y) = (xy)p+y

Γ (p − x + y + 1)p! . (16)

4 Throughput performance analysis with
Markov error model

In this section, we study the TCP performance with impacts
of different parameters settings ofARQ,AMCandFSO links.
In particular, instead of using uniform errormodel as in previ-
ousworks, we adopt aMarkov errormodel extended from the
conventional Gilbert–Elliot scheme [28] to accurately ana-
lyze the average TCP throughput. The model is especially
suitable to FSO systems with slow-fading channels.

4.1 Markov error model analysis

Our Markov error model is shown in Fig. 4 with N differ-
entGood states, which correspond to N transmission modes,
and aBad state denoted byGk , k ∈ {1, . . . , N } andB, respec-
tively. In state Gk , frames are successfully transmitted, while
in state B, they are all in error. Here, we use only one state as
the commonbad state for all transmissionmodes to reduce the
complexity of the error model, thus simplifying the perfor-
mance analysis. As a result, transitions might occur between
the bad state and any good state. Nevertheless, the transition
within good states is supposed to only occur between adja-
cent ones due to the assumption of a slow-fading channel.
According to [28], the state transition probabilities between
B and B, B and Gk , Gk and B, Gk and Gh denoted by qBB,
qBGk , qGkB, qGkGh , respectively, can be calculated as

Fig. 4 Markov error model with N good states and one bad state

qBB = Pr {state B at t = n + 1|state B at t = n}
= Pr {state B at t = n + 1, state B at t = n}

Pr {state B at t = n}

=

N∑
n=1

N∑
l=1

PrnFERn pn,lFERl

N∑
n=1

PrnFERn

. (17)

qBGk = Pr {state Gk at t = n + 1|state B at t = n}
= Pr {state Gk at t = n + 1, state B at t = n}

Pr {state B at t = n}
=
∑N

n=1PrnFERn pn,k
(
1 − FERk

)
∑N

n=1PrnFERn
. (18)

qGkB = Pr {state B at t = n + 1|state Gk at t = n}
= Pr {state B at t = n + 1, state Gk at t = n}

Pr {state Gk at t = n}
=
∑N

n=1Prk
(
1 − FERk

)
pk,nFERn

Prk
(
1 − FERk

) . (19)

qGk ,Gh = Pr {state Gh at t = n + 1|state Gk at t = n}
= Pr {state Gh at t = n + 1, state Gk at t = n}

Pr {state Gk at t = n}
= Prk

(
1 − FERk

)
pk,h

(
1 − FERh

)
Prk
(
1 − FERk

) , (20)

where k, h ∈ {1, . . . , N }. We can also re-write transition
probabilities in a matrix form of Q as follows:

Q =
[
QBB QBG

QGB QGG

]
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=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

qBB qBG1 · · · qBGN−1 qBGN

qG1B qG1G1 · · · 0 0
qG2B qG2G1 · · · 0 0
qG3B 0 · · · 0 0
· · · · · · · · · · · · · · ·

qGN−1B 0 · · · qGN−1GN−1 qGN−1GN

qGNB 0 · · · qGNGN−1 qGNGN

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (21)

We then denote by qB and qGk the stationary proba-
bilities of state B and state Gk , respectively, and q =[
qB, qG1 , qG2 , ..., qGN

]
. According to the Markov chain the-

ory, we have

⎧⎪⎪⎨
⎪⎪⎩
q = q.Q,

qB +
N∑

k=1

qGk = 1.
(22)

By solving (22), we can easily obtain q.

4.2 Average frame error rate

Based on the errormodel analyzed in the previous subsection,
we can find the average FER defined as the ratio between the
average number of frames transmitted in state B (NB) and
the total one (Nt ) transmitted in all states, i.e.,

FER = NB

Nt
, (23)

where FER is the average FER. To do this, we now determine
NB and Nt . In particular, given a period of time, Nt can be
computed as follows:

Nt = NB +
N∑

k=1

NGk , (24)

where NGk is the average number of frames transmitted in
state Gk . It can be determined by

NGk = qGk R f kτ k, (25)

where qGk can be found via (22), R f k (frames/s) is the trans-
mission rate in channel state k and can be defined as

R f k = Rs × Rk

L f
, k = 1, 2, . . . , N , (26)

where Rs , Rk , and L f are the symbol rate, information rate,
and frame size, respectively. τ k is the average time duration
in channel state k, k = 1, 2, . . . , N , which is given as [28]

τ k = Prk
N (γk) + N (γk+1)

, (27)

where Prk and N (γk) are determined in (7) and (9), respec-
tively.

Besides, since frames transmitted in state B are all erro-
neous, NB can be calculated by

NB = qBR f BτB, (28)

where qB is determined via (22). R f B and τB are the aver-
age transmission rate and average time duration in state B,
respectively. They can be computed as follows:

R f B =
N∑

k=1

Prk R f k, (29)

and

τB =
N∑

k=1

Prkτ k . (30)

Finally, by substituting (24), (25) and (28) into (23), we
can obtain the average FER.

4.3 TCP throughput performance analysis

According to [29], the TCP Reno throughput denoted by η

can be approximately written as follows:

η = min

⎛
⎜⎜⎝ Wmax

E[RTT] ,

1

E[RTT]
√

4P
3 + T0 min

(
1, 3
√

3P
4

)
P
(
1 + 32P2

)
⎞
⎟⎟⎠ ,

(31)

where Wmax is the maximum window size, E[RTT] is the
average round-trip time, T0 is the initial time-out duration,
and P is the TCP segment loss probability. To find η, we
now calculate E[RTT] and P. In particular, E[RTT] can be
approximately obtained according to [29] as follows:

E[RTT] ≈ 2Twire + (L f /Rb + TCRC)(M + 1), (32)

where Twire is one-way transmission time in the wired net-
work and TCRC is the error detection time. L f /Rb is the time
to transmit a frame, while L f is the frame length, Rb (bps)
is the average bit error rate which can be defined as

Rb =
N∑

k=1

Prk Rs Rn, (33)
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Table 2 System parameters Name Symbol Value

TCP segment size LTCP 1500bytes

Frame size L f 500bytes

CRC checking time TCRC 20 µs

One-way trans. time in wired networks Twire 1 µs

The maximum bit rate Rbmax 1Gbps

Segment loss of the wired network Pwire 0

Symbol rate Rs 2 × 108 Symbols/s

Receiver aperture diameter D 0.02m

Optical wave length λ 1.55µm

Coherence time t0 1ms

In addition, M is the average number of re-transmissions
per frame and is calculated as

M = FER

1 − FER
− (M + 1)FER

M+1

1 − FER
M+1 . (34)

On the other hand, let PFSO and Pwire denote by the segment
loss probabilities in the FSO link and the wired network,
respectively. The TCP segment loss probabilityP can be then
expressed as

P = 1 − (1 − PFSO)(1 − Pwire), (35)

where PFSO = 1−
(
1 − FER

M+1
)N f

. Substituting (32) and

(35) into (31), we can obtain the TCP throughput.

5 Numerical results and discussion

In this section, the TCP throughput performance is evalu-
ated with different settings of ARQ, AMC schemes. System
parameters related to TCP and the link layer are described in
Table 2. Here, to focus on the effects of the FSO atmospheric
turbulence on the TCP performance, we assume that (i) there
is no segment loss in the wired networks and (ii) the one-
way transmission time of wired network and CRC checking
time are assumed in order of µs that causes a relatively low
delay. The data unit sizes (TCP segment and frame) are set
as recommended by the standard Ethernet (IEEE 802.3).

We first plot in Fig. 5 the Reno throughput performance
with respect to different values of SNR for given M = 1,
Ploss = 10−6, and L = 1500m. Regarding the FSO chan-
nel, we assume that C2

n = 7 × 10−15 m−2/3, C2
n = 3 ×

10−14 m−2/3, and C2
n = 6 × 10−14 m−2/3 represent for the

weak, moderate and strong turbulence, respectively. We can
see that as the SNR increases, the throughput increases until
it reaches a limit determined by the maximum window size
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Fig. 5 TCP throughput versus average SNR under different conditions
of atmospheric turbulence, given M = 1, Ploss = 10−6, L = 1500m

Wmax (4 or 8 segments in our case). In addition, it is under-
standable to see that an increase in turbulence strength results
in an increase in required SNR to achieve the same through-
put. For example, given Wmax = 8 the required SNRs to
achieve the maximum throughput are 34, 42 and 44dB for
weak, moderate and strong turbulence, respectively.

We now study the impacts of ARQ protocol on the TCP
performanceviaFig. 6.Here, the throughput is evaluated over
a moderate turbulence FSO channel with different values of
M , givenC2

n = 3×10−14 m−2/3, Ploss = 10−6, L = 1500m.
It is to evidently observe the advantage of ARQ in improv-
ing the throughput performance. In particular, when ARQ
with M = 1 is employed, the throughput can be achieved
over 800 Mbps at SNR=30dB, whereas that without ARQ
is only 400Mbps for the same SNR. Nevertheless, the use
of ARQ also significantly increases the average end-to-end
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transmission delay caused by the re-transmissions. There-
fore, the required SNR remains unchanged when M reaches
a threshold. In our case, we recommend that M = 2 is the
optimized value under the effects of moderate turbulence
channel.

The TCP performance is also studied in Fig. 7 under
different conditions of the QoS. In particular, we plot the
TCP throughput with respect to different values of Ploss
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Fig. 8 TCP throughput versus average SNR with different values of
channel distance, given C2

n = 8.10−15 m−2/3, M=1, Ploss = 10−4

(or the target frame error rate according to (5)), for given
C2
n = 3 × 10−14 m−2/3, M = 1, and L = 1500m. It is

very interesting to see that for a given value of SNR, as Ploss
increases the throughput increases, and after reaching a max-
imumvalue, it decreases. This is because the considered SNR
is quite high, and therefore, the systemcanhavemore chances
to select modes with higher transmission rates for higher val-
ues of Ploss, while still maintaining a predefined requirement
of system errors. Nevertheless, when Ploss reaches a thresh-
old (Ploss = 10−5 for SNR=20dB, for example), the system
error rate meets the requirement, and hence, the throughput
starts decreasing if Ploss keeps increasing. In this example,
the observed maximum throughput is 566Mbps.

We finally discover how the channel distance impacts the
TCP throughput performance via Fig. 8. It is understand-
able to observe that the considered system with a longer
distance needs more power (or higher SNR) to achieve the
same throughput in comparison with that with a shorter one.
This is because for a given level of the SNR, the longer the
distance, the higher the frame error rate.

6 Conclusions

A comprehensive cross-layer analysis for the TCP perfor-
mance over FSO links with the impacts of ARQ and AMC
schemes was studied in this paper. Different from previ-
ous works, the TCP throughput was accurately analyzed and
evaluated in a Markov error model to cope with the correla-
tion between consecutive block transmissions. The obtained
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results revealed the relation between the TCP throughput
and three groups of parameters, i.e., (i) its own parameter
(window size), (ii) channel-dependent parameters (distance,
turbulence strength, SNR) and (iii) parameters of adaptation
technologies (maximum number of re-transmissions and tar-
get FER).

We further saw that the last group of parameters was des-
ignable, which could be easily controlled to improve the
TCPperformance. For example,we could determine the opti-
mal target FER so that the TCP throughput was maximized.
Moreover, since the last two groups were in physical and
data link layers, it required a minimal cross-layer informa-
tion (only the first group needs to be transferred from the
transport layer to the lower layers) to determine the optimal
target FER. Therefore, by simply adding the corresponding
functions for cross-layer information exchange, this cross-
layer design could be implemented in existing systems for a
considerable improvement of the TCP throughput.
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