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Abstract The Ethernet passive optical network provides
broadband Internet access but also consumes a lot of energy.
Energy saving mechanisms using the dual-mode—Active
and Sleep modes—design for optical network unit (ONU)
in EPON still suffer unnecessary energy consumption, espe-
cially in asymmetric data flow such as video streaming
downloading service. The Doze mode is particularly suit-
able for handling the asymmetric data flow since it allows the
ONU’s transmitter to turn off while turning on its receiver to
receive data from optical line termination (OLT). However,
adding Doze mode into original dual-mode design incur a
greater challenge for OLT to identify the current status of
the ONU since the ONU cannot transmit any upstream mes-
sage to OLT at either Doze or Sleep mode. In this paper,
we propose a new QoS provisioning tri-mode energy saving
scheme, by integrating the Doze mode into original dual-
mode design, to allow theONU to switch to one of the energy
saving modes whenever no upstream traffic exists. A high-
priority upstream packet, arriving at ONU of energy saving
modes, is able to trigger the ONU back to Active mode for
QoSprovisioning purpose. Performance evaluation via simu-
lation has demonstrated the effectiveness of suchmechanism
in various asymmetric data flow. Furthermore, we propose
two additional enhanced approaches to increase the energy
saving effects by deferring the triggering action of the high-
priority upstream packet as well as coalescing new arrival
packets during waiting time into the same scheduling cycle.
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1 Introduction

At present, lots of Internet access networks are constructed
by passive optical networks (PONs) since the PON provides
cost-effective solutions for offering broad access service.
Besides, the most popular technology among PON technolo-
gies is Ethernet PON (EPON). The ONU, a main component
of EPON, consumes the major share of energy in such
network. To save energy, many schemes [1–3] have been
studied to reduce energy consumption by controlling ONU’s
energy mode. The main energy modes can be categorized
into Active, Doze, and Sleep modes, respectively. With
the Active mode, both ONU’s transmitter and receiver are
powered on. In the energy saving Doze mode, the ONU’s
receiver interface keeps on while its transmitter turns off.
For another energy saving Sleep mode, both of the transmit-
ter and receiver interfaces are powered off.

Some previous designs [4,5] adopt the dual-mode design
that allows the ONU to switch between Active and Sleep
modes periodically inONU.Suchdual-modedesignmay suf-
fer unnecessary power consumption in certain circumstance.
For example, considering an energy saving design without
Doze mode in the case of video streaming downloading ser-
vice, ONU has to stay in Active mode such that the ONU’s
receiver is able to receive downstream packets from OLT.
However, its transmitter also turns on in Active mode even
if there is no upstream traffic. It is noted that among Sleep,
Doze, andActivemodes, onlyDozemode allowsONU to use
its power-on receiver to receive downstream packets while
keeping its transmitter power-off in upstream channel. In
addition, a significant part of Internet access is operated in an
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asymmetric way that a user sends a small amount of request
messages in upstream and generally receives much data from
downstream. In such circumstance, the receiver power-on
ratio is much higher than the transmitter one for ONU.With-
out the Doze mode, both receiver and transmitter interfaces
need to be powered on, i.e., in the Active mode, to handle the
asymmetric traffic. It obviously incurs unnecessary power
consumption. Thus, the Doze mode is suitable to service that
asymmetric traffic while saving power. Therefore, adding
Doze mode into operations of ONU will help save consider-
able energy while keeping the service of downstream traffic.

A well-designed EPON network has to address the trade-
off issues between energy saving and quality of service (QoS)
performance.That is,ONU’s energymode, i.e.,Active,Doze,
and Sleep, should accommodate various traffics and switch
to corresponding energy mode. Integrating Doze mode for
ONU to allow theONU’s receiver to remain openwhile keep-
ing its transmitter close in the case where only downstream
data exist is applicable well for the asymmetric data flow.
However, such integration will incur a great challenge for
the OLT to identify the current status of ONU since the ONU
cannot transmit any upstreammessage to OLT at either Doze
or Sleep mode.

The purpose of this paper was to design an energy sav-
ing scheme that extends the period of energy saving while
providing the satisfied QoS performance for high-priority
messages in EPON. This study utilizes the downstream traf-
fic as implicit information to judge the current energy state of
ONU evenwithout exchangingmessage that allows theONU
to stay in Doze mode longer while only downstream traffic
exists for asymmetric traffic. It also enables the dozedONUto
enter Sleep mode directly if both upstream and downstream
are idle. Besides, it supports early wake-up mechanism in
both energy saving modes to satisfy the QoS requirements
of high-priority real-time traffic and to achieve a balance
between energy saving and QoS performance.

The design of EPON needs to satisfy QoS while provid-
ing the network access. When the energy saving scheme is
included into a QoS planned EPON, what is the relationship
between saving factors and perceived QoS performance?

The rest of this paper is organized as follows. In Sect. 2,
related works on EPONs are discussed. Section 3, the pro-
posed QoS provisioning tri-mode energy saving scheme, is
presented. InSect. 4, the performanceof the proposed scheme
is evaluated through simulations. Finally, the paper is con-
cluded in Sect. 5.

2 Related works

2.1 The energy saving designs in PONs

Over the past few years, a few energy saving schemes for
PONs had been proposed to reduce energy consumption.

Kubo et al. [1] designed a power saving mechanism with
variable sleep period to reduce power consumed by ONUs.
This mechanism allowed ONU to switch between Active and
Sleepmode periodically in accordance with the traffic condi-
tions to save energy. Guo et al. [2] further added aDozemode
for an ONU to save more power. Yet, the study focusing on
energy saving did not support the early wakeup triggered by
high-priority packets when the ONU resides in either Doze
or Sleep mode. Yan et al. [3] proposed an energy manage-
mentmechanism tomaximize the energy saving by switching
ONUs to Sleep modes and scheduling a suitable wake-up
time. However, the packet priority was not considered in this
study.

2.2 The QoS designs in PONs

Several studies had been made on improving bandwidth uti-
lization andQoS forEPONnetworks. The interleaved polling
with adaptive cycle time (IPACT) scheme in [6] explored
unused bandwidth, leading to an increase in the amount of
best-effort bandwidth. The bandwidth guaranteed polling
(BGP) algorithm proposed in [7] allowed the upstream
bandwidth to be shared based on a service-level agreement
between subscriber and service provider. The research of
dual deterministic effective bandwidth generalized processor
sharing (Dual DEB-GPS) in [8] provided a delay constraint
and lossless QoS for maximizing available bandwidth. The
approach of the dynamic bandwidth allocation algorithm for
multimedia services in [9] prioritized among packet classes
into three categories and delivered time-sensitive packets first
to increase the bandwidth effectiveness. Moreover, the study
of dynamic bandwidth allocation for QoS in [10] investi-
gated on combining gated transmission mechanisms such
as multi-point control protocol (MPCP) and DBA schemes
with priority scheduling and queue management for differ-
entiated service support. These previous designs improved
bandwidth utilization or QoS, but little attention had been
given to energy saving.

2.3 The QoS and energy saving designs in PONs

A few attempts considered both power saving and QoS per-
formance to a certain extent.Mandin [4] introduced a flexible
power saving method, which enabled ONU to wake up early
from the Sleep mode when a high-priority packet arrived.
However, the early wake-up mechanism was only used for
Sleepmode. Shi et al. [5] proposed a service-level agreement-
based energy-efficient scheme, which adjusted the period of
Sleep time for idle ONUs. The scheme divided packets into
high- and low-priority types and served high-priority pack-
ets first to alleviate high-priority packet delay. However, the
Doze mode had not been integrated into ONU’s energy level.
Hosseinabadi et al. [11] proposed a sleep control scheme to
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avoid frequent changes in energy modes of ONU by putting
ONU in listening mode for a period before going into Sleep
mode or changing to Active mode. The scheme uses Active
mode to deliver packets and save energy in Sleep mode. The
listening mode, which is different from Doze mode, is used
to monitor the traffic state to reduce the frequency of mode
change. Thismode cannot be used for delivering packets. The
work in [12] proposed a simple architecture which integrated
the Doze mode for switching energy saving modes and sup-
ported QoS performance design. However, the mechanism
implemented to follow a fixed energy saving modes switch-
ing order, i.e., Active, Sleep, and thenDozemode. Therefore,
the Doze mode cannot return back Sleep mode directly even
if channel is idle. Instead, the dozed ONU had to change
to Active mode first and then to Sleep mode, which incurs
unnecessary energy consumption.

Therefore, a scheme that considers the network perfor-
mance by allowing early wake-up mechanism on the energy
saving modes as well as the energy saving on three energy
levels including Active, Doze, and Sleep modes has not been
studied extensively so far.

3 Proposed scheme

3.1 The QoS provisioning tri-mode energy saving
scheme

The proposed scheme aims at improving the energy sav-
ing effect in EPON especially when both upstream and
downstream channels are idle as well as the asymmetric
traffic flows arise in ONU while remaining satisfied QoS
performance. There are seven ONU energy transition paths
designed in thework as shown in Fig. 1. The uppercase letters
A, D, and S are represented ONU’s Active, Doze, and Sleep
modes, respectively. Detailed switching rules are explained
as follows.

For the path (1), the Active ONU transits to the Doze
mode, if all upstream packets are delivered, but downstream
packets still exist. For the path (2), the Active ONU switches
into the Sleep mode, when both upstream and downstream
packets including high- and low-priority packets are deliv-
ered. For the path (3), the dozed ONU switches to Active
mode, if a high-priority upstream packet arrived at the ONU
or the maximum energy saving time was reached for avoid-
ing deregistration by OLT in MPCP protocol. For the path
(4), the slept ONU changes to Active mode, if a high-priority
upstream packet arrived at the ONU.

In the path (5), the slept ONU transits to Doze mode after
counting down a Y milliseconds. Note that ONU stayed at
Sleep mode can neither send nor receive messages. Thus,
both the ONU and the time-synced OLT synchronize the
period of this state by counting down the same Y millisec-

Fig. 1 Tri-mode state transition diagram

onds.After the time expired, the sleptONUentersDozemode
and OLT simultaneously records that the ONU has entered
Doze mode in polling table.

It is also worthwhile to note that a dozed ONU cannot
send reportmessages toOLT.Thus,OLTcannot receive those
request messages to schedule the ONUs. Fortunately, ONU
can receive messages from OLT in this mode. This scheme
uses the fact that the dozed ONU is able to receive down-
stream traffic from OLT. Furthermore, the state of receiving
downstream traffic can be used as implicit information to
break the limitation that the dozed ONU cannot send mes-
sages.

The following facts are noted for an ONU operated in
the Doze mode: First, the ONU still can receive down-
stream traffic from OLT, and second, the OLT continues
sending downstream traffic toONU. In our proposed scheme,
we assume that OLT will notify the ONU at the end of
downstream transmission period by piggybacking queue size
information within the downstream data. The information of
downstream traffic can be used to identify ONU in which
energy mode follows two steps: First, OLT uses the Gate
message in downstream traffic to tell ONU the information
of downstream queue size for ONU calculating the remain-
ing transmission time. Therefore, OLT knowswhen theONU
should go to Sleep mode and ONU can estimate the time to
sleep. Once the ONU enters the Sleep mode, a sleep timer is
activated, where the sleep time is a predefined period and is
activated on both OLT and ONU simultaneously. The OLT
can thus realize when the ONU will wake up. The status of
this sleep timer can also be used to identify an ONU in Sleep
mode or not. If this timer is activated, the OLT identifies
ONU in Sleep mode. Otherwise, OLT infers that ONU stays
in Doze or Active mode. Second, the case of receiving or no-
receiving Report message is the possible response after OLT
sends Gate message, like a probing signal, in downstream
traffic. The OLT can judge ONU is in Active mode by check-
ing whether it can receive Report message after OLT sends
the Gate message in a period of time. Otherwise, the ONU
staying in Doze mode is identified.
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Fig. 2 OLT side drives ONU to change mode from Doze to Sleep

As illustrated in Fig. 2, the ONU receives downstream
traffic right after the propagation delay Tp. Since the delay is
a constant value in fixed network architecture, it means that
the OLT can infer the time, T3, when this ONU completes
receiving data for the current traffic as shown in Fig. 2.

Using the implicit information and the inferring method,
both OLT and ONU are able to know the ending time of
downstream transmission, which triggers the path (6). Thus,
OLT directly records that the ONU is going to Sleep and
ONU transits to Sleep mode naturally without exchanging
anymessagewith the OLT. Otherwise, a dozedONU loops in
Doze mode, i.e., the path (7), if OLT perceives itself sending
packets continuously.Note that the dozedONUkeeps staying
in the Doze mode until the conditions in path (3) hold and
then switch to Active mode,

3.2 The enhancement of energy saving

Adding the path (6) described in the above section bene-
fits energy saving because ONU can return to Sleep mode
in one energy transition step instead of two steps: Doze to
Activemode and thenActive to Sleepmode.Besides, the path
(7) enables ONU staying in Doze mode longer. Through the
proposed scheme, the number of Active mode being entered
during overall operation cycles can be reduced because it
enables that a dozed ONU transits to Sleep mode directly
without passingActivemode and stays inDozemode tomax-
imum energy saving time as long as possible. However, when
the high-priority packet arrives or maximum energy saving
timer expires, the proposed scheme will transit an energy
saving ONU into Active mode. Once the ONU changes to
Active mode, the new arrived packets including high- and
low-priority packets and/or the low-priority packets accumu-
lated in the previous power saving mode need to be digested.
The ONUmay need to stay in Active mode for extended time

to delivery those packets. The energy saving can be enhanced
if frequency of Active mode for ONU can be decreased fur-
ther. There are two strategies introduced in the following that
reduce the ratio of ONU in Active mode: first the deferring
process and second the coalescing process.

3.2.1 The deferring process

The early wake-up mechanism in [12] triggers the ONU to
change to Active mode whenever the high-priority packet
arrives. The mechanism leads to extremely low packet delay
for high-priority packets but decreases the effects of energy
saving. In fact, the longer the ONU stays in Sleep and Doze
mode, the power saving effect is better enhanced. Thus, the
energy saving effects can be improved if high-priority pack-
ets in power saving mode of ONU are deferred to certain
allowable latency. That is, the switch back to Active mode
from either power saving mode due to early wake-up mecha-
nism is postponed to an acceptable amount of time whenever
ONU operates in Sleep and Doze modes.

Moreover, to effectively control the deferring process, the
maximum delay for high-priority packets should be less than
the maximum energy saving time in the proposed scheme,
since the ONU will be already switched to Active mode by
themaximumenergy timer. In addition, the Sleepmode timer
prevents the transmission and reception of both upstream and
downstream low-priority packets for such amount of time.
Similarly, the maximum delay in deferring process should
not excess this timer to preclude the above issues.

3.2.2 The coalescing process

The definition of the related parameters described in coa-
lescing process is listed in Table 1. First, the procedure of
the MPCP protocol is shown in Fig. 3. ONU sends Report
message toOLT to request the bandwidth size of Ri for deliv-
ering packets. OLT receives those messages from all ONUs
then to grant each request with grant bandwidth size of Gi .
There are packets with size Ai arriving during the waiting
time period WTi after sending Report message till receiving

Table 1 Coalescing process parameters

Gi Grant size in cycle i

Di Data size in cycle i

Ri Report size in cycle i

Ai Total packet length of all arrived packets in cycle i

ARi Packet arrival rate in cycle i

CTi The time duration of cycle i

TTi Total packet transmission time in cycle i

WTi Waiting time in cycle i

α Credit ratio
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Fig. 3 Packets arrive after request sent

Grant message from OLT in the cycle i . If those new arrived
packets are not to be granted, then they have to be scheduled
on next cycle i + 1 as the request Ri+1. ONU has to wait to
deliver those uncovered packets in next cycle and keeps in
theActivemodewithout entering energy savingmode to save
energy. In other words, if OLT can provide extra credit for
those packets in each cycle, it is more likely to allow ONU to
transmit all of its queued message and report the request size
of Ri+1 = 0. In such case, the ONU will be able to switch to
the power saving mode to save more energy.

The object of the coalescing process was to meet the
ONU’s total request demands including Ri and Ai within
cycle i . That is if OLT grants a perfect size, which is lower
than the size of MTW limited by MPCP, to the ONU, the
report size in next cycle Ri+1 for this ONU can be zero if:

Gi = Ri + Ai (1)

However, packets arrive at ONU randomly, an exact grant
size Gi for that ONU has to be predicted. More precisely,
the grant size includes two parts: current request size Ri and
new arrived size Ai . Because current request size Ri is a
nonrandom value sent by ONU, therefore only the size of
new arrived packets Ai needs to be predicted.

The coalescing process estimates the new arrived size
Ai in the current cycle from those arrived sizes in previous
cycles. It is noted that the next request size Ri+1 in cycle i+1
is the sum of current request size Ri plus new arrived request
size Ai to subtract grant size Gi in cycle i as illustrated in
Fig. 3. It can be expressed in the recursive form:

Ri+1 = Ri + Ai − Gi (2)

Since the period of cycle time CTi of an ONU being served
changes dynamically according to the request quantity in
each cycle, the arrival rate ARi has to be measured in each
cycle. By observing Eq. (2), the OLT in cycle i + 1 can
calculate the previous cycle arrived length Ai and arrival rate
ARi for each ONU during the previous waiting timeWTi as:

Ai = Ri+1 + Gi − Ri , ARi = Ai

WTi
(3)

Besides, OLT calculates the mean arrival rates ARi of latest
m cycles as the estimated arrival rate Âi+1 for real arrival
rate Ai+1 by:

Âi+1 = WTi+1 · ARi , ARi = 1

i

i∑

k=i−(m−1)

ARk (4)

To take into consideration the burst traffic appeared in net-
work, another parameter, credit ratio α, is included to allow
the real arrived size Ai+1 larger than the estimated value
Âi+1. Combining the request length Ri+1 and estimated Âi+1

with adjusted credit ratio, in cycle i + 1 the final grant size
Gi+1 given by OLT for an ONU becomes:

Gi+1 = Ri+1 + Âi+1 × (1+ α) (5)

Comparing Gi+1 = Ri+1 + Ai+1 from Eq. (1) for cycle
i +1, if the estimated size Âi+1× (1+ α) in Eq. (5) is equal
to actual size Ai+1, the request size, Ri+2, in cycle i + 2 for
ONU becomes zero. This means ONU can deliver all packets
in current cycle i + 1 and then switch to energy saving mode
instantly, without continuously staying at the Active mode
for next cycle, to save more energy.

Note that if the estimated size is smaller than actual
required size, it indicates that the grant size is too small such
that the ONU cannot go to energy saving mode and has to
wait for transmitting the remaining packets in next cycle. On
the contrary, if the estimated size is larger than the actual size,
the excessive bandwidth given byOLT represents the channel
idle time. The period cannot be utilized by other ONUs since
the service time has been scheduled solely for this ONU. All
other ONUs will waste energy if they have been staying at
Active mode.

3.2.3 The integration of the deferring and coalescing
processes

The deferring process helpsONU stay in energy savingmode
because this process puts off the timing to activate early
wake-up mechanism when high-priority packet arrives at
ONU of Sleep or Doze mode. Hence, the ONU can remain
in energy saving mode for a longer time. Besides, the coa-
lescing process provides ONU an extra credit to satisfy both
requirements of current request and the new arrived request
during waiting time. This may result in a higher chance that
all packets of both requests can be delivered together in the
same cycle. Therefore, ONU can change to the energy saving
mode as early as possible. It can be observed that the coalesc-
ing process terminates the period of ONU in Active mode as
early as possible and the deferring process extends the ratio
of ONU staying in Sleep or Doze mode as long as possi-
ble. Consequently, the combined effects of energy saving by
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the integration of the deferring and coalescing processes are
expected to be significant.

4 Performance evaluation

The performance evaluation of the proposed mechanism
is conducted through simulation results. The simulation
includes four aspects: (1) the performance of the pro-
posed QoS provisioning tri-mode energy saving scheme; (2)
the comparison between dual-mode and tri-modes; (3) the
impact of deferring process; and (4) the impact of integration
on deferring and coalescing processes. The metrics evalu-
ated in simulation comprise energy state ratio, average cycle
time, downstream packet delay, and upstream packet delay.
The parameter settings for simulation are listed in Table 2.
Note that both upstream and downstream loadings are nor-
malized such that the normalized value of 1 represents a total
of 1.6 Gbps requested bandwidth if all 16 ONUs requested
100 Mbps in EPON network. This value corresponds to the
result that each ONU transmits or receives 100 Mbps in the
upstream or downstream channel, respectively. The normal-
ized value of 0.625 represents an overloading channel for
either upstream or downstream channel.

4.1 The performance of the proposed QoS provisioning
tri-mode energy saving scheme

Different traffic sources affect performance significantly. To
test the response by different traffic sources, we input Poisson
and self-similar traffic to the EPON network with proposed

Table 2 Simulation parameter settings

Parameter Value

ONU count 16

Downstream channel capacity 1 Gbps

Upstream channel capacity 1 Gbps

OLT–ONU distances 20 km

Traffic pattern I Poisson

Traffic pattern II Self-similar

Guard interval 5μs

Frame size 64–1518 bytes

ONU queue size 8 Mbytes

Maximum transmission window (MTW) 15,000 bytes

Simulation time 10s

Upstream scheduling method IPACT limited service

Y (timer for Sleep to Doze mode) 20 ms

Maximum energy saving time 997 ms (<1s)

Deferring time 1.5 ms

Credit ratio 0.1, 1

scheme, where the self-similar traffic can be constructed by
multiplexing a large number of ON/OFF sources that have
ON and OFF period lengths. In this simulation, the self-
similar traffic generator refers from [13] with setting the
parameters: alpha on, alpha off, and beta on to 1.4, 1.2, and
1, respectively.

For Poisson traffic, the number of incoming packets fol-
lows the Poisson distribution and the length of each packet is
typically modeled as an exponential distribution. One differ-
ence between two traffic sources for our power saving scheme
is that the self-similar traffic has the obvious and long-tailed
OFFperiod, in contrast toPoisson traffic.Thus,we can expect
that ONU has higher chance to stay at power saving mode,
i.e., Doze or Sleep mode, longer in self-similar traffic. Com-
paring Figs. 4 and 5 for the same upstream loading at 0.1,
the Active mode ratio in self-similar is lower than that in
Poisson traffic. It is because ONU in period of OFF period
for self-similar traffic is prone to staying in power saving
mode longer without having to switch between Active and
power saving modes frequently. Since the self-similar traffic
is a more realistic model and can reflect the bursty nature of
packet data. Thus, for the following sections, we only show
the simulation results with self-similar traffic model.

Besides in both Figs. 4 and 5, there is a similar variation
between normalized downstream loading of 0.55 and 0.70
for different traffics source. We take Fig. 5 as an example to
explain this variation phenomenon. There are two key points
to watch: the point 1, i.e., the ratio of Sleep mode becomes
zero at traffic loading0.6, and the point 2, i.e., the downstream
loading by the OLT to each ONU is more than MTW when
loading beyond 0.65, as shown in the Figure. Along with
the increase in downstream loading to 0.6, which is close to
the full capacity for downstream channel, the ratio of Sleep
mode start going to zero since the downstream queue at ONU
is not empty at any time. According to the designed rule,
ONU can only stay in either Active or Doze mode. The ONU
staying in Sleep mode will keep its upstream low-priority
packets in the buffering queue. However, the state of Sleep
mode disappeared at downstream loading 0.65. The upstream
low-priority packets originally accumulated at ONUof Sleep
mode, according to our rule, will drive the ONU to switch
to Active mode. In addition, we use a downstream centric
scheduling algorithm; the upstream packets are scheduled to
deliver whenever OLT needs to deliver downstream packets.
Hence, the increasing downstream loading also increases the
delivery of upstreampackets, as shown in the going upActive
mode curve between loading 0.6 and 0.65 in the figure, until
the downstream loading reaches full loading. The increasing
ratio ofActivemode leads to the ratio reduction inDozemode
since ONU in Active mode must digest those accumulated
low-priority upstream packets, which has been buffered for
a period of time completely before the ONU can go back to
Doze mode.
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Fig. 4 Energy state ratio of the proposed scheme in upstream loading 0.1 for Poisson traffic

Fig. 5 Energy state ratio of the proposed scheme in upstream loading 0.1 for self-similar traffic

Figure 6 exhibits the downstream packet delay for
upstream loading 0.1. The average high- and low-priority
packet delays of downstream keep in a low value of 9.0 and
9.6ms. But they arise dramatically around at saturated point,
the normalized loading 0.625, because of channel overload-
ing. The variation in the worst-case delay in Fig. 6 is quite
large becauseONUwould go to power savingmode for a long
OFF period and return Active mode in a burst ON period. For
the upstream packet delay in Fig. 7, the average high-priority
packet delay of upstreamkeeps in a small value of 3.9ms. The
average low-priority packet delay is around 13.8ms, which
is higher than high-priority packet. The variation in maxi-
mum upstream delays is also large as the bursty nature of the
traffic.

4.2 The comparison between dual-mode and tri-mode

Figure 8 shows the energy state ratio in upstream loading 0.1
for dual-mode. For an easier way to compare dual-mode in
Fig. 8 with tri-mode in Fig. 5, a metric of the total normalized

power consumption is defined as summation of the power
consumption multiplying energy state ratio for each mode,
where the power consumption is the normalized power ratio
for Doze and Sleep to Active mode referred, and averaged
from [14–18], the ratios for Doze and Sleep to Active are 0.3
and 0.1, respectively.

After converting energy state ratio to normalized power
consumption value as shown in Fig. 9, the ONU with tri-
mode consumes the power value around 0.25 while below
downstream loading 0.6. Beyond the loading 0.6, the tri-
mode ONU increases the power consumption to normalized
power value 0.5. In contrast, dual-mode ONU consumes a
huge amount of power to value 1, i.e., no energy saving effect.
Since without Doze mode, ONU needs to use Active mode
with higher power consumption to serve asymmetric traffic.

However, we also found the power consumption of the
tri-mode ONU is higher than that of using dual-mode while
below downstream loading 0.55. The reason is that ONU
tends to stay in Sleep mode in certain lower downstream
loading. According to our design, the slept ONU switches
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Fig. 6 Downstream packet delay of the proposed scheme in upstream loading 0.1

Fig. 7 Upstream packet delay of the proposed scheme in upstream loading 0.1

Fig. 8 Energy state ratio in upstream loading 0.1 for dual-mode

to Doze mode after its sleep timer expired. This succeed-
ing Doze mode starts serving the downstream traffic that
consumes higher power, which is also benefit to Qos per-

formance. In contrast to higher downstream loading in the
design, ONU tends to stay in Active mode. ONU changes
Active mode to Doze mode once the downstream-only traf-
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Fig. 9 Normalized power consumption for using dual-mode and tri-mode ONU in upstream loading 0.1

Fig. 10 Energy state ratio in upstream loading 0.1 for proposed scheme using deferring process

fic remains. At this moment, the Doze mode plays a role to
help ONU serve downstream-only traffic instead of Active
mode in dual-mode that saves energy.

The result shows that the tri-mode ONU maintains pretty
low-power consumption for downstream loading beyond
downstream loading 0.55 though its power consumption is
higher than that of usingdual-modebelow loading0.55.More
energy can be saved if a new designed scheme keeps using
dual-mode in lower downstream loading such as to design
a dynamic scheme which can adaptively use dual-mode or
tri-mode according to varied traffic loading.

4.3 The impact of deferring process

The deferring process delays the high-priority packets, which
otherwise will be delivered by early wake-up mechanism
without delay, to extend the ratio of energy saving mode for
ONU. Figure 10 shows the energy state ratio of the proposed
scheme with deferring process of maximum upstream high-
priority delay of 1.5ms in the case of upstream loading 0.1.

The ratio of ONUActive state is lower than the scheme with-
out using deferring process as shown in Fig. 5. Both ratio of
Doze and Sleep modes are increased to compare with Fig. 5.
It is because the high-priority packets arriving during energy
saving state in either Doze or Sleep will be deferred to the
maximum time of 1.5ms. ONU can stay in energy saving
mode longer, and this increased energy saving ratio results
in the decrease in Activemode. The upstream packet delay of
the schemewith deferring process has similar results in Fig. 7
of the base scheme, i.e., without using deferring process. The
average high- and low-priority packet delay is a value of 12.6
and 23.4ms which is a little bit higher than the base scheme.
The deferring process let ONU stay in energy saving mode
longer to decrease the energy consumption but increase the
delay. The delay is higher than our deferring setting 1.5 ms
because of the physical constraint. Figure 11 exhibits the
normalized power consumption for proposed scheme using
deferring process in upstream loading 0.1 compared to base
scheme in Fig. 5. The energy is saved in higher downstream
loading, namely loading beyond 0.6. However, the energy
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Fig. 11 Normalized power consumption for proposed scheme using deferring process in upstream loading 0.1

Fig. 12 Energy state ratio in upstream loading 0.1 on integrating both deferring and coalescing process

saving effect is not obvious since the Active ratio below
downstream loading 0.6 is already quite low in self-similar
traffic as shown in Fig. 10, and thus, the effect of saving
energy is limited.

4.4 The impact of integrating on both deferring and
coalescing processes

Figure 12 shows the energy state ratio in upstream loading 0.1
on adding coalescing process for the proposed scheme with
deferring process. The coalescing process decreases Sleep
mode ratio belowdownstream loading 0.6, and it also slightly
decreases the Active ratio beyond downstream loading 0.6
as shown in Fig. 12. For an easier way to observe, we again
aggregate three energy state ratios into the normalized power
consumption defined in Sect. 4.2 as shown in Fig. 13.

Figure 13 shows that the scheme with deferring process
and adding coalescing process consumes a little bit higher
power than the base, i.e., Fig. 5, in upstream loading 0.1

below lower downstream loading 0.6. It is because reserv-
ing extra bandwidth by coalescing process may also increase
the ratio of ONU staying in Active mode when burst traf-
fic arrives at lower downstream loading. While in higher
downstream loading, this process saves energy, but the saving
effect is not obvious. It is because the ON andOFF periods in
self-similar traffic have huge gap that affects the prediction
accuracy for granting a suitable size in coalescing process.
Thus, the saving effect is limited for self-similar traffic.

Figure 14 shows the average cycle time in upstream
loading 0.1 of proposed scheme versus scheme with both
deferring and coalescing processes. The scheme with defer-
ring and coalescing process will increase the average cycle
time below downstream loading 0.6 in comparison with base
scheme. Furthermore, Fig. 15 shows the average high prior-
ity packet downstream delay for scheme with deferring and
coalescing process between downstream loading 0.05 and
0.6 in most cases is lower than the base of Fig. 5. That is
why, the scheme with deferring and coalescing process has
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Fig. 13 Normalized power consumption in upstream loading 0.1 on integrating both deferring and coalescing process

Fig. 14 Average cycle time in upstream loading 0.1 of proposed scheme versus scheme with both deferring and coalescing processes

Fig. 15 Average high-priority packet downstream delay in upstream loading 0.1 between downstream loading 0.05 and 0.6

higher power consumption than base scheme of Fig. 5 below
downstream loading 0.6 as shown in Fig. 13. It also implies
that during this period of loading, ONU has higher QoS per-
formance.

5 Conclusion

The EPON network design needs to address the trade-off
issues between energy saving and performance. The ONU’s
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systemshould switch dynamically to correspondingmode for
various traffic scenarios. The proposed mechanism jointly
considers the saving energy and network performance by
extending the period of ONU staying in energy savingmodes
and returningActivemodewhile high-priority packet arrives.
Besides, the proposed scheme utilizes the existing traffic as
implicit information without exchanging message to allow
ONU to stay in Doze mode while only downstream traf-
fic exists for asymmetric data flow and return to Sleep
mode directly if both upstream and downstream channels
are idle. Using this implicit information as perceiving down-
stream traffic provides the dozed ONU an opportunity to
synchronize with OLT and thus breaks the limitation that
the message is unable to handshake for the dozed ONU.
As for the slept ONU, its transmitter and receiver can nei-
ther send nor receive message from OLT. Our work uses the
timer design in Sleep mode to synchronize the energy state
between ONU and OLT. The proposed scheme uses Doze
mode and combines early wake-up mechanism in energy
saving mode to provide satisfactory QoS performance. In
addition, this scheme further delays the high-priority packet
in allowable bound in energy saving mode and delivers the
remaining packets in one cycle time to end transmission as
early as possible in Active mode to maximize the energy
saving effect. Performance evaluations through extensive
simulations have demonstrated the effectiveness of our pro-
posed mechanisms to achieve power saving while providing
satisfactory QoS performance. For the future works, the sim-
ulation with larger scale setting such as NG-PON and a
dynamicmode switching scheme for different traffic loadings
to further enhance energy saving effect will be performed and
studied.
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