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Abstract In this paper, we propose two strategies for sparse
regenerator placement (RP) in translucent optical networks,
named most used regenerator placement (MU-RP), and most
simultaneous used regenerator placement (MSU-RP). Our
proposals are compared to well known RP algorithms pre-
sented in literature for two different network topologies for
different network loads, distribution of load along the net-
works and number of translucent nodes. MSU-RP presented
remarkable results and outperformed all previous approaches
in all cases, while MU-RP obtained a slightly superior or
similar performance when compared to previous approaches
presented in the literature.
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1 Introduction

Optical networks emerged as a promising solution to pro-
vide infrastructure to deal with the ever-growing bandwidth
demand generated by the recent released telecommunications
services [1].

In the first generation of optical networks, all the network
nodes were opaque. This means that an optical to electri-
cal and an electrical to optical conversion (O/E/O) has to be
accomplished in all nodes of the lightpath, i.e. the optical sig-
nal needs to be converted to the electrical domain at each
node of the lightpath, then the signal has to be electronically
processed and reconverted to the optical domain [2]. These
networks require an excessive number of O/E/O interfaces,
which increases the overall capital expenditure (CAPEX) and
operational expenditure (OPEX) of the network. The CAPEX
is related to the cost of these interfaces, while the OPEX is
related to theenergyconsumptionand themaintenance issues.
On the other hand, these O/E/O interfaces permit to restore the
quality of the optical signal by performing re-amplification,
re-formating and re-timing (3R regeneration) [2].

An alternative to the opaque networks is to avoid the
use of O/E/O interfaces by routing the signal in the opti-
cal domain along the core nodes. This solution is referred
in the literature as all-optical networks or transparent optical
networks [2]. In these networks, the optical signal propa-
gates from the source node to the destination node with no
O/E/O conversion. In general, all-optical networks present
lower CAPEX and OPEX, but are more susceptible to the
impairments imposed by the physical layer. It occurs since
no 3R regeneration is performed and the penalties generated
by the impairments are accumulated for several fiber spans
and devices.

Translucent optical networks (TON) can be viewed as an
interesting solution to deal with this trade-off, by balancing
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network performance and CAPEX/OPEX [3]. TONs are
planned to just have some of the nodes with regeneration
capabilities and can be classified in two categories according
to the strategy to deploy the regenerators in the network [3]:
islands of transparency and sparse regeneration.

The first one aims to create islands of transparency [3–5],
in which all the nodes that belong to a given island are trans-
parent and do not present any regeneration capability. Cross-
connectors with regeneration capability are located only in
the nodes positioned on boundaries of the island. The main
problem of this approach is to properly define the clusters of
transparent nodes [4].

The sparse regeneration refers to the strategical distribu-
tion of the regeneration capability by selecting a set of nodes
along the network to place these devices [3,6]. These regen-
erators are used to perform 3R signal regeneration when it
is necessary [6,7]. In this paper, we are concerned with the
sparse placement approach since we believe it can yield to
more appropriate and cost-effective use of the regeneration
resources.

To use the sparse approach, one needs to use a regenera-
tor placement (RP) algorithm [3]. The RP algorithm decides
which nodes should be translucent and the number of regen-
erators that should be installed in each of these nodes. The
RP problem takes place during the network design and is
classified as a NP-complete problem [3]. In the theory of
computational complexity, the NP-complete class consists of
the decision problems for which no deterministic algorithm
with a polynomial complexity is known to solve the problem.
This means that the time (or number of steps) required to find
the optimal solution to such problems grows exponentially
as the number of input variables of the problem increases.
If no property of the function under optimization is know
in advance, the optimal solution for these problems might
require an exhaustive search (i.e. testing all possible inputs).
An exhaustive examination of all RP solutions requires:

N∏

i=1

((G(i) ·W )+ 1) (1)

evaluations, where N is the number of the network nodes,
G(i) is the node degree of the i th network node and W is
the number of wavelengths in the network. This number of
evaluations clearly grows exponentially with the number of
nodes N .

One might try to find the optimal solution for the RP prob-
lem by using some tool provided by the operational research
(mathematical programming). In this paper, we consider the
case of the optimization of the network blocking probabil-
ity as a function of the number of regenerators placed in
the network, assuming a dynamic traffic. Since, in general,
the network blocking probability is a non-linear function of
the number of regenerators placed in the network, no integer

linear programming (ILP) technique can be applied in this
scenario. Instead, a non-linear integer programming tech-
nique, which requires a prohibitive computational time if
no property of the function under optimization is know in
advance, should be applied to deal with this problem. Since
no a priori information is known about the blocking probabil-
ity function, finding the optimal solution to the RP problem
could be computationally infeasible even considering a small
number of input variables.

In order to tackle the RP problem in the considered sce-
nario, two approaches can be used: an approximation algo-
rithm or a heuristic algorithm. The first provides an algorithm
that ensures a nearly optimal solution for some NP-complete
problem with a reduced computational complexity compared
to the original problem. The second makes use of informa-
tion or insight about the problem to solve it quickly. Both
strategies allow solving computationally complex problems
in a reasonable time frame. However, these strategies do not
guarantee that the obtained solution is an optimal solution.

Recently, Flammini et al. [8] investigated the computa-
tional complexity of the RP problem for a network with a
static traffic. The authors declare that there is no approxi-
mation algorithms for solving the RP problem that assumes
a restriction on the number of the regenerators available to
be placed in the network. This is exactly the case we are
dealing with in the present paper. Moreover, we are studying
the RP problem considering a dynamic traffic environment,
which is much more challenging than the static traffic con-
sidered in [8]. Because of these issues, we are using heuristic
approaches to solve the RP problem in this paper.

Most of the RP algorithms presented in the literature are
focused solely on the network topology or on the network
traffic distribution [6]. The topology-based RP algorithms
consider only the network topology information, such as:
the number of nodes and links, the node degree, the sta-
tic physical impairments information, among others [6,9].
These approaches can be easily implemented, but in gen-
eral do not return solutions that present high network perfor-
mance. It occurs since the network can be submitted to a wide
variety of traffic patterns, which were not considered during
the placement process. On the other hand, the RP algorithms
based on the traffic load distribution determine the locations
of the regenerators based on the traffic load information [6].
These strategies are usually more time consuming, but yield
better network performances for the load distribution used
during the optimization process.

The physical layer information should be used to decide
the regenerator locations in order to obtain an optimum solu-
tion. This can be done by evaluating directly the optical physi-
cal impairments [10] or by determining the maximum optical
transparent reach (MOTR), which is the maximum distance
that an optical signal can reach without needing regener-
ation [11]. In a scenario where the traffic load varies, the
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MOTR is only an approximation, since the MOTR of a given
lightpath may change, dynamically, over the time.

In a scenario in which the connection are dynamically
requested to the network (considered in this paper), the con-
trol plane must decide on-the-fly when and in which node a
signal must be regenerated. This problem is known as regen-
eration assignment [9] or regeneration allocation [6] (RA).
One should observe that there might be multiple nodes with
regeneration capability along the lightpath. The RA algorithm
must decide at which nodes of the route the optical signal
must regenerated. An efficient RA uses as few regenerators
as possible, leaving these assets free to attend future regen-
eration needs. One should observe that an efficient RA algo-
rithm may even reduce the minimum number of regenerators
needed to maintain the performance, thus leading to a lower
CAPEX.

The RA algorithm may split a given route in a chain of
several transparent segments. Each of these transparent seg-
ments may not have the same wavelength, which character-
izes a wavelength conversion [6]. This feature can be used
to deal with lack of resources. For example, when the same
wavelength is not available in all links that belongs to a light-
path. We name this case regeneration triggered by the wave-
length contention (tWC). The RA algorithm can also be trig-
gered, that is, find an available regenerator in the route, when
the quality of the signal is below a predefined threshold. We
name this case regeneration triggered by unacceptable signal
quality of transmission (t QoT ).

In this paper, we propose three heuristic algorithms for
translucent networks using 3R regeneration: one for the RA
problem and other two to deal with the RP problem. In the
Sect. 2, we review some previous RP algorithms. In Sec-
tions 3 and 4, we present our proposals to tackle the RA and
the RP problems, respectively. Section 5 describes the sim-
ulation setup. The simulations results are presented and dis-
cussed in Sect. 6. Finally, we give our conclusions in Sect. 7.

2 Previous works

In this section, we review some strategies for regenerator
placement reported in the literature. Most of the heuristic RP
algorithms for dynamic traffic reported in the literature are
based on two main ideas: node counter and ranking (NC&R)
and transitional weight (TW) [12]. These strategies are usu-
ally used jointly.

In the NC&R strategy, a dedicated counter is assigned for
each network node. The counter is incremented depending
on the heuristics used by the RP algorithm. At the end of the
process, the nodes that the counter presents higher values are
selected for placement (ranking). The most used node selec-
tion and placement strategy is the NX-policy [6,9,12,13].
The NX-policy stands for the class of RP algorithms that

assume as the algorithm input information about the number
of desired translucent nodes (N ) and the number of regen-
erators to be placed in each selected node (X ). The TW is
often used as counter increment strategy. The TW assumes a
given routing algorithm and each time a route passes thought
a given node the counter of this node is incremented or not
according to the heuristics used. There is the Topology-TW
strategy, where only one route linking all possible pairs of
source and destination nodes are considered, and there is the
Traffic-TW strategy, where a given traffic matrix is consid-
ered during the algorithm evaluation.

Yang and Ramamurthy [14] proposed four heuristic algo-
rithms to solve the RP problem. Two algorithms are based
on the network topology: static with random (SWR) and sta-
tic with topology (SWT), whereas the other two are based
on the traffic: dynamic with load (DWL) e dynamic with
BER (DWB). The SWT, DWL and DWB are NC&R algo-
rithms. The SWT tries to identify the most centralized node.
DWL and DWB use the Traffic-TW strategy for node counter
incrementation and the node counters are incremented by a
number that is, respectively, the order of the giving node in
the route and the bit error rate measured in the given node in
the route.

Ye et al. [12] proposed three heuristic RP strategies based
on the network topology. The first strategy is purely the Traf-
fic-TW with NC&R with the node counter incremented every
time a route traverses a given node. The second strategy
ranks the nodes according to the longest link attached to the
given node. The third is a combination of the two previous
approaches.

Yang and Ramamurthy [6] proposed four heuristic RP
algorithms, two based on the network topology: nodal degree
first (NDF) and centered node first (CNF), and two based on
the network traffic: signal quality prediction based (SQP)
and traffic load prediction based (TLP). The NDF algorithm
places regenerators in the nodes with higher node degree.
CNF is similar to the SWT with a different metrics. The SQP
algorithm applies both NC&R and Traffic-TW. The counters
of the j th node and its neighbors in a given route are incre-
mented each time a multiple of the maximum transparent
reach in terms of hops is exceeded. The TLP algorithm is
similar to the first algorithm in [12] with small differences.
Yang and Ramamurthy recommended to use of NDF and
SQP since they achieved the best performance among the
algorithms investigated in [6]. We use SQP and NDF algo-
rithms for the sake of comparison to our proposals in the
present paper.

Peng et al. [13] proposed a RP algorithm named regener-
ation weight (RW). The RW is similar to SQP; however, it
considers the transparent reach in terms of both maximum
physical length and maximum number of hops.

Sambo et al. [15] proposed the multiple path signal qual-
ity prediction (MPSQP), which was derived from SQP. The
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MPSQP is based only in the topology and it considers a set
of candidate routes linking each source-destination pairs. It
is a Topology-TW with NC&R algorithm.

All these previous algorithms were used or can be used
along with the NX-policy.

Chaves et al. [16,17] proposed a meta-heuristic RP algo-
rithm based on a multi-objective evolutionary algorithm,
which considers both network cost and number of regen-
erators as optimization targets.

In this paper, we investigate the regenerator placement in
optical networks subjected to dynamic traffic. Due to the sto-
chastic nature of the dynamic traffic, the optimum solution
for the regenerator placement when an optimization target is
set might only be possible in terms of probabilities. On the
other hand, there has been some recent reports on solutions
for the regenerator placement problem for either incremental
traffic [18–20] or static traffic [8,21–24]. For these two cases,
the traffic matrixes are know in advanced and for this reason
the optimum solution of the problem can be formulated and
achieved (although in many cases it requires a prohibitive
processing time).

In this paper, we propose two heuristic RP algorithms
based on network traffic, named MU-RP and MSU-RP. Both
algorithms use the NC&R and Traffic-TW strategies. MU-RP
uses the NX-policy, whereas MSU-RP does not. All the sur-
veyed RP algorithms try to infer where are the best nodes to
place the regenerators, not using the information of where
the signal regeneration is actually necessary. MU-RP and
MSU-RP assume an unlimited number of regenerators in
each network node, while they are deciding which nodes
should be provided with regeneration capabilities. By doing
this, we believe the node counter can retrieve the information
about the regeneration usage in a high-performance scenario.
Thus, the RP algorithms can place the regenerators in net-
work nodes as close as possible for this best scenario, con-
sidering a given limited number of regenerators to be placed
in the network.

3 Sparse regenerator placement proposals

We propose two traffic-based regenerator placement algo-
rithms. In both algorithms, the decision about the number of
regenerators that should be installed in each node is based on
an offline simulation. The offline simulation consists in the
execution of a large set of dynamic call requests in a fully
opaque network (i.e., each node of the network is provided
with an unlimited regeneration capabilities). The strategy is
to allow the network to work in the ideal case and to retrieve
information about the best nodes to place the regeneration.
It allows one to discover the bottleneck nodes, in terms of
regeneration, when the constraints are not being considered.
One should observe that this unlimited capacity is considered

solely during the RP process. The performance analysis car-
ried out in the Sect. 6 is performed using the number of regen-
erators determined by the RP Algorithms. Furthermore, we
assume a shared pool of regenerators [6] in the translucent
node architecture in this paper.

The first algorithm is named most used regenerator place-
ment (MU-RP) and the pseudocode is provided in Algo-
rithm 1. It uses the NX-policy, which means it places the same
number X of regenerators in the N most requested nodes for
regeneration during the offline simulation. The X and N are
input parameters for MU-RP. This algorithm sets a counter
for each network node. This counter is initiated with zero
for all nodes. A large number of call requests (i.e. 100,000
call requests) are simulated considering a given traffic load
distribution along the network. Each time the RA algorithm
decides to use a regeneration in a given node i , the counter
of this node is incremented. After the last call request, the N
nodes with higher counting values receive X shared regen-
erators.

Algorithm 1 MU-RP(N ,X )
1: Set Ri ← 0 for each node in the network.
2: Start an offline simulation (dynamic traffic) considering all network

nodes with an unlimited number of regenerators.
3: for Each call request do
4: Run the Translucent CAC algorithm (Algorithm 3).
5: if (The RA decides regenerate the signal at the node i) then
6: Ri ← Ri + 1.

7: end if
8: end for
9: Place X regenerators in the N nodes that have the higher values of

Ri .

The second algorithm is named as maximum simulta-
neously used regenerator placement (MSU-RP). It distrib-
utes R regenerators over the network based on the maximum
instantaneous number of regenerators used in each node dur-
ing the offline simulation. The total number of regenerators
to be placed in the network R is an input for MSU-RP instead
of X and N as in MU-RP. Note that we can perform a fair
comparison between MU-RP and MSU-RP algorithms by
setting R = N · X , since N · X is the total number of regen-
erators placed in the network by MU-RP. The MSU-RP algo-
rithm sets a counter for each network node. This counter Ri

is initialized with zero for all nodes. A large number of call
requests (i.e. 100,000 call requests) are simulated consider-
ing the unlimited regeneration capabilities and a given traffic
load distribution. Each time the RA algorithm decides to use
a regenerator in a given node i , the counter Ri of this node
is assigned with a number according to the current number
of regenerators r(i) used in node i . The r(i) function returns
the current number of regenerators assigned to lightpaths at
the node i . For a better understanding of the meaning of the
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r(i) function, suppose that there are 10 regenerators installed
at the node i . If in a given instant of time, the node i has 6
idle regenerators and 4 regenerators being used by lightpaths
passing through this node, then r(i) returns 4. Thus, the value
returned by the r(i) function depends on the current network
state and may vary along the time since we are dealing with
a dynamic traffic. If current number of used regenerators at
node i(r(i)) is greater than the counter Ri , the counter Ri is
assigned with r(i) otherwise, the counter Ri remains unal-
tered. Using this strategy, it is possible to know the maximum
number of regenerators simultaneously used in a given node.
This number is stored in the Ri counter at the end of the
offline simulation. For example, if at the end of the offline
simulation Ri equals 6, it is not worth placing 10 regener-
ators at the node i , since it used, at most, 6 regenerators
simultaneously during the offline simulations. Thus, to place
the regenerators taking into account this worst case should
be good strategy. After the last call request, each node has
stored in its Ri counter the worst case of regenerators use.
Then, R regenerators given as input for MSU-RP are pro-
portionally distributed among the network nodes according
to the Ri of each node. The MSU-RP can be implemented
using the pseudocode shown in Algorithm 2. In this pseudo-
code, the r(i) is the current number of regenerators used
at node i , n is the total number of nodes in the network,
and the function ROU N D(w) returns the nearest integer
to w.

Algorithm 2 MSU-RP(R)
1: Set Ri ← 0 for each node in the network.
2: Start an offline simulation (dynamic traffic) considering all network

nodes with an unlimited number of regenerators.
3: for Each call request do
4: Run the Translucent CAC algorithm (Algorithm 3).
5: if (The RA decides regenerate the signal at the node i) then
6: Ri ← max(Ri , r(i)){r(i) returns the current number of regen-

erators assigned to lightpaths at node i }
7: end if
8: end for
9: Place ROU N D(R · Ri /

∑n
i=1 Ri ) regenerators at node i .

4 Regenerator allocation

The regenerator allocation (RA) algorithm is responsible
for determining at which nodes the optical signal must be
regenerated in a given lightpath. In this section, we propose
a RA algorithm that consists of small modifications in the
algorithms proposed in [6,12,25]. Our RA algorithm dif-
fers from these algorithms because it assigns a wavelength
before the route segmentation and the RA process is trig-
gered by either wavelength contention or unacceptable signal
quality.

In our approach, we assume that the RA is invoked after
the RWA procedure. Moreover, since the focus of this paper
is the study of the RP algorithms, we selected simple algo-
rithms to solve the RWA problem: the Dikstra’s shortest path
algorithm for routing and the first-fit algorithm for wave-
length assignment (WA). However, virtually any other more
sophisticated RWA could be used along with our proposal.

Our RA algorithm is able to deal with three possible cases
for a given route: the lightpath can be established in all-
optical manner (no regeneration is needed), a wavelength
conversion is needed to established the lightpath (the regen-
eration is triggered by the wavelength contention) or an
electronic regeneration is needed in order to establish the
incoming call request due to unacceptable signal QoT (regen-
eration triggered by unacceptable signal quality). The trans-
lucent call admission control (translucent CAC) identifies
which case have occurred and triggers the proper RA strat-
egy to deal with this incoming case. The pseudocode for
the translucent CAC is shown in Algorithm 3. The first step
of the translucent CAC after the arrival of a call request is
the execution of the the routing algorithm which returns a
route π (π = {t1, t2, . . . , tZ }), composed by Z nodes linking
the source node (t1) to the destination node (tZ ). Note that the
ti is the node index in the network, whereas i stands for the
position of the node ti in the π route. Then, the WA algo-
rithm (first fit) is applied to the selected route π in order to
assign an available wavelength. The WA algorithm can suc-
ceed or not depending on the wavelength availability in the
network. If the WA algorithm succeeds in finding the same
wavelength from source node to the destination node, then
the QoT of the lightpath is checked. It is performed in Algo-
rithm 3 by the QoT (tx , ty, λi , π) function, which returns 1 if
the optical signal-to-noise-ratio (OSNR) (in both directions)
of the lightpath linking the nodes tx and ty in wavelength λi

is above a minimum threshold, or returns 0, otherwise. In the
first case, the lightpath is established in all-optical manner in
the route π using the wavelength found by the WA algorithm.
If the QoT is not acceptable, the RA algorithm is executed,
triggered by unacceptable signal quality. We name this RA
as RA_tQoT which is executed to determine in which nodes
that belong to the route π the signal must be regenerated.

If the WA algorithm fails to find a single available wave-
length from source node to the destination node in route
π , it means that wavelength conversion is needed in order
to establish the call. Then, a regeneration triggered by the
wavelength contention is executed. We name this function
as RA_tWC. It tries to use the installed electronic infra-
structure to perform the wavelength conversion. Note that
both RA_tQoT (x ,y,λi ,π ) and RA_tWC(x ,y,π ) are recur-
sive functions applied to the route π . A call for either
RA_tQoT (x ,y,λi ,π ) or RA_tWC(x ,y,π ) with x = 1 (source
node) and y = 2 (closest node to the source) is used for start
the recursive procedure.
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Algorithm 3 Translucent CAC
1: Arrival of a call request.
2: Execute the Routing algorithm which results in a route π

(π = {t1, t2, ..., tZ }) composed by Z nodes linking the source
node (t1) to the destination node (tZ ).

3: Execute the wavelength assignment algorithm in the selected route
π .

4: if (There is a single wavelength available λi from the source node
to the destination node in the route π ) then

5: if (QoT (t1, tZ , λi , π) = 1) then {Regeneration is not required}
6: Establish the incoming call in route π and wavelength λi . {All-

optical lightpath is established}
7: else {Regeneration is required}
8: RA_tQoT (1,2,λi ,π ) {Regeneration triggered by unacceptable

signal quality}
9: end if
10: else {Regeneration is required}
11: RA_tWC(1,2,π ) {Regeneration triggered by the wavelength con-

tention}
12: end if

The RA_tQoT (x ,y,λi ,π ) has four input parameters: a
given route π , the indexes x and y (indexes of the route π )
of two nodes that belong to π and the wavelength λi found
by the WA algorithm. The pseudocode for this algorithm is
depicted in the Algorithm 4. In this pseudocode, fi stands
for the available number of regenerators at node i . When
the RA_tQoT (x ,y,λi ,π ) is invoked, it mean that there is a
route and a wavelength available from source to the desti-
nation node, nevertheless with a OSNR below the minimum
threshold. Thus, this procedure tries to establish the entire
lightpath in the wavelength λi found by the WA algorithm
(no wavelength conversion is performed). Furthermore, it
tries to use regenerators at the farthest possible node from the
source node, splitting the lightpath in multiple all-optical seg-
ments linked by electronic regenerators in the segment edges.
The QoT for each all-optical segment is checked before the
establishment of the lightpath (see Sect. 5.2).

On the other hand, if RA_tWC(x ,y,π ) is invoked, there is
no single wavelength available from source node to the desti-
nation node in the same frequency. The RA_tWC(x ,y,π ) has
three input parameters: the indexes x and y of two nodes in
the route π (which determines the sub-route currently under
analysis) and the route π . Since a different wavelength can
be assigned for each transparent segment, no wavelength
is given as an input parameter. The pseudocode for func-
tion RA_tWC(x ,y,π ) is provided in the Algorithm 5. This
algorithm tries to use regenerators at the farthest possible
node from the source node, splitting the lightpath in mul-
tiple all-optical segments linked by electronic regenerators
in the segment edges. In addition, a wavelength conversion
is performed from one transparent segment to the next one.
Again, the QoT for each all-optical segment is checked before
the establishment of the lightpath. In this algorithm, the
QoT W (tx , ty, λ, π) function returns 1, if there is an available

Algorithm 4 RA_tQoT (x ,y,λi ,π )
1: if y = Z then
2: End algorithm.
3: end if
4: if ( fy = 0) then {no regenerator is available at node ty}
5: RA_tQoT (x ,y + 1,λi ,π ). {Try to reach the next node}
6: end if
7: if (QoT (tx , ty, λi , π) = 1), then {QoT is acceptable}
8: RA_tQoT (x ,y + 1,λi ,π ). {Try to reach the next node}
9: else {Regeneration is required}
10: if (∃k such that fk �= 0 and x < k < y) then
11: Regenerate the signal at the node tk closest to ty along the π

route such that fk �= 0.
12: RA_tQoT (k,k + 1,λi ,π ).
13: else
14: The signal cannot be regenerated (i.e. the call request is

blocked).
15: Stop.
16: end if
17: end if

Algorithm 5 RA_tWC(x ,y,π )
1: if y = Z then
2: End algorithm.
3: end if
4: if fy = 0 then {no regenerator is available at node ty}
5: RA_tWC(x ,y + 1,π ). {Try to reach the next node}
6: end if
7: if (∃λ such that QoT W (tx , ty, λ, π) = 1), then
8: RA(x ,y + 1). {Try to reach the next node}
9: else {Regeneration is required}
10: if (∃k such that fk �= 0 and x < k < y) then
11: Regenerate the signal at the node tk closest to ty such that fk �=

0.
12: Assign the wavelength λ such that QoT W (tx , tk , λ) = 1 using

FF
13: RA_tWC(k,k + 1,π )
14: else
15: The signal cannot be regenerated (i.e., the call request is

blocked).
16: Stop.
17: end if
18: end if

wavelength λ between the nodes tx and ty along the route π in
both directions, that satisfies the QoT requirement, or returns
0, otherwise.

5 Simulation framework

We used a simulation framework in order to study the
effectiveness of the proposed RP algorithms in the network
operation phase. Some parts of the simulation framework
described here are also used in the network planning stage of
the RP algorithms. In this section, we discuss the important
topics related to the simulation environment.
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5.1 Physical layer impairments (PLI) modeling

In this subsection, we briefly describe the formulation used to
evaluate the signal transmission quality impaired by physical
effects. We used a version of the SIMTON simulator [26] for
translucent networks to assess the network performance. The
SIMTON simulator uses the physical layer model proposed
by Pereira et al. [27] that quantifies the OSNR degradation
and the pulse broadening along the optical signal propaga-
tion in an all-optical lightpath. The following impairments
are considered in this paper: the spontaneous source emis-
sion (SSE) noise at optical transmitter, the ASE noise and
the amplifier gain saturation effect, the homodyne crosstalk
in optical switches, the PMD, the residual dispersion (RD),
the four wave mixing (FWM) generated in the optical fibers,
and the losses of the optical devices. The RD effect was taken
into account as described in [26,28]. In this paper, we con-
sider a link composed by a single span, which has the follow-
ing elements: transmitter, optical switch, multiplexer, booster
amplifier, optical fiber, pre-amplifier, demultiplexer, optical
switch, and receiver. We assumed that dispersion compen-
sation modules are installed at the amplification sites. The
node architecture is shown in Fig. 1 and is similar to the one
described in [6].

For each lightpath L P , the physical impairments model
returns two values: O SN R(L P), which stands for the OSNR
at the destination node of the lightpath L P and �t (L P),

which stands for the output pulse broadening of the optical
signal in the lightpath L P .

5.2 Network simulation engine (NSE) and QoT thresholds

For each network simulation a set of calls is generated. The
call arrivals follow a Poisson’s process and the call hold
time (i.e., the amount of time that the call is kept in the net-
work) follows an exponential distribution. It characterizes a
dynamic lightpath establishment (DLE). The multiplication
of the average value of the call hold time by the average
value of the rate of call arrivals results in the network load,
given in erlang. The source-destination pairs of each call are
chosen randomly by using an uniform probability density
function. A candidate lightpath for the incoming call request
is searched by the RWA module. In this paper, we use the
shortest path as the routing algorithm and the first fit policy
to assign the wavelengths.

Given a transparent segment, the QoT is checked in both
direction since we consider a bidirectional lightpath estab-
lishment of the lightpaths. The QoT of a transparent segment
is evaluated using the O SN R(L P) and �t (L P) provided
by the PLI modeling (Sect. 5.1). The current state of the net-
work is considered in this evaluation. Our simulator checks
if both QoT constraints are satisfied:

Fig. 1 Translucent wavelength
routing node
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Table 1 Default simulation
parameters Parameter Value Description

α 0.2 dB/ km Fiber loss coefficient

�tQoT 0.10 Maximum pulse broadening

�λTx 0.013 nm Transmitter linewidth

λi 1, 528.77 nm The first wavelength of the grid

λ0 1, 450 nm Zero dispersion wavelength for transmission fiber

λ0RD 1, 528.77 nm Zero residual dispersion wavelength

ε −38 dB Switch isolation factor

Bo 100 GHz Optical filter bandwidth

B 40 Gbps Transmission bit rate

DDCF (@1,550 nm) −110 ps/ km nm Compensating fiber dispersion coefficient

DPMD 0.04 ps/
√

km PMD coefficient

DTx (@1,550 nm) 4.5 ps/ km nm Transmission fiber dispersion coefficient

Fo (NF) 3.548 (5.5 dB) Amplifier noise factor for low input optical powers (noise figure)

LMx 2 dB Multiplexer loss

LDx 2 dB Demultiplexer loss

LSw 2 dB Optical switch loss

PSat 20 dBm Amplifier output saturation power

Pin 3 dBm Transmitter optical power

SDCF (@1,550 nm) −1.87 ps/ km nm2 Compensating fiber dispersion slope

STx (@1,550 nm) 0.045 ps/ km nm2 Transmission fiber dispersion slope

W 24/36 Number of wavelengths in an optical link for Pacific Bell/

USA topology

O SN Rin 40 dB Input optical signal-to-noise ratio

O SN RQoT 20 dB Optical signal-to-noise ratio for QoT criterion

O SN R(L P) > O SN RQoT (2)

and

�t (L P) < �tQoT , (3)

where O SN RQoT is the minimum acceptable OSNR value
and �tQoT is the maximum pulse broadening for the QoT cri-
terion. If either inequality does not hold, then the call request
is blocked. An accepted call results in the establishment of
a circuit switched bidirectional connection in two different
fibers between the selected source and destination nodes. The
blocking probability is obtained by the ratio of the number
of blocked calls and the number of call requests. The Table 1
shows the default simulation parameters used for the simu-
lations.

6 Simulation results

The MU-RP and MSU-RP algorithms obtain a solution for
the number of regenerators that is placed in each network
node. By using this solution (i.e., a translucent network), we

perform simulations to obtain the network blocking prob-
ability. Therefore, the RP algorithms performance metrics
are network blocking probability and the number of regen-
erators in the network. We compare our proposals MU-RP
and MSU-RP with two others RP algorithms reported in
the literature: NDF and SQP [6]. Our proposed RA algo-
rithm is used to evaluate the blocking probability of all RP
algorithms. The topologies used for the simulation are: the
Modified Pacific Bell, depicted in Fig. 2 and composed by
17 nodes and 23 links, and the American Topology, depicted
in Fig. 3 and composed by 61 nodes and 76 links. They are
similar to the ones described in [6].

Figure 4 shows the results obtained for the modified
Pacific Bell topology showing the blocking probability as
a function of the total number of regenerators. The fol-
lowing four RP algorithms are compared: NDF (squares)
and SQP (circles) proposed in [6], and our proposals
MU-RP (up triangles) and MSU-RP (down triangles). The
results were obtained for three different numbers of trans-
lucent nodes (N = 3, 6 and 9), which is equal for all RP
algorithms, except for MSU-RP. The number of translucent
nodes for MSU-RP is not an input variable, it is determined by
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Fig. 2 Network topology 1. Link length in kilometers

Fig. 3 Network topology 2. Link length in kilometers

algorithm itself. The number of translucent nodes found by
MSU-RP for each simulation point is presented by a number
inside the square close to the respective symbol. The simula-
tion points of MSU-RP, which is not depicted in Fig. 4 with
a square indicating the number of translucent nodes found
for this respective point have the same number of translucent
nodes found by the closest left neighbor simulation point.
The comparison between MSU-RP and the other algorithms
is fair since the results are plotted for the same total num-
ber of regenerator deployed. This can be achieved by setting
R = N · X , as discussed previously. In addition, we per-
formed simulations for three network load values, 50, 60
and 80 erlangs. The blocking probability levels for the trans-
parent and for the opaque operation of the network are also
indicated in the figure.

Figure 4 shows that the NDF algorithm has the worst per-
formance. This can be explained by the fact that this algo-
rithm is only based on physical topology, which means that no
traffic information is used during the RP decision. The three
other algorithms are traffic-based RP strategies. For N = 3
(Fig. 4a, b, c), SQP outperforms MU-RP for any number of
regenerators in the network and outperforms MSU-RP when
the number of regenerators is less than 36 for a load of 50
erlangs and less than 48 regenerators for loads of 60 and 80
erlangs. For N = 6 (Fig. 4d, e, f) and N = 9 (Fig. 4g, h, i),
MU-RP outperforms SQP, whereas MSU-RP outperforms all

other algorithms. We observe a saturation value in the total
number of regenerators in the network for all algorithms. This
means that it is not worth to use more regenerator than the
number indicated by these values, because the network per-
formance is not improved significantly. One should observe
that the MSU-RP algorithm achieves the opaque blocking
probability level for almost all cases (excepted for N = 3
and N = 6 with Load = 80). The MU-RP and SQP algo-
rithm only achieves the opaque level of blocking probability
for N = 9. The NDF is not able to achieve the opaque level
in terms of blocking probability for any of the investigated
cases.

In Fig. 4e, we can observe that MSU-RP algorithm reaches
the opaque network blocking level with only 118 regenera-
tors, while the opaque configuration requires 1,104 electronic
devices. This number is obtained by multiplying the number
of wavelengths in each link by the sum of the degrees of the
nodes [6]. This means that the translucent network configu-
ration found by MSU-RP uses only 11 % of the number of
regenerators required by the opaque network to achieve the
same blocking probability level.

The result of a RP algorithm is the number of regenerators
to be placed in each node of the network. We selected some
obtained solutions (circled points in Fig. 4e) to illustrate the
network configuration. The regenerators distributions found
by each RP algorithm for these considered points are depicted
in Fig. 5a. In this figure, each node that was selected to have
regeneration capability by the NDF, SQP and MU-RP algo-
rithms are marked, respectively, with a square, a circle and
a up triangle. The algorithms NDF, SQP and MU-RP placed
120 regenerators equally distributed in 6 translucent nodes
over the network, which means 20 devices in each selected
node. The number inside the nodes represents the number
of regenerators placed in each node by the MSU-RP algo-
rithm. The MSU-RP algorithm placed 118 regenerators in
10 different nodes.

The configuration shown in Fig. 5a was used to obtain the
results presented in the Fig. 6a, which depicts the blocking
probability for the network configuration defined by each RP
algorithm as a function of the network load. Figure 6a shows
that the relative performance between the investigated algo-
rithms is not affected (the better algorithm remains better and
the worst remains worst) as the network load is varied. How-
ever, the differences between algorithms tends to increase as
the network load decreases.

The same methodology was applied to the American
Topology. Figure 7 shows the results obtained for the block-
ing probability as a function of the number of regenera-
tors placed in the network. The blocking probability level
of the transparent and opaque networks are also shown. The
results were obtained for three different numbers of translu-
cent nodes (N = 20, 30 and 40), which is equal for all RP
algorithms, except for MSU-RP. The number of translucent
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Fig. 4 Blocking probability as a function of the number of regener-
ators for the different RP algorithms, for topology 1, considering dif-
ferent loads and numbers of translucent nodes: a Load = 50 erlangs
and N = 3, b Load = 50 erlangs and N = 6, c Load = 50 erlangs
and N = 9, d Load = 60 erlangs and N = 3, e Load = 60 erlangs

and N = 6, f Load = 60 erlangs and N = 9, g Load = 80 erlangs
and N = 3, h Load = 80 erlangs and N = 6, i Load = 80 erlangs
and N = 9. In the case of the MSU-RP, this value is shown inside the
squares for each solution

nodes found by the MSU-RP algorithm is depicted in the
same way as it is depicted in Fig. 4. Three load values were
simulated, namely 60, 80 and 100 erlangs.

Figure 7 shows that again the NDF algorithm has the
worst performance in comparison with all others RP algo-
rithms for all investigated cases. The MU-RP algorithm out-
performs SQP algorithm for almost all investigated cases.
Again, one can observe a saturation value for the blocking
probability when the total number of regenerators increases
above a certain amount. One can also observe that the
MSU-RP algorithm far outperformed the other algorithms
and it achieved the opaque blocking probability level for
all investigated cases. In addition, MSU-RP is the only

algorithm that was able to reach the opaque blocking proba-
bility level.

In Fig. 7d, we observe that MSU-RP algorithm reaches
the opaque network blocking level with 718 regenerators.
The opaque configuration for this network requires 5,472
regenerators. This means that the translucent network con-
figuration found by MSU-RP uses only 13 % of the number
of regenerators needed by the opaque network.

Figure 5b shows the regenerators distributions found by
each RP algorithm for the circled points in Fig. 7d. The
algorithms NDF, SQP and MU-RP placed 720 regenerators
equally distributed, 24 devices in 30 nodes over the network,
whereas MSU-RP deployed 718 regenerators in 58 nodes.
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(a) (b)

Fig. 5 The selected nodes by each RP algorithms for: a the modified
Pacific Bell topology for the points highlighted (circled) in Fig. 4e and
b the American Topology for the points highlighted (circled) in Fig. 7e.
Squares, circles and up triangles indicate the nodes selected, respec-

tively, by the NDF, SQP and MU-RP algorithms. For these, last three
N = 20 regenerators are placed in each selected node. Numbers inside
the nodes indicate the number of regenerators placed in each node by
the MSU-RP algorithm

(a) (b)

Fig. 6 Results for the network blocking probability as a function of
the total network load (uniform traffic) considering the translucent net-
works designed by each RP algorithm for: a The Pacific Bell Topology

(circulated solutions in Fig. 4e). b The American Topology (circulated
solutions in Fig. 7d)

The configurations shown in Fig. 5b were used to obtain
the results presented in the Fig. 6b, which depicts the block-
ing probability for the network configuration defined by each
RP algorithm as a function of the network load. Figure 6b
shows that the relative performance between the investigated
algorithms is not affected again.

6.1 Performance analysis under a non-uniform traffic
pattern

The RP solution found by our proposals MU-RP and MSU-
RP are obtained for a given traffic load distribution. The
results shown in Fig. 6 indicate that the MU-RP and MSU-RP
algorithms present better performance than the others in the
uniform traffic distribution scenario, even when we vary the
network load. It indicates that both algorithms are robust to
deal with variations in the total network load that may occur
along the time. Nevertheless, it is also worthy to investigate
the robustness of the MU-RP and MSU-RP algorithms when
the online traffic load distribution varies after the regenerator

placement. In order to verify it, we investigated the algo-
rithms performance as a function of the variation in the load
distribution among nodes of the network.

Given a uniform traffic matrix T = {ρi j }, we produce a
variation in this traffic matrix (i.e., T ′ = {ρ′i j }), which sim-
ulates the traffic distribution fluctuation along the day. T ′
is evaluated from T by the multiplication of each entry by a
random number: ρ′i j = (1+r)·ρi j , where r is a random num-
ber with a uniform distribution in the [−R, R] interval and R
is the maximum allowed load variation per source-destina-
tion pair. The T ′ matrix is normalized to keep the same total
network load of the matrix T . Hence, R = 0 corresponds
to the case of uniform traffic, whereas R �= 0 corresponds
to a non-uniform traffic. R = 0.5 represents the case of the
traffic load of a given source-destination pair may increase
or decrease by at most 50 % of its traffic in the uniform case.

We performed a statistical analysis of the behavior of the
blocking probability of the MU-RP and MSU-RP algorithms
when compared to the other algorithms. For this purpose,
we generated a set of 30 different and independent traffic
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Fig. 7 Blocking probability as a function of the number of regener-
ators for the different RP algorithms, for topology 1, considering dif-
ferent loads and numbers of translucent nodes: a Load = 50 erlangs
and N = 3, b Load = 50 erlangs and N = 6, c Load = 50 erlangs
and N = 9, d Load = 60 erlangs and N = 3, e Load = 60 erlangs

and N = 6, f Load = 60 erlangs and N = 9, g Load = 80 erlangs
and N = 3, h Load = 80 erlangs and N = 6, i Load = 80 erlangs
and N = 9. In the case of the MSU-RP, this value is shown inside the
squares for each solution

matrixes. For each of these matrixes, we obtained the block-
ing probability from each considered RP algorithms. The
Fig. 8 shows the blocking probability for each considered
RP algorithms in terms of a box and whiskers chart for three
different values of R, R = 0.2, R = 0.5 and R = 1. The box
stands for the 50 % of the obtained data, the whiskers corre-
spond to the 100 % of the obtained data. The open symbols
stand for the mean value and the horizontal line inside the
box is the median. The closed symbols at the left side of the
box is the blocking probability of a given algorithm obtained
for the uniform traffic case. The total network load is kept
constant at a value of 60 erlangs, independently of the con-
sidered value for R. The 30 different matrixes are simulated
in the same regeneration scenario found in Fig. 5.

One can note that the deviation observed for non-uniform
traffic (box chart), when compared to the result obtained for
uniform traffic (closed symbols), have almost the same mag-
nitude for all investigated algorithm. Note that as we are
randomly changing the traffic matrix, in some cases, the new
matrix may increase the load in less congested routes and
decrease the load in more congested routes, leading to a lower
network blocking probability. In some other cases, the new
generated matrix may do the opposite, leading to a higher
network blocking probability. This explains the variation of
blocking probability observed for all algorithms in Fig. 8,
especially for high values of R. Clearly, the average perfor-
mance of the RP algorithms, given by the symbols in Fig. 8,
did not change significantly from the uniform traffic case
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(a) (b)

Fig. 8 Blocking probability as a function of RP algorithms, considering non-uniform traffic with different values of maximum load deviation (box
plots) and uniform traffic (symbols) for the: a Pacific Bell Topology and b American Topology

(R = 0) to the non-uniform traffic cases. These results show
no indication that our proposed RP algorithms could perform
poorly if the traffic distribution in the network is different
from the one used in the offline simulations for regenerator
placement. The results shown in Fig. 8 indicate that the pro-
posed RP algorithms are also robust enough to deal with load
distribution variations that may occur in the network during
the course of the day.

7 Conclusion

In this paper, we proposed an extension for existing heuris-
tic algorithms for the regenerator assignment problem and
two heuristic algorithms to tackle the regenerator placement
problem based on the network traffic. The MSU-RP algo-
rithm outperformed all other algorithms, whereas MU-RP
outperformed NDF in all cases and outperformed SQP in
most of the investigated cases. MSU-RP reached the opaque
blocking probability level using only 11 %, for the modified
Pacific Bell Topology, and 13 %, for the American Topology,
of the total number of regenerators needed for the opaque
network. We also observed that for a larger network (i.e.,
American Topology), only the MSU-RP algorithm was able
to reach the opaque blocking probability level.

Our results show that from the performance point of view
(blocking probability) and CAPEX point of view (total num-
ber of regenerators), it is better to distribute fewer regenera-
tors in more nodes, as MSU-RP does, than use a fixed number
of regenerators (pool) to distribute in fewer translucent nodes,
as the other RP algorithms do. However, the network solution
found by the MSU-RP algorithm shows a higher operational
cost (OPEX) since it requires a larger number of translucent
nodes. Therefore, depending on the target network, it may be
a better solution to increase the network OPEX in order to

improve the network performance (i.e., profit vs cost analy-
sis).

In addition, we also investigated the performance of all
considered algorithms for uniform and non-uniform traffics.
We found that the relative performance of the algorithms is
almost unaltered when different load patterns are considered.
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