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Abstract Survivability is of critical importance in high-
speed optical communication networks. A typical approach
to the design of survivable networks is through a protec-
tion scheme that pre-determines and reserves backup band-
width considering single/double link failure scenarios. In this
article, a greedy algorithm is presented to reserve backup
bandwidth considering multiple (F > 2) link (SRLG) fail-
ure scenarios. A bandwidth-saving joint selection scheme
of working and protection paths is presented for protection
against random multiple-link failures under dynamic traffic.
Simulation shows that the algorithm can achieve maximum
sharing of backup bandwidth for protection against random
multiple-link failure with significant amount of bandwidth
saving.

Keywords Survivability · Protection · Greedy algorithm

1 Introduction

With the explosive growth of the Internet and the emergence
of new services, optical transport networks are being rapidly
deployed to satisfy the high-speed transport capacity demand
economically. Optical communication network employing
dense wavelength division multiplexing (DWDM) technol-
ogy has currently harnessed several Terabit/s bandwidths
into one fiber. As the size and capacity of transport net-
work increase rapidly, any failure in the transport network
will result in a significant loss of data and service. There-
fore, survivability for high-speed communication networks
becomes critical.
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The technologies for providing network survivability can
be briefly classified, as either protection or restoration. Pro-
tection schemes reserve a backup path when the working
path is established. Restoration schemes will find a suitable
backup path dynamically from the pool of available resources
when faults occur [1].

Many network applications are mission critical, and hence,
require protection. The well-known protection mechanisms
are 1+1/1:1 and 1:n protection [1]. In protection schemes,
sharing of backup bandwidth provides significant saving of
network capacity. Hence, many studies [1–10] focus on the
algorithms and the schemes for sharing backup bandwidth
among connections. In [1], the authors develop path-based
and link-based ILP formulations under static traffic demand
for designing protection against single-link failure. In [2], the
authors present a joint working and protection path selection
approach under dynamic traffic for protection against single-
link failure.

In the single-link failure case, two-link disjoint working
paths could share the same backup resources to save net-
work capacity. Recently, there are some researches [3–10] on
WDM network recovery schemes against double-link failure
cases. In [3], the authors focused on double-link failure sce-
narios and presented a backup reprovision scheme to provide
new backup lightpaths for connections that became unpro-
tected due to the first failure. In [4], the authors presented a
sub-graph routing strategy to tolerate double-link failure sce-
narios. In [5], the authors summarize backup capacity sharing
rules in two-link failure scenarios and present a path-based
integer-programming formulation for static traffic to opti-
mize the total network capacity for protection against two-
link failures. In [6], the authors present three pre-assigned
backup capacity assignment for link-based protection against
double-link failure. In [7,8], the authors present a link-based
ILP formulation for determining the capacity for protection
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against dual failures under static traffic. In [9], the authors
present a heuristic algorithm for selecting working and pro-
tection paths under dynamic traffic for protection against sin-
gle and two random failures. However, these algorithms are
not suitable for multiple (F > 2) failure cases.

Single- and double-link failure tolerance is useful to a
network but the network may remain exposed to the risk of
multiple-link (F > 2) failures. The occurrence of multiple-
link failures is not uncommon in a practical network, e.g.,
single (or multiple) node failures will affect all links con-
nected to the node and results in multiple-link failures. Due
to the long (a few hours to a few days) [6] repair time for
a physical link cut, it is possible that multiple-link failures
occur during link repair. Reliability [10] of each component
in an optical network decreases as its utility time increases.
This increases the probability of a multiple-link failure case.
Fire, flood, and earthquakes will also cause a large number
of links and nodes damaged and result in multiple-link fail-
ure. As a network grows in size and complexity, both the
possibility and impact of multiple-link failures increase. So
protection scheme must be able to handle multiple-link fail-
ures (F > 2) especially for those high security and robustness
transport networks (e.g., military fiber networks). Multiple-
link failure recovery is a significant problem. In this article,
we will present a path-based joint working and backup path
selection scheme and a greedy algorithm to reserve backup
bandwidth with maximize bandwidth sharing for protection
against random multiple-link (F > 2) (SRLG) failure.

The remainder of this article is organized as follows. In
Sect. 2, we will give a mathematical model for protection
against random multiple link failures, and present a joint
working and protection path selection scheme and a greedy
algorithm to reserve backup bandwidth. In Sect. 3, we will
study the performance of different algorithms and provide
simulation results, which include both the total bandwidth
consumption and the blocking probability. Section 4 con-
cludes this article.

2 Multiple-link failure problems

Consider a network G with L bi-directional links and N
nodes. F is the number of simultaneous link failures. In order
to provide 100% guarantee for dynamic traffic, when a new
connection request arrives at an ingress node, the ingress
node would choose a working path (WP) and F link-disjoint
backup paths (BP) between itself and the intended egress
node from a pre-computed routing table. We use s and d to
denote the source and destination nodes of the new connec-
tion. Let k denote the arrival sequence of a connection and wk

denote the bandwidth requirement of the kth connection. We
make use of the following notations to describe the problem
and the proposed solution.

A′
e: Set of connections whose working paths traverse

link e.
B ′

e: Set of connections whose backup paths traverse
link e.

Be: Backup bandwidth on link e for the set of con-
nections in B ′

e. Since sharing of protection band-
width is allowed, Be ≤ ∑

k∈B′
e
wk .

Re: Residuebandwidthof linke; i.e., Re=C−Ae−Be

where C is the total capacity of link e and Ae is
the working bandwidth on link e.

S′b
a : Set of connections whose working paths traverse

link a and backup path traverse link b, i.e., S′b
a =

A′
a ∩ B ′

b.
U ′e

a,b,c,...n : Set of connections whose working paths trans-
verse any of the links a, b, c . . . n and whose
backup paths traverse link e. In case of all links
a,b,c,. . .n failures, all connections in U ′e

a,b,c,...n
will be protected by link e.

Ce: Additional bandwidth needed on link e when a
new connection is established.

V (.): A function that returns the total bandwidth for
all the connections in a set S, such that V (S) =∑

k∈S wk where S is a set of connections.

Based on the above definition, we can get the following
equation:

U ′e
a,b,c,...n = S′e

a ∪ S′e
b ∪ . . . ∪ S′e

n

= B ′
e ∩ (A′

a ∪ A′
b ∪ . . . ∪ A′

n) (1)

In order to provide 100% guarantee for network connec-
tions, total backup bandwidth reserved on link e should pro-
tect against random F-link simultaneous failure. Assume that
F-link set is represented by {l1, l2, ..li ..lF |li ∈ L}. To pro-
tect against this F-link failure, the total backup bandwidth
reserved on link e is V (U ′e

l1,l2,..li ..,lF
). For the random F-link

failure case, the total backup bandwidth on link e must be
enough to cater for the worst case and is therefore given by:

Be = max
li ∈L

i=1,2,...F

V (U ′e
l1,l2,···lF

)

= max
li ∈L

i=1,2,...F

V (S′e
l1 ∪ S′e

l2 ∪ . . . ∪ S′e
lF

) (2)

When a new connection k (bandwidth requirement: wk)
arrives, the ingress node will choose a working path (WP)
and F link-disjoint backup paths (BP) from a list of pre-
computed routes between the source and the destination (We
assume the network is F+1-connected) to protect against F
link failures. Our objective is to find a working path and F
backup paths from pre-computed routing table with the min-
imal total additional bandwidth to carry the new connection:

Minimize
∑

e∈W P∪B P

Ce (3)
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Fig. 1 Simulation Network
Topology (a) Topology A (b)
Topology B, NJLATA(c)
Topology C, NSFNET
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For each link e of a candidate-working path, an additional
bandwidth wk is required to carry the new requested connec-
tion. For each link e of candidate backup paths, admission
of connection k changes the sets A′

e, B ′
e, S′e

li
and U ′e

l1,l2,···lF
.

Denote the total backup bandwidth on link e before and after
the admission as Be and Bnew

e , calculated according to Eq.
2, the additional bandwidth on link e of a candidate backup
path for protection against random F-link failure, Ce (0 ≤
Ce ≤ wk) is given by:

Ce =
⎧
⎨

⎩

0 if Bnew
e − Be ≤ 0

Bnew
e − Be if 0 < Bnew

e − Be ≤ Re

∞ if Bnew
e − Be > Re

(4)

Note that Ce = ∞ means that it is not feasible to set up the
new connection with BP traverses link e.

Equations 2–4 give a protection scheme for protect against
random F (F > 2) multiple-link failure scenarios. However,
the computation time for algorithm in Eq. 2 is O (L F ). The
computation time increases exponentially with the number
of simultaneous link faults F . It is not suitable for on-line
resource reservation for dynamic traffic. To solve this prob-
lem, we present a greedy algorithm described below to
calculate Be instead of Eq. 2. We define a connection set
operator:�, which is to update all relative connection sets,
S′e

li
(li ∈ L) as follows:

�(S′e
l ) → ∀li ∈ L , S′e

li = S′e
li − S′e

l = S′e
li − (S′e

li ∩ S′e
l ) (5)

The backup bandwidth reserved on link e for protection
against F multiple-link failure is given by:

Be =
F∑

n=1

max
li ∈L

�(S′e
max|n−1)

V (S′e
li ) (6)

S′e
max|n−1 represents the connection set, S′e

maxin the n −1 iter-
ate step. It satisfies that:

S′e
max|n−1 = ∅ n = 1

V (S′e
max|n−1) = max

li ∈L
(V (S′e

li
|n−1)) 2 ≤ n ≤ F

In Eq. 6, we iterate F times to get the F sequential maxi-
mal bandwidth required on link e for protect against random
single link failure scenarios. After each iteration time, a con-
nection set update operation, �(S′e

max|n−1) is implemented to
avoid iterate calculating a connection’ bandwidth. The time
complexity of the greedy algorithm, Eq. 6, is O (LF).

The detailed steps of greedy algorithm are described as
follow:

• Step 1: Set j = 1. Find the relative connection set of link
e, S′(e), as given by

S′(e) =
{

S′e
li |li ∈ L , S′e

li 
= �
}

(7)

• Step 2: Find in S′(e) the S′e
li

with maximum V (S′e
li

) and
denote it as S′

max. Calculate M ( j)as given by:

M( j) = V (S′
max) = max

S′e
li

∈S′(e)
V (S′e

li ) (8)

• Step 3: Update every S′e
li

∈ S′(e) in Eq. 7 as follows:

S′e
li = S′e

li − S′
max, ∀S′e

li ∈ S′(e) (9)

whereA − B = A ∩ __
B.

• Step 4: Increment j . Repeat Steps 2 and 3 until M (1), M
(2),. . .M(F) are found. We have then:

Be =
F∑

j=1

M( j) (10)

In a centralized network, a control node will maintain the con-
nection set, S′e

li
(∀li , e ∈ L) information. When a dynamic

connection arrives, the control node will assign an optimal
working and F backup path and reserve backup bandwidth
according to Eqs. 3 and 4, and Eqs. 7–10. The connection set,
S′e

li
(∀li , e ∈ L) will be updated. In a distributed network,

each node will maintain the connection set, S′e
li

(∀li , e ∈ L).
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Fig. 2 Bandwidth consumption
(a) Total bandwidth
consumption in Topology A. (b)
Total bandwidth consumption in
Topology A using G_A
algorithm. (c) Bandwidth
increase ratio in Topology A
using G_A algorithm. (d) Total
bandwidth consumption in
Topology B. (e) Total bandwidth
consumption in Topology B
using G_A algorithm. (f)
Bandwidth increase ratio in
Topology B using G_A
algorithm (g) Total bandwidth
consumption in Topology C. (h)
Bandwidth increase ratio in
Topology C using G_A
algorithm (F = 2)
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When a dynamic connection arrives, the ingress node will
assign an optimal working and F backup paths and reserve
backup bandwidth according to Eqs. 3, 4 and Eqs. 7– 10.
Then, the connection set S′e

li
(∀li , e ∈ L) is updated and the

updated information is broadcasted to all distributed nodes.

3 Simulations

We simulate different routing and bandwidth allocation
schemes on three network topologies (Fig. 1). The average
node degrees d̄ of the network topologies are 5, 4 and 3,
respectively. We studied the following four algorithms: (1)
G_A algorithm: our greedy algorithm with alternate routing
scheme. (2) G_F algorithm: our greedy algorithm with fixed
(shortest path) routing scheme. (3) ESPI algorithm: extended

sharing with partial information algorithm. (4) NS: shortest
path with no backup bandwidth-sharing algorithm. In algo-
rithm (3), the ESPI algorithm, we extend the SPI algorithm
[9,11] to multiple-link failure scenarios. Backup bandwidth
reserved on a link e is calculated as the following equation:

Be =
F∑

n=1

V (A′
l) ∀l ∈ L , l 
= e (11)

In our simulation, connection request follows a Poisson
process and has an exponential holding time. Connection
request arrival is uniformly distributed over all node pairs and
a total of 106 connection requests are generated. The band-
width requirement of each demand varied randomly from
one to four units. In network bandwidth consumption com-
parison, we do not consider the connection blocking, link
capacity is set to infinity, and hence, no connection request
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Fig. 3 (a) Blocking probability
in Topology A. (b) Blocking
probability in Topology A using
G_A algorithm. (c) Blocking
probability in Topology B. (d)
Blocking probability in
Topology B using G_A
algorithm. (e) Blocking
probability in Topology C 1.E-03
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will be rejected. In network blocking comparison, the link
capacity is set to be finite. A request is blocked if either the
working or the backup paths cannot be found for the con-
nection or the link resource required by the working and the
backup paths is unavailable. To investigate the total band-
width consumption increase in different F-failure cases, we
define Bandwidth Increase Ratio (BIR) as:

B I R = T BC(F = i) − T BC(F = 1)

T BC(F = 1)
(i = 2, 3, 4)

(12)

TBC is Total Bandwidth Consumption (TBC) for protec-
tion against F (F = 1, 2, 3, 4) link failure.

Figure 2a, d, and g show the total bandwidth consumed in
the sample networks using different algorithms. Greedy algo-
rithm with alternate routing scheme (G_A) has the least band-
width consumption. Alternate routing is more superior in
saving bandwidth than fixed routing. The difference between
G_A and G_F algorithms depends on the number of alternate
routes. From the comparison, our algorithms (G_A and G_F)
provide the most sharing of backup bandwidth and G_A algo-
rithm saves more total bandwidth (F = 2, 12%; F = 3, 17%;
F = 4, 22%) than the ESPI algorithm and saves 32% com-
pared to the total bandwidth consumed using NS algorithm.
Figure 2b and e show the total bandwidth consumption for
G_A algorithm to protect against different number of link
failures. Figure 2c, f and h give the total bandwidth incre-

ment for G_A algorithm. When traffic increases, the sharing
efficiency is improved and thus, the total bandwidth increase
is reduced. To protect against multiple-link failures, network
bandwidth increases drastically with the number of faults
(F = 2, 70%; F = 3, 146%; F = 4, 230%).

Figure 3 shows the blocking probabilities of the sample
networks employing different algorithms. Figure 3a, c, and
e show that our algorithms (G_A and G_F) have less block-
ing probability than other algorithms. Figure 3b and d show
that the blocking probability of G_A algorithm is improved
with the increase in the number of faults. Simulation results
(Figs. 2, 3) show that our algorithms (G_A and G_F) save
more bandwidth than other algorithms and have less blocking
probability.

4 Conclusion

In this article, we present a joint working and protection path
selection scheme and a greedy algorithm to reserve backup
bandwidth for protection against multiple-link (F > 2) fail-
ure under dynamic traffic. Our schemes maximize sharing of
backup bandwidth and exhibit a fast online computation time.
Simulation shows that our algorithms save more total band-
width consumption (F = 2, 12%; F = 3, 17%; F = 4, 22%)
than the ESPI algorithm and save 32% of the total bandwidth
consumption using NS algorithm. Our algorithms achieve
superior performance both in total bandwidth consumption
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and blocking probability than other algorithms for protection
against multiple-link failures.
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