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Abstract
Most organisms have evolved specific mechanisms to respond to changes in environmental conditions such as light and tem-
perature over the course of day. These periodic changes in the physiology and behaviour of organisms, referred to as circadian 
rhythms, are a consequence of intricate molecular mechanisms in the form of transcription and translational feedback loops. 
The plant circadian regulatory network is a complex web of interconnected feedback loops involving various transcription 
factors such as CCA1, LHY, PRRs, TOC1, LUX, ELF3, ELF4, RVE8, and more. This network enables plants to adapt and 
thrive in diverse environmental conditions. It responds to entrainment signals, including light, temperature, and nutrient 
concentrations and interacts with most of the physiological functions such as flowering, growth and stress response. Math-
ematical modelling of these gene regulatory networks enables a deeper understanding of not only the function but also the 
perturbations that may affect the plant growth and function with changing climate. Over the years, numerous mathematical 
models have been developed to understand the diverse aspects of plant circadian regulation. In this review, we have delved 
into the systematic development of these models, outlining the model components and refinements over time. We have also 
highlighted strengths and limitations of each of the models developed so far. Finally, we conclude the review by describ-
ing the prospects for investigation and advancement of these models for better understanding of plant circadian regulation.

Key message 
Plant circadian rhythms are regulated by a complex network of interactions. This review summarizes the mathematical 
models that have been developed until now to explore plant circadian rhythms.

Keywords Plant circadian rhythms · Mathematical modelling · Gene regulatory network

Introduction

Circadian rhythms, the self-sustaining biological cycles that 
follow an approximately 24-h period, play a crucial role in 
defining plant fitness and several other traits, including the 
precise control of flowering, crop yield, biomass accumula-
tion and senescence (Fukushima et al. 2009; Graf et al. 2010; 
Kim et al. 2018). Environmental cues such as light, tempera-
ture, nutritional availability entrain these rhythms in plants, 
guiding responses to their ever-changing surroundings 

(Paajanen et al. 2021; Quint et al. 2016; Salter et al. 2003). 
The plant circadian regulation has been studied extensively 
in Arabidopsis thaliana and involves multiple transcription 
factors and E3 ubiquitin ligases that form an interconnected 
network of molecules controlling the phase, period, and 
amplitude of circadian rhythms (Nohales and Kay 2016). 
This regulatory network receives input from environmen-
tal cues that entrain and align the circadian phase with the 
external time (Panter et al. 2019). Light, perceived through 
photoreceptors such as Phytochromes (Phy)- far-red and red-
light receptors, Cryptochrome (Cry), ZEITLUPE (ZTL), 
LOV KELCH PROTEIN 2 (LKP2), FLAVIN-BINDING, 
KELCH REPEAT, F-BOX 1 (FKF1)- blue light receptors 
and UV RESISTANCE LOCUS8 (UVR8)- ultraviolet B 
receptor, regulates the downstream signalling and affects 
the physiology (Chen et al. 2004).
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In response to different light conditions, the active form 
of phytochromes interact with Phytochrome Interacting 
Factors (PIFs) and regulate multiple genes throughout the 
day (Martı́nez-Garcı́a et al. 2000). In the morning, with 
low intensity of red light dominating the light spectrum, 
Phy C reaches its peak and responds by interacting with 
Phytochrome Interacting Factor 3 (PIF3), which in turn 
promotes the expression of downstream genes Circadian 
Clock Associated 1 (CCA1) and Late Elongated Hypocotyl 
(LHY) in the central circadian oscillator (Edwards et al. 
2015). With changes in the dominant light spectrum from 
far red to red, Phy D and Phy E become active and their 
expression peaks. These further interact with PIF4 and 
PIF5, thus signalling central clock genes and promoting 
Auxin synthesis (Oakenfull and Davis 2017; Tóth et al. 
2001). Further in the noon, under high intensity of sun-
light, Phy B and CRY 1 reach their peak expression. Phy B 
and CRY1 interact with E3 ubiquitin ligase—Constitutive 
Photomorphogenic 1 (COP1)-Suppressor of Phy A-105 1 
(SPA1) complex, thus reducing Elongated Hypocotyl5 
(HY5) degradation and promoting photomorphogenesis 
(Podolec and Ulm 2018; Somers et al. 1998). Towards the 
evening, as the light intensity decreases, Phy A and CRY 2 
become active and assist in the regulation by Phy A inter-
acting with Hypocotyl in Far-Red (HFR1)-PIF3 complex 

to promote photomorphogenesis even in low light condi-
tions. CRY2 further restricts CONSTANS (CO) degrada-
tion through the COP1-SPA1 complex, thus regulating 
flowering time in plants (Fig. 1) (Podolec and Ulm 2018; 
Quail et al. 1995; Somers et al. 1998). CCA1 and LHY 
suppress the expression of transcription factor Timing of 
CAB expression 1 (TOC1), in the morning (Panter et al. 
2019). Further expression of Pseudo Response Regula-
tors (PRR9, PRR7 and PRR5) is sequentially promoted 
during the day, which interact with B-box 19 (BBX19), 
a transcription factor with two B-Box motifs, to suppress 
CCA1 and LHY expression and regulate flowering time 
(Martı́nez-Garcı́a et al. 2000; Yuan et al. 2021). Towards 
the evening, expression of Early Flowering 3 (ELF3), 
ELF4 and LUX is promoted which form a complex known 
as Evening Complex (EC) and acts as a central hub for 
crosstalk between circadian and environmental cues by 
influencing gene expression in photosynthesis, develop-
ment, and temperature adaptation (Mizuno et al. 2014). At 
night, the EC suppresses the expression of PRR7, PRR9, 
and Gigantea (GI). The components of the circadian clock 
also regulate the expression of EC components, with REV-
EILLE 8 (RVE8) upregulating ELF4 and LUX expression, 
TOC1 suppressing ELF4 expression, and CCA1 suppress-
ing ELF3 expression (Fig. 2) (Paajanen et al. 2021).

Fig. 1  Light acts as the primary entrainment signal for the plant cir-
cadian regulatory network. Phytochrome A & Phytochrome C signals 
under far-red light, while Phytochrome B, Phytochrome D and Phy-
tochrome E signal under red light conditions. Cryptochrome 1 and 

Cryptochrome 2 signals under different wavelengths of blue light. 
These photoreceptors further interact with their downstream compo-
nents to regulate processes like Flowering, Auxin synthesis and Pho-
tomorphogenesis (Oakenfull and Davis 2017)
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The effect of changes in light intensity on the plant’s 
circadian clock depends on the timing and duration of the 
light exposure. A brief light pulse during the subjective night 
(when the plant would generally be in the dark) can reset the 
clock to a new phase, while a more prolonged light exposure 
during the subjective day (when the plant would generally be 
in the light) has little effect (Ohara et al. 2015a) The timing 
of the light exposure required to produce a phase shift in the 
circadian clock, can be studied using the “phase response 
curve” (PRC) which involves a set of phase shift measure-
ments collected over one cycle of the circadian oscillation 
(Xu et al. 2021).

The circadian oscillator regulates the sensitivity of envi-
ronmental signalling pathways, resulting in different mag-
nitudes of responses to the same stimulus at different times 
of the day (referred to as ‘circadian gating’) (Hotta et al. 

2007). Changes in light intensity can also affect the ampli-
tude and period of the circadian rhythm in plants. High light 
intensity can increase the amplitude of the clock, leading to 
higher expression of clock-associated genes, while low light 
intensity can decrease the amplitude. Moreover, changes in 
light intensity can alter the circadian clock’s period, such 
that more prolonged light exposure can lengthen the period. 
In contrast, a shorter light exposure can shorten the period 
(Oakenfull and Davis 2017).

Understanding the intricate relationship between environ-
mental cues and circadian regulation is essential. It enables 
us to predict how plants will adapt to future climates and 
may help promote sustainable agriculture. The impact of 
circadian regulation extends throughout plant physiology, 
metabolism, and development. Fundamental processes such 
as stomatal opening and photosynthesis, as well as overall 

Fig. 2  Plant circadian regulatory network consists of interconnected 
feedback loops of transcription factors. Different components show 
rhythmic expression based upon time of day and environmental con-
ditions. CCA1 and LHY form heterodimer (Morning Complex) and 
show their peak expression near dawn resetting the phase of the 
rhythm into day/light phase which is further followed by sequen-
tial peak expression of PRRs (9, 7 and 5) in the afternoon, towards 
evening LUX-ELF3-ELF4 form complex (Evening Complex) and 

reach their peak expression thus initiating resetting of the clock for 
the night/dark phase. RVE 8,6 and 4 promote expression of PRR7, 
PRR5, TOC1 and Evening Complex. (Red arrow heads represent 
transcriptional promotion, green flat heads represent inhibition & 
black double arrowheads represent protein interactions) (DET1—DE-
ETIOLATED 1, TPL—TOPLESS, LWD1/2—LIGHT-REGULATED 
WD1/2, TCP20/22—Transcription factor TCP20/22, CHE—CCA1 
HIKING EXPEDITION) “Created with BioRender.com”
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metabolism, are significantly influenced by the rhythmic pat-
terns of the circadian clock (Paajanen et al. 2021). Notably, 
the circadian system in plants seamlessly interacts with envi-
ronmental signals across different levels, ranging from indi-
vidual cells to different tissues across the plant. By unravel-
ling the intricate web of circadian rhythms in plants, we gain 
valuable insights into their growth mechanisms.

To summarise, the plant circadian clock is a complex sys-
tem that regulates many physiological processes in response 
to changes in environmental cues. Modelling this complex 
system as network and simulating the behaviour of its vari-
ous components provides an elegant way to understand the 
physiology of plants in various conditions.

Mathematical modelling is a tool used to integrate math-
ematics and physiology, in order to understand the living 
systems. It has proven valuable in understanding how envi-
ronmental factors regulate the circadian oscillator (Ohara 
et al. 2015b, 2015a; Pay et al. 2022a). Mathematical model-
ling to understand the circadian regulation has incorporated 
methods including boolean formalism and differential equa-
tion based modelling (Akman et al. 2012; Dixon et al. 2011; 
Fogelmark and Troein 2014; Greenwood et al. 2022; Locke 
et al. 2005a, b; Pokhilko et al. 2010, 2012). These mod-
els have tried to capture the interconnected positive–nega-
tive feedback loops in varying details (Dixon et al. 2011; 
Fogelmark and Troein 2014; Greenwood et al. 2019, 2022; 
Locke et al. 2005a, b; Pay et al. 2022b; Pokhilko et al. 2010, 
2012). Boolean models simplify genes into on/off states and 
have been successfully used to simulate circadian rhythms 
(Akman et al. 2012). Similarly differential equation based 
models have successfully reproduced various responses 
of the Arabidopsis circadian oscillator to light conditions 
(Olmo et al. 2021). Both methods have their advantages and 
disadvantages. In this review we have focused primarily on 
the differential equation-based models that have been devel-
oped for the plant circadian regulation.

Over the course of the last two decades, several mod-
els have been used to describe plant circadian regulation 
in detail through various components. In the following, we 
review the development of these models.

Review of mathematical models of plant 
circadian regulation

Single loop model

One of the first models for the plant circadian regulation 
was proposed by Locke et. al in 2005 (Locke et al. 2005a). 
They modelled the first multigene loop which was found to 
be responsible for circadian regulation. This negative feed-
back loop comprised of TOC1 as transcription factor which 
acts as activator of LHY and CCA1 while they repress the 

expression of their own activator (Fig. 3). Acute light acti-
vation of LHY and CCA1 was simulated using interaction 
between a hypothetical light sensitive protein P and LHY 
gene promoter. Their minimal model with a single feedback 
loop required seven coupled differential equations describ-
ing the degradation of proteins and activation of genes in 
nucleus as well as in cytoplasm. The protein degradation 
and protein activation were modelled as Michaelis-Menton 
kinetics and using Hill functions. The model had 29 param-
eters and were estimated by generating Sobol quasi-random 
numbers (Locke et al. 2005a). This model, however, had 
multiple limitations and failed to reproduce the experimental 
gene expression patterns during night.

Interconnected loop model

The previous model of the CCA1/LHY-TOC1 network, on 
its own, was insufficient to fully explain certain aspects of 
circadian behaviour (Locke et al. 2005a). For example, the 
short period phenotype observed in the CCA1/LHY loss-
of-function mutants could not be explained by the model 
(Alabadı́ D 2001; Salomé and McClung 2004). Also, the 
light input was included only by activating the LHY expres-
sion during dawn and overlooked the sensitivity to light at 
the end of light period (Más et al. 2003). Furthermore, the 
network failed to include a component that lowers TOC1 
expression, which was crucial for its proper regulation and 
resulted in irregular TOC1 expression near dusk (Mizoguchi 
et al. 2002). These findings highlighted the need for addi-
tional components and regulatory mechanisms to enhance 
the accuracy and completeness of circadian clock models. 
So, this model was expanded with an interconnected loop. 
Firstly, light stimulated TOC1 transcription was incorpo-
rated into the model in order to account for light input at 
the dusk and decrease TOC1 activation at the end of light 
period. This allowed for a more comprehensive representa-
tion of light-mediated regulation within the network. Addi-
tionally, Gene X was also introduced to the network. The 
nuclear protein X was hypothesized as the initial activator 
of LHY, circumventing the direct involvement of nuclear 
TOC1 in this pathway. This addition provided a more accu-
rate depiction of the regulatory cascade leading to LHY 
activation. Lastly, to account for the efficient degradation 
of TOC1 protein during the night, the F-box protein ZEIT-
LUPE (ZTL) was incorporated into the model (Locke et al. 
2005b). ZTL has been experimentally demonstrated to be 
crucial in targeting TOC1 for degradation (Más et al. 2003). 
By including ZTL, the network could better capture the 
dynamic fluctuations of TOC1 protein levels throughout the 
circadian cycle. These refinements in the model addressed 
the identified issues and contributed to a more comprehen-
sive understanding of the circadian clock system.
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In this paper a general strategy for comparing model 
networks with experimental data was provided to estimate 
parameter values. The authors used two-parameter optimi-
sation methods in this study. First, the authors employed an 
exhaustive search strategy to explore the parameter space 
and identify optimal parameter sets thoroughly. They used 
modified Sobol algorithm to generate  106 quasi-random 
points by solving their set of equations, each of which 
represented a vector of parameter values. By evaluating 
the cost function for each of these  106 points, the authors 
comprehensively understood the model’s behaviour across 
various parameter combinations (Locke et al. 2005b).

Second, the authors employed simulated annealing 
optimisation to refine their search further and identify the 
most favourable parameter sets. To begin this optimisation 
process, they chose the sets of 50 parameter that produced 
the lowest possible cost function scores. Small, random 
steps were taken in parameter space around each starting 
point during simulated annealing. Using this approach, 

they could converge to the optimal parameter set that was 
close to the original values of the parameters (Bertsimas 
and Tsitsiklis 1993).

By combining the exhaustive search approach with 
simulated annealing optimisation, the authors employed a 
robust methodology to explore the parameter space, iden-
tify promising parameter sets, and ultimately converge on 
the optimal parameter values for their system. This sys-
tematic approach ensured a thorough and comprehensive 
analysis of the system’s behaviour, leading to valuable 
insights and a more accurate representation of the under-
lying processes.

Around the same time as these models were being 
developed the role of PRRs in suppressing the expression 
of LHY and activation of PRRs by LHY thus forming a 
negative feedback loop, was revealed, (Farré et al. 2005), 
making it essential to add PRRs in the model to study the 
regulation more precisely.

Fig. 3  Schematic of single loop model inferred from Locke et al. model. This model consisted of single loop between CCA1/LHY and TOC1, 
along with their concentration in cytoplasm and nucleus (Locke et al. 2005a) “Created with BioRender.com”
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Interlocked feedback loop with Pseudo Response 
Regulators

In 2006, two pseudo-response regulators, PRR7 and PRR9, 
were included in a novel computational model of the Arabi-
dopsis circadian clock (Zeilinger et al. 2006). The research-
ers employed an iterative model identification procedure 
to add additional elements and methodically verify vari-
ous structural possibilities. To determine which network 
topology best matched the results of the experiments, three 
iteration steps were conducted. The outcomes showed that 
a detailed explanation of how light stimulus and network 
components interact had a substantial impact on the model’s 
functionality. The model structure consisted of 4 negative 
feedback loops between TOC1-X-LHY, TOC1-LHY-Y, 
PRR7-LHY & PRR9-LHY (Fig. 4) (Zeilinger et al. 2006).

The model highlighted that by incorporation of PRR7 and 
PRR9, its ability to predict gene expression patterns under 
different environmental conditions can be improved. It also 
showed that PRR9 plays a role in regulating the phase and 
amplitude of morning gene expression, contributing to the 
overall rhythmicity of the circadian clock (Farré et al. 2005).

The parameter optimisation method used in this model 
was based on minimising the cost function. The research-
ers also conducted a sensitivity analysis to ensure that their 
model was robust and not too sensitive to the changes in 
parameter values. This enabled them to identify the param-
eters that had the most significant impact on system perfor-
mance and adjust them accordingly. This approach allowed 
researchers to develop a highly accurate mathematical 
model of the Arabidopsis circadian clock that incorporated 

additional parameters and accurately predicted gene expres-
sion under various environmental conditions.

Locke et al. also extended their previous model to incor-
porate PRR9 and PRR7 as a single component making it a 
three-loop model (Locke et al. 2006). Using this model, they 
confirmed GI as major contributor to functions of compo-
nent Y, but further experimental data showed that it alone 
could not perform the complete function of component Y 
(Martin-Tryon et al. 2007).

Further advances made it more evident that additional 
feedback loops may be required to be included in the model. 
Especially, dusk regulation was critical for regulating photo-
period in plants, but no model had incorporated it.

An expanded three‑loop circuit

To incorporate new experimental discoveries and data, 
Pokhilko et al. in 2010 introduced an updated three-loop 
network (Pokhilko et al. 2010). It provided a deeper under-
standing of how the clock responds to various environmen-
tal and genetic disturbances. Interestingly, they separated 
GI from Y and considered GI’s function in stabilizing ZTL 
while individually modelling GI and ZTL’s roles.

Additionally, they also added a new component known as 
the Night Inhibitor (NI), which controls LHY/CCA1 expres-
sion. PRR5 was suggested by the researchers as a potential 
member of the NI, highlighting its important function in 
regulating the morning gene expression phase. (Farré et al. 
2005; Nakamichi et al. 2010).

Furthermore, Pokhilko et al. also removed component X, 
responsible for activation of CCA1/LHY from the model. A 
post-translationally modified form of TOC1 (TOC1mod) was 
introduced instead, for activation of CCA1/LHY. This was 
assumed to promote LHY/CCA1 transcription in addition 
to light (Pruneda-Paz et al. 2009). However, PRR9, PRR7, 
and a “night” inhibitor (NI) that stands for PRR5 hindered 
the process. Moving on to post-translational modifications, 
LHY/CCA1 translation was selectively stimulated by light, 
and later in the day, post-translational changes increased the 
presence of modified protein (LHYmod). In contrast, LHY/
CCA1 mRNA degrades faster in the light than in the dark. 
The stability of TOC1mod was yet another crucial factor. 
The delay between TOC1 expression at dusk and the sub-
sequent activation of LHY/CCA1 expression around dawn 
was assumed to be caused by the fact that it was more stable 
under darkness.

Regarding protein kinetics and interactions, the ZTL 
protein facilitated the translation of the TOC1 protein and 
its targeted destruction (Kim et al. 2007; Más et al. 2003). 
In the dark, this deterioration was further accelerated. The 
light was also required to form and dissociate the GI-ZTL 
complex, with light stabilising the ZTL protein. The acute 
light-induced transcription of LHY/CCA1, PRR9, GI, and 

Fig. 4  Schematic of a Interconnected feedback loop in Locke Model 
(Locke et  al. 2005b) in which they introduced 2 new components 
X and Y b Interlocked feedback loop in Zeilinger Model (Zeilinger 
et al. 2006) which expanded the previous Locke model (Locke et al. 
2005b) by introducing PRRs (Red arrow heads represent transcrip-
tional promotion, green flat heads represent inhibition and yellow 
flashes indicate light activation) “Created with BioRender.com”
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Y after dawn depended on the presence of protein P. Finally, 
the proteins PRR9, PRR7, and NI degrade more quickly in 
the dark.

The model successfully described the complex mecha-
nisms involving post-translational modifications, transcrip-
tion, protein dynamics, and interactions between LHY/
CCA1, TOC1, Y, PRR9, PRR7, NI, GI, and ZTL compo-
nents of the system (Pokhilko et al. 2010).

In this model, the genes involved in the circadian clock 
system were categorised into three groups: the morning-
expressed genes (MEGs), the evening-expressed genes 
(EEGs), and the central oscillator genes (COGs). The MEGs 
consisted of LHY/CCA1, PRR9, PRR7, and NI, while the 
EEGs included TOC1, Y, GI, and ZTL (Fig. 5) (Pokhilko 
et al. 2010). These genes interacted through a series of regu-
latory interactions, forming a complex network. The COGs 
acted as central regulators that integrated the signals from 
the MEGs and EEGs to generate the overall rhythm of the 
circadian clock.

By considering the transcriptional, translational, and 
degradation rates, the model provides a quantitative under-
standing of how the MEGs, EEGs, and COGs interact and 
contribute to the generation of circadian rhythms.

In 2013, Pokhilko et al. further modified this model by 
including the negative transcriptional regulations of the core 
clock genes by TOC1 and the up-regulation of TOC1 expres-
sion by ABA signalling. They also added post-translational 
regulation of TOC1 and the evening complex by GI, ZTL 
and COP1 (Pokhilko et al. 2013).

Later, a significant breakthrough came in 2011 when a 
study demonstrated that ELF3, ELF4, and LUX form a com-
plex (referred to as Evening Complex or EC) that binds to 
the promoters of target genes (Nusinow et al. 2011).

Multi‑loop model

As research advancements uncovered new components 
and provided a better understanding of previously known 

Fig. 5  Schematic of a Pokhilko et  al (2010) Model in which they 
introduced PRR9, PRR7, NI, GI and ZTL. Also, hypothetical com-
ponent X from previous model was replaced with TOC1mod. b Pokh-
ilko (2012) Model in which they modified and expanded the previous 
model by removing hypothetical component Y and TOC1mod while 

adding Evening Complex (consisting of ELF3, ELF4 & LUX) and 
COP1 (Red arrow heads represent promotion, green flat heads repre-
sent inhibition, yellow flashes indicate light activation and small yel-
low circles indicate post-translational regulation by light.) (Pokhilko 
et al. 2010, 2012) “Created with”. BioRender.com”
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components, Pokhilko et al. developed an updated ver-
sion of their previous model, incorporating the newly 
discovered mechanisms into their framework (Dixon 
et al. 2011; Helfer et al. 2011; Pokhilko et al. 2012). The 
model included multiple loops with intricate positive and 
negative interactions. They modified the evening loop to 
incorporate the evening complex genes and added post-
translational control of the ELF3 protein through COP1 
(E3 ubiquitin ligase) (Fig. 5) (Yu et al. 2008).

While GI retained certain functions consistent with 
the previously studied gene Y (Locke et al. 2005a, b), 
the researchers found that GI appeared to act more as a 
modulator than the primary effector. Consequently, they 
removed the hypothetical gene Y from the network and 
added the necessary clock elements, namely COP1, LUX, 
ELF3, and ELF4, to the evening circuit further connecting 
it to GI (Pokhilko et al. 2012). This modification resulted 
in evening loop being represented more realistically.

In this new network, the light-dependent degrada-
tion of the EC component ELF3 mediated light input, 
which potentially involved the participation of COP1 and 
another related E3 ubiquitin ligase (Pokhilko et al. 2012). 
By incorporating these refinements and mechanisms into 
the model, the researchers aimed to provide a more com-
prehensive and accurate representation of the circadian 
regulatory network, considering both genetic and post-
translational regulatory elements and their interactions 
with light input.

This study looked at how different parameters affected 
the characteristics of the simulated circadian clock model. 
These factors affected the clock’s amplitude and period 
under various light conditions and the period of mutant 
strains.

Five parameters were restricted using wild-type expres-
sion profiles and the time course of a particular mutant 
strain. In contrast, four parameters were produced from 
experimental observations and confined based on avail-
able data. Multiple data types were fitted to the remaining 
16 parameters. Interestingly, while the sensitive factors 
impacted many different clock model components, only a 
small percentage of them were connected to the unidenti-
fied component Y.

In conclusion, the study clarified the sensitivity of 
several factors in a simulated circadian clock model. The 
importance of night regulators, as well as the rates of 
mRNA and protein synthesis, degradation, and inhibition 
for different clock features, were emphasised.

Further research in upcoming years identified transcrip-
tion factor REVEILLE 8 (RVE8) playing a crucial role in 
regulating these circadian rhythms networks. It was deter-
mined that RVE8 regulates the expression of PRR9, PRR5, 
TOC1, GI, LUX and ELF4 (Rawat et al. 2011).

Extended multi‑loop model

The Pokhilko et al. (2010 and 2012) models were extended 
and revised in the Fogelmark et al. (2014) model of the 
Arabidopsis circadian clock. This model made significant 
alterations by eliminating all transcriptional activation and 
adding two additional elements—the morning-expressed 
activator RVE8 and the night repressor/activator NOX/
BROTHER OF LUX ARRHYTHMO (NOX/BOA) (Fig. 6) 
(Fogelmark and Troein 2014).

The transcription factor RVE8 was known to positively 
regulate the expression of a significant number of clock 
genes (Dai et al. 2011; Hsu et al. 2013; Rawat et al. 2011). 
Interestingly, all six targets of RVE8 in the model (PRR9, 
PRR5, TOC1, GI, LUX, and ELF4) were also binding tar-
gets of TOC1, which primarily acted as a repressor in the 
model. The transcription factor NOX had been discovered 
to work as a promoter of CCA1 (Helfer et al. 2011). Like 
LUX, NOX displayed a peak expression in the evening and 
shared a DNA binding domain. Although its function was 
only slightly redundant with LUX since LUX showed a more 
robust clock phenotype, it formed a complex with ELF3 and 
ELF4 (Nusinow et al. 2011). The authors hypothesised that 
the evening complex contained transcriptional repressors for 
NOX and LUX. This model offered insightful information 
about the regulatory dynamics of the clock system by includ-
ing RVE8 and NOX as crucial elements and modifying the 
transcriptional activation mechanisms.

In contrast to the Pokhilko et al. (2012) model, several 
elements and interactions in this model were eliminated for 
lack of experimental support or because they were compu-
tationally unnecessary. They eliminated direct light-depend-
ent degradation rates for PRR9, PRR5, TOC1 proteins and 

Fig. 6  Schematic of extended multi-loop model, as explained in 
Fogelmark Model (Fogelmark and Troein 2014). They added RVE8 
and replaced NI with NOX from the models. (Red arrow heads rep-
resent promotion, green flat heads represent inhibition & black dou-
ble arrowheads represent protein interactions, yellow flashes indicate 
light activation and small yellow circles indicate post-translational 
regulation by light.) “Created with BioRender.com”
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CCA1 and LHY mRNA. For PRR5, they used ZTL-depend-
ent deterioration to replace the light input. Additionally, they 
disregarded the possibility that GI’s direct transcriptional 
response to light existed because COP1’s ability to break 
down EC was sufficient to account for the morning-related 
increase in GI transcription.

The LHYmod, hypothetical modified form of LHY/
CCA1, which was present in the Pokhilko models, was also 
eliminated. The elimination of few parameters and clock 
components balanced the addition of new ones like NOX 
and RVE8, as well as the separation of CCA1 and LHY. As 
a result, compared to the Pokhilko model, this model had 
fewer parameters.

This work successfully showed that an oscillating system 
model might be fitted utilising a large dataset without the use 
of a complex cost function based on qualitative elements of 
the model output. Instead, they used extensive time course 
data and a direct comparison of simulations to constrain 
the model’s parameters. This streamlined strategy offered 
the additional benefit of including time courses that span 
changes in environmental conditions. The model success-
fully captured the fundamental dynamics of the circadian 
clock system and its reaction to environmental changes, 
demonstrated by faithful recreation the clock’s phase after 
such transitions. This approach highlights the importance of 
considering transient behaviour and environmental transi-
tions when studying the circadian clock.

For parameter fitting, the model used all available time 
course data. However, separately acquired period data from 
clock period mutants were used to verify the model’s accu-
racy. The results of the investigation showed a significant 
agreement between experimental data and the majority of 
the model’s predictions under constant light (LL) circum-
stances. With the elf4 mutant, there was one exception, as 
the predicted period change happened in the opposite direc-
tion from what was previously shown in the experiments. 
Despite a discrepancy in the case of the elf4 mutant, the 
model overall showed reliable performance and offered 
insightful information (Fogelmark and Troein 2014).

All these comprehensive models discussed so far have 
been developed and modified with the aim of incorporating 
as many components as possible of the plant circadian regu-
latory network. But none of these models accounted for the 
differential expression of this network across different tissue 
with respect to the intensity of light exposure they receive.

Multi‑loop model with spatial approach

Bordage et al. aimed to explore the molecular mechanisms 
underlying the circadian rhythms in mature shoots and 
roots of Arabidopsis (Bordage et al. 2016). They created an 
imaging system to track clock gene expression and adapted 

Pokhilko et al.’s (2012) mathematical model of the Arabi-
dopsis clock to reproduce their experimental results.

The results revealed distinct rhythmic properties and 
responses to light between shoot and root circadian clocks. 
Notably, the root clock exhibited entrainment to low-inten-
sity light, even when out of phase with shoot illumination. 
These variations were more noticeable in the presence of 
light and remained even in the availability of sucrose. By 
modifying the light-related parameters in the clock model, 
the authors were able to recreate the observed discrepan-
cies and overlaps between shoot and root clock. Based on 
these findings, the study shed light on the field of organ-
specific clocks and circadian rhythm regulation in differ-
ent parts of plants. They estimated the model parameters by 
varying them both individually and in combination, over a 
wide range, and then conducted a more detailed exploration 
within a narrower range (Bordage et al. 2016). By iteratively 
adjusting the parameters and evaluating the simulated data, 
the researchers successfully refined their model to closely 
match the observed characteristics of the circadian clocks in 
shoots and roots under different lighting conditions.

Other models

Apart from the models discussed above, several other mod-
els have been developed to understand the plant circadian 
regulatory network with diverse objectives.

In 2009, Salazar et al. extended Locke’s single loop and 
interlocking loop models by adding CONSTANS (CO) and 
FLOWERING LOCUS T (FT). They demonstrated that 
FLAVIN, KELCH, F-BOX (FKF1) activates FT independ-
ent of known activation of CO by FKF1. Thus, locating a 
novel and major controller of photoperiodism in Arabidopsis 
(Salazar et al. 2009).

In 2012, Song et al. further extended this model by adding 
CYCLING DOF FACTOR 1 (CDF1) mediated promotion 
of FT to demonstrate that FKF1 induces FT mRNA produc-
tion through multiple feedforward mechanisms thus regu-
lates flowering time (Song et al. 2012). In 2013, Keily et al. 
modified Pokhilko et al. 2012 model and added C-REPEAT 
BINDING FACTOR 3 (CBF3) to demonstrate the crucial 
role of clock in temperature signal transduction in Arabi-
dopsis (Keily et al. 2013).

In 2012, Akman et al. introduced first Boolean models 
of plant circadian networks (Akman et al. 2012). They con-
structed Boolean counterparts of the differential equation-
based models and showed Boolean models as being more 
efficient in reproducing high order properties like photo-
period responses.

In 2015, Ohara et al. modified Locke’s single loop model 
to understand the functioning of the model under different 
light conditions (i.e., Red, Blue, and Red & Blue). In this 
model, instead of using binary value (i.e. either 0 or 1) they 
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kept light input at 0.1 value for constant red light condition 
and changed its value for duration the stimulus is provided 
based on wavelength of light stimulus. In a separate model 
they also tried to analyse phase response curve with varying 
light intensity and wavelength. They introduced wavelength 
specific light input by modifying light stimulus from single 
value to combination of three different stimulus from three 
different photoreceptors (i.e. Phy A, Phy B and Cry1). The 
stimulus from different photoreceptors were dependent upon 
wavelength of light input (i.e. Red and Blue) and its intensity 
(Ohara et al. 2015a, 2015b).

In 2016, Foo et al. made an ODE based model consist-
ing of 24 ODEs and 40 interactions between components 
of the model based on publicly available time series data of 
mRNA and protein expression. Different types of regulations 
(like post-translational, transcriptional, and light based) con-
sidered in model were primarily based on experimentally 
verified knowledge. The study identified four major nega-
tive feedback loops as the essential components referred to 
as “kernel” that were required for modelling the wildtype 
molecular rhythms. They also postulated the role of addi-
tional components in responding to diverse conditions such 
as different light conditions (Foo et al. 2016).

In 2016, DeCaluwe et al. made a reduced model in which 
they selected eight components of the network (CC1, LHY, 
PRR9, PRR7, PRR5, TOC1, ELF4 and LUX) and reduced 
them into four components by combining them sequen-
tially and assuming them as single components (De Caluwé 
et al. 2016). These assumptions lead to reduced number 
of equations and parameters. This model has been further 
extensively explored with different perspectives for spatial 
modelling by Greenwood et al. They tried to analyse phase 
difference and delay in phase-resetting over different tissues 
of plant (i.e. leaf, shoot and root) by introducing light sen-
sitivity of different tissues and local coupling to generate 
spatial waves (Greenwood et al. 2019, 2022).

In 2018, Joanito et al. used several versions of reduced 
model to identify incoherent feed-forward switches which 
help clock network to rapidly switch between different 
states (Joanito et al. 2018). Same year, Ohara et al. further 
modified the DeCaluwe reduced model to incorporate sugar 
responses to the core circadian components. They analysed 
mechanisms, target genes and effects of sugar signalling in 
Arabidopsis circadian network (Ohara et al. 2018). In 2022, 
Huang et al. extended the DeCaluwe 2016 model by adding 
an extra input of red light and additional regulations such 
as self-inhibition of CCA1/LHY and replaced activation of 
PRR9/PRR7 by CCA1/LHY to inhibition in the network. 
Their aim was to characterise the effects of light quality on 
plant circadian rhythms (Huang et al. 2022).

In 2022, Pay incorporated DeCaluwe model with COP1 
along with 3 photoreceptors (Phy A, Phy B and CRY1) 
using similar approach to that of Ohara model. They further 

analysed the model under different light conditions (i.e., 
Red, Blue, and Red & Blue) in order to identify light condi-
tion most favourable for hypocotyl growth (Pay et al. 2022a). 
Further, they extended their model to incorporate the effect 
of various light qualities on the flowering time (Pay et al. 
2022b).

In 2022, Chew et al. developed Arabidopsis framework 
model by combining several previous submodels to antici-
pate the impact of circadian clock gene misregulation on 
overall plant physiology. The model’s modular structure 
incorporated detailed submodels of clock genes PRR7, 
PRR9, and output pathway genes, enabling precise simula-
tions of flowering time and various phenotypic outcomes in 
Arabidopsis. They integrated starch metabolism and light 
signalling pathways to explain complex molecular interac-
tions in plants. By integrating interactions among the clock, 
photoperiod, phenology, and functional-structural submod-
els, they illustrated the interconnected regulatory processes 
governing plant development. Through simulations, the 
model accurately reproduced the altered dynamics of clock 
gene expression in mutant plants, offering valuable insights 
into the molecular mechanisms of circadian regulation and 
its influence on plant growth (Chew et al. 2022).

In a recently published model by Chan et al. 2024, they 
constructed an ODE based model analysing effects of vari-
ous light properties (photoperiod, intensity, light–dark order) 
over Arabidopsis thaliana growth and development using 
days-to-flower (DTF) and hypocotyl growth as measures. 
It consisted of 27 ODEs and light as input, while growth-
related circadian gene expression as output. The expres-
sion of these genes was used to compute hypocotyl length 
and DTF. They demonstrated that not only the photoperiod 
but ratio of combination of lights as well as their order can 
affect hypocotyl growth and DTF of plants. Also, the same 
combination of these properties can have different effects 
on hypocotyl growth and DTF. Thus, concluding optimum 
combinations of these properties separately for hypocotyl 
growth and DTF (Chan et al.2024).

Future prospects in plant circadian 
modelling

While remarkable progress has been made in recent years in 
the complex world of plant circadian biology, many of the 
knowledge gaps of this complex network continue to defy 
our understanding.

With changing climate, it is pertinent to understand 
the cross talk between circadian signalling and effect of 
temperature. Although, there have been some studies that 
have tried to model the effect of change in temperature 
on the circadian regulation (Avello et al. 2019), change 
in day length along with change in temperature (at 22 °C 



Plant Molecular Biology          (2024) 114:93  Page 11 of 15    93 

and 27 °C) on plant development (Seaton et al. 2015) and 
change in various aspects of light signal (photoperiod, 
phase of dawn, light offset, light intensity, duration of 
twilight and period) with constant temperature (22 °C) 
over hypocotyl length and flowering time (Pereira et al. 
2021), a comprehensive mathematical model that captures 
the effects of intra-day variation in light and temperature 
is still missing. Such a model can account for seasonal 
changes in environmental cues for plants and may pave 
way for better management strategies in the face of climate 
change (Panter et al. 2019). The future modelling studies 
may also focus on connecting the circadian and seasonal 
rhythms that has huge implications in crop yield. A recent 
study by Nagano et al. showed that significant change in 
day length along with temperature is observed throughout 
the year. Although, there is a lag between change in day 
length and temperature changes still annual temperature 
changes have greater influence over seasonal oscillations 
of gene expressions as compared to change in day length 
(Nagano et al. 2019). Furthermore, most of the mathemati-
cal models for plant circadian regulation have focused on 
model plant, Arabidopsis. Though crucial for fundamen-
tal understanding of the physiological process, with more 
data being generated for various crops, it becomes impor-
tant to develop models for other more economically and 
socially relevant plants. This is particularly important as it 
has already been established that circadian rhythms affect 
several agricultural traits (Bendix et al. 2015).

Recently several new interactions between the compo-
nents plant circadian network have been identified. Some 
of these include- the interaction of BBX19 and TPL with 
PRRs to assist in their transcriptional activities (Yuan et al. 
2021), multiple interactions of CRY2 with PHYB, COP1-
SPA1 complex and CIB1 (Lopez et al. 2021), the interaction 
of LNKs with RVEs which helps in targeting promoters (Ma 
et al. 2018), RVEs interact with TOC1, PRR5 and PRR7 and 
provide DNA binding specificity (Ma et al. 2018).

Incorporation of these new interactions in the mathemati-
cal models may provide more accurate description of the 
circadian rhythms in diverse conditions.

Although blue light regulates and aids in several criti-
cal functions in plant development, such as flowering time, 
auxin synthesis and photomorphogenesis, models to date 
have only incorporated CRY1 and no other factors involved 
in blue light signalling such as CRY2 and ZTL (Kim et al. 
2007; Ohara et al. 2015a; Pay et al. 2022a). Several models 
have been successful in accounting for different wavelengths 
of light but not intensity with respect to the time of the day. 
These models have separated white light into blue and red 
light, thus allowing Phytochrome A, Phytochrome B and 
CRY1 (Ohara et al. 2015a; Pay et al. 2022a). The role of 
other photoreceptors such as PHYC, PHYD, PHYE and 
CRY2 have not been included yet in any model and needs 

to be explored in the context of changing light intensity and 
wavelengths.

Limitations

Model complexity

The ODE-based models have been able to predict the behav-
iour of the network well, but there are some limitations as 
we increase the number of components and interactions. 
One such limitation is the complexity of the model and the 
dependency of the model on computationally derived param-
eters. Parameters such as rate of transcription, rate of inhibi-
tion, rate of translation and so on are challenging to derive 
experimentally. Thus, their values need to be estimated 
through parameter estimation methods using the available 
experimental data. To overcome this limitation recently, 
S-formalism has been introduced to the ODE-based models 
(Foo et al. 2020). This technique was crafted with intricate 
biochemical networks in mind and offered a comparatively 
more seamless means of incorporating supplementary regu-
lators into the model.

Data availability

Mathematical modelling is dependent upon the experimental 
data available. These data are required from parameter opti-
misation to validation of the model under different condi-
tions. In case of mathematical modelling of plant circadian 
regulation, primarily expression profiles of various network 
components are utilized. With advances in sequencing tech-
nologies, although there is considerable amount of expres-
sion data now available in the public databases, not all of 
that is helpful for modelling purposes. Often, there is a need 
to integrate the data from multiple experiments that poses 
its own challenges, such as accounting for different experi-
mental conditions, sample collection time, experimental 
errors etc. Higher data availability improves the accuracy 
of models in precisely predicting the observable under dif-
ferent conditions. More experiments are thus required with 
varying photoperiods, temperatures, and varying combina-
tions of them for more complex and realistic modelling of 
the plant circadian regulation.

Overfitting

The problem of overfitting looms big in any mathematical 
modelling approach especially when dealing with sparse 
data. When a model is overfitted to the sparse data set, it 
captures noise and anomalies rather than the underlying pat-
terns. As a result, a model may perform exceptionally well 
on the already available data but may fail to explain new, 
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unobserved data. Overfitting becomes a real worry in plant 
circadian regulation networks since the underlying mecha-
nisms are intricate and complex, possibly compromising 
the model’s predictive accuracy and limiting its capacity to 
offer insightful information (Locke et al. 2005a). Therefore, 
achieving an accurate and trustworthy mathematical descrip-
tion of plant circadian regulatory networks requires careful 
balance between capturing fundamental dynamics and reli-
ance on sparse data.

Conclusion

There have been continuous advancements in the mathe-
matical modelling of plant circadian regulatory networks, 
parallel to the experimental exploration of the network 
components and increased availability of expression data. 
The models have increased in complexity from a single-
loop model in 2005 to interconnected model with multiple 
feedback loops in 2014 by incorporating new experimental 
findings and data (Table 1).

With single cell models reaching enough explanatory 
power with respect to the available experimental data, the 
focus, in recent years has shifted towards spatial models 
which try to capture tissue specific heterogeneity in plant 
circadian responses. One possible reason for that can be an 
increase in the complexity of the network and computational 
dependency for parameter optimisation. New approaches 
and methods must be designed to overcome these limita-
tions, as exploring this network in more detail might provide 
solutions for contemporary problems of climate change and 
food security by sustainable farming.

A deeper understanding of how plants perceive and 
respond to light cues can improve agricultural efforts and 
crop yields. Deciphering the complex pathways governing 
plant physiology is the prerequisite for targeted strategies 
for crop growth. Examining the system’s behaviour under 
different light conditions, seasons, and locations can pro-
vide valuable insights into vegetation dynamics and identify 
specific agricultural behaviour. Scientists armed with a com-
prehensive understanding of plant circadian communication 
can strengthen the sustainability of agriculture, opening new 
pathways and constantly consuming the growing demands 
of our global population.
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