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Abstract

We deal with first-order definability in the embeddability ordering (Z; <) of finite directed
graphs. A directed graph G € & is said to be embeddable into G’ € Z if there exists an
injective graph homomorphism ¢: G — G’. We describe the first-order definable relations
of (Z; <) using the first-order language of an enriched small category of digraphs. The
description yields the main result of the author’s paper (Kunos, Order 32(1):117-133, 2015)
as a corrolary and a lot more. For example, the set of weakly connected digraphs turns
out to be first-order definable in (Z; <). Moreover, if we allow the usage of a constant,
a particular digraph A, in our first-order formulas, then the full second-order language of
digraphs becomes available.
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1 Introduction

In 2009-2010 J. Jezek and R. McKenzie published a series of papers [1—4] in which they
have examined (among other things) the first-order definability in the substructure order-
ings of finite mathematical structures with a given type and determined the automorphism
group of these orderings. They considered finite semilattices [1], ordered sets [4], distribu-
tive lattices [2] and lattices [3]. Similar investigations [5-8] have emerged since. The current
paper is one of such, a continuation of the author’s paper [5] that dealt with the embeddabil-
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ity ordering of finite directed graphs. That whole paper centers around one main theorem.
In the current paper we extend this theorem significantly.

Let us consider a nonempty set V and a binary relation E € V2. We call the pair G =
(V, E) adirected graph or just digraph. The elements of V(= V(G)) and E(= E(G)) are
called the vertices and edges of G, respectively. The directed graph GT := (V, E71) is
called the transpose of G, where E~! denotes the inverse relation of E. A digraph G is said
to be embeddable into G’, and we write G < G’, if there exists an injective homomorphism
¢ : G — G'. Let Z denote the set of isomorphism types of finite digraphs. It is easy to see
that < is a partial order on Z.

Let (&7, <) be an arbitrary poset. An n-ary relation R is said to be (first-order) defin-
able in (&7, <) if there exists a first-order formula W (x1, x7, ..., x,) with free variables
X1, X2, ..., Xy in the language of partially ordered sets such that for any a, az, ..., a, € <7,
W(ai,ap, ..., a,) holds in (&7, <) if and only if (aj,az, ..., a,) € R. A subset of & is
definable if it is definable as a unary relation. An element a € .o/ is said to be definable if
the set {a} is definable. In the poset (Z, <) let G < G’ denote that G’ covers G. Obviously
< is a definable relation in (2, <). In [5], the main result is

Theorem 1 (Theorem 2.38 [S5]) In the poset (Z; <), the set {G, G} is first-order definable
for all finite digraph G € 9.

This theorem is the best possible in the following sense. Observe, that G — GT is an
automorphism of (Z; <). This implies that the digraphs G and G’ cannot be distinguished
with first-order formulas of (Z; <). What does Theorem 1 tell about first-order definability
in (Z; <)? It tells the following

Corollary 2 A finite set H of digraphs is definable if and only if

VGe?: GeH=GT ¢H.

So the first-order definability of finite subsets in (Z; <) is settled. What about infinite
subsets? One might ask if the set of weakly connected digraphs is first-order definable in
(Z; <) as a standard model-theoretic argument shows that it is not definable in the first-
order language of digraphs. The answer to this question appears to be out of reach with the
result of [5]. In this paper we build the apparatus to handle some of such questions. In doing
so we follow a path laid by JeZek and McKenzie in [4]. In particular, the set of weakly
connected digraphs turns out to be definable.

Our method is the following. We add a constant—a particular digraph that is not
isomorphic to its transpose—A to the structure (Z; <) to get (Z; <, A). We define an
enriched small category €2’ and show that its first-order language is quite strong: it
contains the full second-order language of digraphs. Finally, we show that first-order
definability in 42’ (after factoring by isomorphism) is equivalent to first-order defin-
ability in (2; <, A). This result gives Theorem 1 as an easy corollary and a lot more.

The paper offers two approaches for the proof of the main theorem. We either use the
result of [5], Theorem 1, and do not get it as a corollary but have a more elegant proof for
our main result. Or we do not use it, instead we get it as a corollary but we have a little more
tiresome proof for the main result.

Section 5 consists of a table of notations to help the reader to find the definitions of the
many notations used in the paper which might get frustrating otherwise.
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2 Precise Formulation of the Main Theorem and Some Display of its
Power

Once more, we emphasize that the approach we present in this section is from Jezek and
McKenzie [4].

Let [n] denote the set {1, 2, ..., n} for all n € N. Let us define the small category € Z of
finite digraphs the following way. The set ob(%" %) of objects consists of digraphs on [n] for
somen € N.Forall A, B € ob(% %) lethom(A, B) consist of triples f = (A, «, B) where
o : A — B is a homomorphism, meaning (x, y) € E(A) implies (x(x), a(y)) € E(B).
Composition of morphisms are made the following way. For arbitrary objects A, B, C €
ob(€D)if f =(A,a, B) and g = (B, B8, C), then

fg=(A,Boa,C).
It is easy to see that f € hom(A, B) is injective if and only if for all X € ob(€ 2)
Vg,h ehom(X,A): gf =hf & g=h.
Similarly f € hom(A, B) is surjective is and only if for all X € ob(%¢ 2)
Vg,h ehom(B,X): fg=fh< g=h.

These are first-order definitions in the (first-order) language of categories, hence in ¢ 2,
isomorphism and embeddability are first-order definable. This implies that all first-order
definable relations in (2, <) are definable in € Z too. To put it more precisely, if p € P"
is an n-ary relation definable in (Z; <) then

{(A1,...,Ay) 1 A; €0B(ED), (A, ..., Ay) € p}
is definable in ¢’Z, where A; denotes the isomorphism type of A;.

Definition 3 Let us introduce some objects and morphisms:
E| €ob(¥2) : V(E)) =[1], E(E)) =0,
L eob(¢2) : V() =I[2], EE) ={(1,2)},
fi e hom(E(, Iy) : £ = (Eq, {(1, D}, L),
f, ehom(E;, ) : £, = (Eq, {(1,2)}, ).
Adding these four constants to 6’2 we get €Z'.

In the first-order language of (2, <), formulas can only operate with the facts whether
digraphs as a whole are embeddable into each other or not, the inner structure of digraphs is
(officially) unavailable. In the first-order language of €2’ though, we can capture embed-
dability (as we have seen above) but it is possible to capture the first-order language of
digraphs too. The latter is far from trivial, but the following argument explains it. For any
X € ob(F' D) the set of morphisms hom(E|, X) is naturally bijective with the elements of
X. Observe that if f, g € hom(E{, X) are

f=EL {10} X), ¢g=E{(1,y}X) (x,ye VX)),
then (x, y) € E(X) holds if and only if
dh e hom(Ip, X): fih=f, Hh=g. (1)
To put it briefly, X = C Dy, where
V(CDx) =hom(E(, X), E(CDx)={(f,g): f,g € hom(E{, X), (1) holds}.
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This shows how we can reach the inner structure of digraphs with the first-order language of
€ P’ . So the first-order language of € 2’ is much richer than that of (&, <). We can go even
further. One can show that the first-order language of 4’2’ can express the full second-order
language of digraphs. To formulate this more precisely, the first-order language of € 2’ can
express a language containing not only variables ranging over objects and morphisms of
€ 2’ but also

(I) quantifiable variables ranging over

(a) elements of any object,

(b) arbitrary subsets of objects,

(c) arbitrary functions between two objects,

(d) arbitrary subsets of products of finitely many objects (heterogenous relations),

(II) dependent variables giving the universe and the edge relation of an object,
(IIT)  the apparatus to denote

(a) edge relation between elements,
(b) application of a function to an element,
(c) membership of a tuple of elements in a relation.

For example, let us see how (Ib), (Id) and (Illc) can be “modelled” in € Z'.
Let us start with (Ib). Let E,, € ob(%'2’) denote the empty digraph on [r]. The set

E={E, € ob(¥Z) :n e N}

is easily definable in € 2’. Let A € ob(%' Z’) be an arbitrary object and S C A a subset of
it. Let y be a bijection V(E|s|) — S. Let us define the morphism

p:iEs—> A, px)=ykx) (x € V(Esg)).

It is easy to see that we represented the subset S with the pair (E|s|, p). For example, an
universal quantification over the subsets of A would look like

(VEs € E)(Vp € hom(E|s|, A)).

Next, let us consider (Id). Let Aj, ..., A, € ob(€2’) be arbitrary objects and let R C
Al x --- x A, be nonempty. Let ;(r) be the ith projection of r € R. The functions
Ty, ..., T, “determine” the relation R in the following sense:

(ai,...,ap) € R & IreR:m@r)=a; (i=1,...,n).

We will represent the functions 7; the following way. Let y : V(E|g|) — R be a bijection.
Let us define the morphisms p;:

pi - Elgj = Ai, pi(x) =mi(y(x)) (x € V(ER)

It is easy to see that we represented the relation R uniquely with (E|g|, p1, ..., pn). So an
example of an existential quantification of type (Id) is

(3E\R| € E)@p1 € hom(Eg|, A1)) ... (Ipn € hom(E|g|, Ay)).
For (Illc), an element of A} x --- x A, is represented with an element of
hom(E;, Aj) X --- x hom(Eq, Ay,) 2)

and if (E|gj, p1,..., pn) belongsto R € Ay x --- x A, and (f1, ..., fu), an element of
(2), belongstox € A1 x --- X A,, then x € R can be expressed in the way

@Af e hom(Ey, Efg))(fpr=fi Ao A fP1 = fD.
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Let A € ob(%'2) denote the digraph V(A) = [3], E(A) = {(1, 3), (2, 3)}. Now from
the fact that in €2’ isomorphism and embeddabbility are definable and from Theorem 1,
the set

(X €cob(@D): X = AorX = AT)
is definable in ¥ Z’. From this set, the formula
FEx e X)(Vy e X)(y #x = (y,x) € E(X))

chooses the set
(X eob(FD): X =A).

This shows that the first order language of €%’ is stronger then the first-order language
of (2, <) because in the latter, the isomorphism type of A is not definable as it is not
isomorphic to its transpose.

Definition 4 By adding the isomorphism type of A as a constant to (2, <) we get (Z; <, A).
Let us denote this structure by 2.

We say that the relation p € (ob(%'2))" is isomorphism invariant if when for A;, B; €
ob(€ D), A; = B; (1 <i < n), then

(A1,....,An) €p & (B1,...,Bn) € p.

The set of isomorphism invariant relations of ob(¢ %) is naturally bijective with the
relations of 2. The main result of the paper is the following

Theorem 5 A relation is first-order definable in ' if and only if the corresponding
isomorphism invariant relation of € 9' is first-order definable in € 9'.

We have already seen the proof of the easy(=only if) direction of this theorem. We prove
the difficult direction in Section 4 by creating a model of €2’ in Z'.

Definition 6 A relation R C ob(% 2)" is called transposition invariant if it is isomorphism
invariant and (G4, ..., G,) € R implies (GT,...,GI') e R.

Corollary 7 A relation is first-order definable in 9 if and only if the corresponding iso-
morphism invariant relation of €9’ is transposition invariant and first-order definable in

€7

Proof The “only if” direction is obvious. For the “if” direction, let R € 2" be a relation
that corresponds to a transposition invariant and first-order definable relation of 4 2’. We
need to show that R is first-order definable in . We know, by Theorem 5, that it is first-
order definable in &’. Let ®(xy, ..., x,) be a formula that defines it. Let ®'(y, x1, ..., x,)
denote the formula that we get from ® (x1, ..., x,) by replacing the constant A with y at all
of its occurrences. The set {A, AT} is easily defined (even without the usage of Theorem 1)
in Z. Let us define

D" (x1, ... xn) 1= Ay(y € {A, AT} A D (3, x1, .y X)),

We claim that for S := {(x1,...,x,) : ®"(x1,...,x2)}, S = R holds. R C S is clear as
®'(A, x1, ..., xp) defines R. Let s € S. If this particular tuple s is defined with y = A in
®” then s € R is obvious. If s is defined with y = A7 then s” can be defined with y = A
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in ®” and this yields s7 € R, where the transpose is taken componentwise. Finally, the
transposition invariance of R implies s € R. O

We have already seen that in the first-order language of 42’ we have access to the
first-order language of digraphs. Let G = (V, E) be an arbitrary fixed digraph with V =
{vi, ..., vy}. Then the formula

n
Elxl...EIany< /\ Xi #Xj /\\/y=x,- A

1<i#j<n i=1
N GixpeE A N <x,-,x,->¢E)
(vi,vj)EE (vi,vj)¢E

defines G in the first-order language of digraphs. This leads to the following corollary of
Theorem 5.

Corollary 8 In 9, all elements are first-order definable.

Corollary 9 (=Theorem 1) For all G € 9, the set {G, G"} is first-order definable in
(2, 2).

Proof The proof goes with basically the same argument as we have seen in the proof of
Corollary 7. O

The previous two statements will only earn the “title” corollary truly, if we prove
Theorem 5 without using them, which will be one way to approach the proof of
Theorem 5.

In the second-order language of digraphs—which has turned out to be available in the
first-order language of 4’ %'—the formula

AHCG@Av, weGveHAw¢H) ANVx,yeGx—y=(x,yeH V x,y¢ H)))

defines the set of not weakly connected digraphs. This means that the set of weakly con-
nected digraphs is first-order definable in &, by Corollary 7. That fact seems quite nontrivial
to prove without Theorem 5. This definability is surprising as the set of weakly con-
nected digraphs is not definable in the first-order language of digraphs (by a standard
model-theoretic argument).

Is O¢ Le

Fig.1 Is, O, I¢
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3 Some Notations and Definitions Needed from [5]
In this section we recall additional notations and definitions from [5] that will be needed.
Definition 10 For digraphs G, G’ € 2, 1et G U G’ denote their disjoint union, as usual.

Definition 11 Let E,, (n = 1,2, ...) denote the “empty” digraph with n vertices and F,
(n=1,2,...) denote the “full” digraph with n vertices:

V(Ey) = {v1,v2,..., v}, E(E,) =90,
V(F)) = {v1,v2.....v}, E(Fy) = V(F)~.
Definition 12 Let I,,, O,, L, (n = 2,3, ...) be the following (Fig. 1.) digraphs:

V() = V(Oy) = V(Ly) ={vi,v2,..., v},

E(ly) = {(v1,v2), (v2,v3), ..., (Un—1, U)},

E(Oy) = {(v1,v2), (v2,v3), ..., (Un—1, Vn), (U, V1)},
E(Ly) = {(v1,v1), (v2,v2), ..., (Un, U)}.

Definition 13 Let &;” denote the set of digraphs X which we get by adding an edge that
is not a loop to O,.

Note that X > O, forall X € 0,”.

Definition 14 For G € 2, let L(G) denote the digraph that we get from G by adding all
loops possible. For 4 C 2, let us define £ (¥) = {L(G) : G € ¥}.

We would like to mention that this definition was a little different in [5]. We then assumed
that G has no loops which we do not do here.

Definition 15 For G € 2, let M(G) the digraph that we get from G be by leaving all the
loops out. For ¢ C 2, let us define 4 (9) .= {M(G) : G € ¥}.

Definition 16 Let O, ; (Fig. 2) be the following digraph: V(O,.1) = {vi,v2, ..., vs},
E(On,1L) = E(Oy) U{(v1, v1)}, meaning

E(On,L) = {(vl’ U]), (Ul, U2)» (U25 U3), MR (Un—17 UVl)! (Un» Ul)}

Definition 17 Let &', be the digraph with n+-1 vertices V (d",) = {v1, ..., vy41} for which
vy, V2, ..., Uy constitute a circle O, and the only additional edge in &', is (v,, v,41). Let
d 5 (Fig. 3) be the previous digraph plus one loop:

E(FE) = E(@0) U{(Wns1, vat1))-

Fig.2 O3
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Fig.3 g and ok

4 The Proof of the Main Theorem (Theorem 5)

In this chapter we prove the “if”” direction of Theorem 5. Here, if we just write “definability”,
we will always mean first-order definability in 2’

In the proof we discuss in this section, the statement of Corollary 8 turns out to be very
useful as there are a number of specific digraphs whose definability is used throughout our
proofs. There are two different approaches to the proof of this section according to our
intentions with the main result of [5], that is Theorem 1.

EITHER

—  We use Corollary 8, considering it as a consequence of Theorem 1, see the proof of
[5, Theorem 3.3]. In this case, we use paper [5], therefore its result cannot be considered
as a corollary of Theorem 5.

OR

—  We use the following lemma to replace the statement of Corrolary 8 in the special cases
of those specific digraphs that we would use the statement of Corrolary 8 for. This way
Corrolary 8 and the main result of [5] can both be viewed as corrolaries of Theorem 5.

The latter approach requires the following lemma.

Lemma 18 The following digraphs (of at most 9 elements) are first-order definable in 9':
b, L1, Es, A, AT, and the digraphs under (26), (28), and (34).

Proof The proof of this lemma must go without the usage of Corrolary 8 (and Theorem 1).
We only need to consider some (finite) levels at the “bottom” of the poset Z. This
means it is only a matter of time for someone to create this proof. The detailed proof
would be technical and it would bring nothing new to the table, so we skip it. O

From now on, either of the two approaches above can be followed—the proof in the
remainder of this chapter is the same in both cases. It is up to the reader which approach he
favors and has in mind while reading the rest of the paper.
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Lemma 19 The sets & :={E, : n € N}, £ :={L, : n € N} and the relation {(L,, E,) :
n € N} are definable.

Proof & isthesetof X € & for which I, £ X and L £ X..Z is the set of those digraphs
X € 2 for which there exists E; € & such that X is maximal with the properties E; < X,
Eiy1 £ Xand I, £ X. (Ei4 is easily defined using E; as it is the only cover of E; in the
set &)

The relation consists of those pairs (X, Y) € 22 for which X € %, and Y is maximal
element of & that is embeddable into X. O

The relations
{(G,E,) : E, <G, Ep1 £ G}, and (3)

{(G,Lp) : Ly < G, Lyt1 £ G} “)

are obviously definable, from which the following relations are definable too:

Definition 20
¢:={(G,K):3E, €&, forwhich (G, E,), (K, E,) € 3)},
£:={(G,K):3L, € &, forwhich (G,L,),(K,L,) € 4}

Definition 21 Let & denote the set of those digraphs that are disjoint unions of circles (O,
for n > 2) of not necessarily different sizes.

Lemma 22 O is definable.

Proof Let J be the set consisting of those X € 2 for which there exists E,, € & such that
X is maximal with the properties

Ex<X, A% X, AT £X, Li £ X, and (X, E,) € €. ®)

We state that
H =0U{GUE,;:G e 0} (6)
Let G € JZ. It s easy to see that there can be at most 1 weakly connected component
of G that has only 1 vertex (and hence is isomorphic to E1) as the opposite would conflict
the maximality of G. The conditions A £ X and AT £ X mean there is no vertex in G that
is either an ending or a starting point of two separate edges, respectively. Therefore every

weakly connected component of G is either a circle or only one element. Finally, & is the
set of X € & for which X € 7 but there is no such ¥ € 77 that Y < X. O

Lemma 23 The following sets and relations are definable:

Oy :={0n:n =22}, {(On, Ey):n=2},

{F, :neN}, {(F,, E,) :neN} @)

{(G.M(G)) : G € 7}, ®)
M= {(X,Y):3Z((X. 2), (Y, Z) € (8))}.

{(G,L(G)) : G € 9). 9
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Proof O is the set of digraphs X € & for which X € & but there is no Y €
O such that Y < X. The corresponding relation {(O,, E;,) : n > 2} is definable
with Eq. 3.

The set under Eq. 7 consists of those X € & for which X < Y implies (X, Y) ¢ €. The
corresponding relation is defined as above.

Equation 8 is the set of pairs (X, ¥) € 22 for which ¥ is maximal with the conditions
Y<XandL; £7Y.

M is already given by a first-order definition.

Equation 9 is the set of pairs (X, Y) € 22 for which Y is maximal with the property that
(X,Y) eNt. O

Lemma 24 The following relation is definable:
¢, = {(En, Em, Eqnym) :n,m € N}.

Proof The relation &, consists of the triples (X, Y, Z) € 23 that satisfy the following
conditions. X, Y € &, meaning X = E; and ¥ = E; for some i, j € N. With Lemma
23, M(F;) can be defined (with E ). Let F]* denote the digraph the we get from M (F;) by
adding one loop. This is the only digraph W € & for which M(F;) < W and L1 < W.
Now the digraph L; U M(F ;) is definable as the digraph Q € 2 which is minimal with
the conditions L; < Q, M(Fj) < Q and F} % Q. Finally, Z € & such that (Z,L; U
M(F))) € €. O

Lemma 25 The following relation is definable:

{(E,, Ep) i1 <n<m<2n}. (10)

Proof The relation is the set of those pairs (X, Y) € 22 which satisfy the following condi-
tions. For X € &, meaning X = E,, we can define E», to be the element from the set &
for which (E,, E,, Ez,) € €4.Finally,Y € & and E,, < Y < Ep,. O

Lemma 26 Let O := Oy U Ong2 U ... U Oy,. The relation
{(OF, E,) :n e N} (11)

n’

and the set {O]; : n € N} are definable.

Proof The relation (11) can be defined as the set of pairs (X,Y) € £? satisfying the
following conditions. Y € &, meaning Y = E,. X satisfies X € & and is minimal with the
following property: for all O; € &y, for which (E,, E;) € (10) holds, O; < X.

With the relation (11), the set is easily defined the usual way. O

Lemma 27 The following relation is definable:

{(X,Ep):2<n, Xe€0,}.

Proof The relation consists of those pairs (X, Y) € 2 that satisty the following conditions.
Y € &and E; <Y, meaning Y = E,, where2 < n. O, < X, L ﬁ X, and (X, O0,) €
¢. O
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Definition 28 Let 1 < i, j be integers and let us consider the circles O;, O; and E| with
V(0i) = fur.....vi}, V(O = (!, v/} VED = {u}.

Let o”f j denote the following digraph:

V(IF) = V(0)UV(0))UV(E)., E@})

E(0;) U E(0)) U {(v1,u), W', u), (u,u)}.

Lemma 29 Let
OIT,L = Opt1,L U Opq2 L U...U O L.

The following sets and relations are definable:

{(Fn, En)in =2}, {Fpin=2}, (12)

{(Gr En)in=2), (I :n>2), (13)

(O EEp:l<iijoi#j) (FF:1<ij.i#jh (14)
{OnL:n =2}, {(Onr,Ep):nz=2}, 15)
{0F,:neN}), {(O} . Ey):neN}. (16)

Proof The relation (12) consists of those pairs (X,Y) € 22 that satisfy the follow-
ing. Y € &, meaning Y = E,. There exists Z € & for which 0, < Z < X,
(Eps1,X) € € and L ﬁ X. There exists no Z € 0, for which Z < X.
Finally, AT < X. The corresponding set is easily defined using the relation we just
defined.

The set under Eq. 15 consists of those digraphs X € & for which there exists O, € Oy
such that O, < X and L < X. The corresponding relation is easily defined.

The relation (13) consists of those pairs (X, Y) € 22 that satisfy the following. ¥ € &,
meaning ¥ = E,. With the relation (12), ¢, is definable. Now X is determined by the
following properties: ¢, < X, L1 < X and O, 1. ﬁ X. The corresponding set is easily
defined using the relation we just defined.

The relation (14) consists of those triples (X, Y, Z) € 23 that satisfy the following.
Y,Z e &suchthat Ey <Y,ZandY # Z, meaning Y = E;, Z = E;j for some 1 < i, j,
i # j.Now O; U 0Oj is the digraph W € Z determined by W € O, (W, E;y;) € €
and 0;, 0; < W. 0; U 0; U E| is the digraph W determined by O; U O; < W and
(0; U 0j, W) ¢ €. Finally, X is defined by:

AW, Wo: 0, U0, UE, <W, < W2 <X, (X,0;U0;UE)) € ¢,
Li<X, Oit£X, 00 %X, df <X, o <x

The corresponding set is easily defined using the relation we just defined.
The relation {(OZ_L, E,) : n € N} consists of those pairs (X, Y) € 2? that satisfy the
following conditions. Y € &, meaning Y = E,. For X, the following properties hold:
- Of<Xand (X, O)) €€,
- 0i20;=(YeO0” =Y £X),
- 0; < O;lk = d'; f X,
- 0;<0;=0;L <X,
- Ly £ X.

With the relation we just defined the corresponding set is easily defined. O
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Definition 30 Let us denote the vertices of O; and O; with
V(O) ={v,...,u}, V(O =, v}
Let O;_, j denote the digraph
V(0i-)) =V(0)UV(0)), E(0i-))=E(0)UE0))U{(vi,v").

Lemma 31 The following relation and set are definable:

{(0ij, Ei,Ej) i, j =2}, {Oisj:i,j>2} (r7)

Proof The relation (17) consists of those triples (X, Y, Z) € 23 for which the following
conditions hold. Y, Z € & satisfy E» <Y, Z, meaningY = E; and Z = E;, wherei, j > 2.
(X,Ei+j) € €and W < X, where W € O is such that (W, X) € € and precisely O; and
O; are embeddabe into W from the set Oy (here i = j is possible). Finally, &’; < X. The
set is easily defined using the relation. O

The proof of the crucial Lemma 36 requires a lot of nontrivial preparation which we
begin here.

Definition 32 Let % (G) denote the set of weakly connected components of G.

Definition 33 Let

GC G & M(G)<M(G), andGC G & M(G) < M(G),

G=G & M(G)=MG) (& (G,G)eM), thatis= = CNE,
:={H € #(G) : H = C}, and similarly
={H e #(G): H=C}.

C
G
C
G

Let us use the abbreviation wee="weakly connected component” and wccs for the plural.

C is obviosly a quasiorder and Eg is the set of the wces of G that are equivalent to C
with respect to the equivalence =.

We say that a wee W of G is raised by the embedding ¢ : G — G’ if for the wee W’
of G’ that it embeds into, i. e. (W) € W', W C W’ holds. In this case, we say that W
is raised into W'. A wee W of G is either raised or embeds into Eg/, (considered now as a
subgraph of G’).

Lemma 34 Let G and G’ be digraphs having n vertices such that G = G'. Let ¢ be
an embedding G — G’ U O}. Let us suppose that W and W' are wces of G and G’
respectively, such that W is raised into W'. Then W' = I, for some m, and consequently
W = I,y for some m’ < m.

Proof 1Tt suffices to show that M (W’) can be embedded into O}, that is what we are going
to do. For an arbitrary wee V of G, it is clear that zg and Eg/ are either bijective under ¢
(considered as subsgraphs of G and G”) or a wec of Eg is raised. The fact that W is raised
into W’ excludes zgl and zg/,/ being bijective as these two subgraphs are =—equivalent, so
a bijection would only be possible if only Eg " was mapped into zg,/. This means that a wee
Wi of EX;V/ is raised into some wcc Wl’ If Wl’ is a wee of O;f, then we are done as clearly

WI:WH:W{.
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| TQQ

(A

G G' U0

Fig.4 A G and a corresponding G’ U Oj forming a counterexample

. . W/
If this is not the case, then we repeat the same argument to get wees Wa €=.,', and W, such

that W, is raised into W,. Again, if W, is in O};, then we are done as

WC W CW,CW,.

If not, we repeat the argument. Since an infinite chain of wccs with strictly increasing size
is impossible, we will get to our claim eventually. O

We are in the middle of the preparation for Lemma 36. The following Lemma 35 is
the key, the most difficult part of the paper. Before the lemma, we give an example to aid
the understanding of its statement. We consider the digraphs G and G’ U O} and we are
interested if the assumptions

- G=<GUoO

- G=G',and

— G and G’ have the same number of loops

force G = G’? The answer is negative and a counterexample is shown in Fig. 4. To
prove Lemma 36, we will need to ensure that G = G’ with a first-order definition.

Observe the following. Let G denote the digraph we get from G by adding a loop to
the vertex labeled with v. Now it is impossible to add one loop to G’ such that we get
a G’ for which G < G’ U O holds. We just showed the following property: we can
add some loops to G, getting G, such that it is impossible to add the same number of
loops to G’, getting G’, such that G < G’ U O% holds. If we have G = G’ this prop-
erty does not hold, obviously. Have we found a property that, together with the three above,
ensures G = G'? The following lemma answers this question affirmatively.

Lemma 35 Ler G, G’ be digraphs with n vertices and with the same number of loops. Let
us suppose G = G' and G < G' U OF. Then G # G' holds if and only if we can add some
loops to G so that we get the digraph G such that it is impossible to add the same number
of loops to G', getting the digraph G', such that G < G’ U O;:. In formulas this is: there
exists a digraph G for which

G=<G, G=G
such that there exists no digraph X for which
GUO<X, X=G'UO0}, X<LG)UO: (G, X)e&
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Proof The direction < (or rather its contrapositive) is obvious. Accordingly, let us suppose
G#G.

Let C denote the largest joint subgraph consisting of whole wees of both G and G'. Let
us introduce the so-called reduced subgraphs:

G = C U Gg, andG' = C U Gk. (18)

Observe that the digraphs G g and G'; are not empty and G = G.
Let W denote a C-maximal wcc of G g. We claim W = I for some k > 1, and

1] 1 1]
=g - 1= 1=1=¢, | (19)

or equivalently, all wees of = " are loop-free. Let ¢ be an embedding G — G’ U O,

Observe that ¢ raises a wee 1som0rphic to W as G’ has less wces isomorphic to W by the
definitions of the reduced subgraphs. Hence, by Lemma 34, we have W = [; for some
k > 1. This is less then what we claimed, the exclusion of the case k = 1 remains to be
seen yet. First, we prove (19) for k > 1, then by using that, we prove k # 1. It is easy to see
from the definitions that Eq. 19 is equivalent to the fact that all wces of = Ik L are loop-free.

Let us suppose, for contradiction, that a wee V of Gk has a loop in it. Observe that the

loops of G and G’ are bijective under ¢. Moreover, from the maximality of W, it is easy to
see that for a wec U 1 I of G, the loops of zg are bijective with the loops of zg, under

¢. Consequently, none of the wccs of :g is raised as, by our previous argument, there is no
component to be raised into. Hence | :g | < :g, |, which clearly contradicts the fact that

V is an element of EZ‘R. We have proven (19), only the exclusion of k = 1 remains from
our claim above. Let us suppose k = 1 for contradiction. An arbitrary wee K of G is either

K=1 1 or K 1 I;. In the latter case, as we have seen above, the loops of zg are bijective

1

w1th _G/ If K = I, then from Eq. 19 the nonempty set = is loop-free. Consequently,

= G’ , that has the same number of elements, consists of Lis. ThlS means G has more loops

then G’ does, a contradiction. We have entirely proven our claim.

I
G,
ments. Take W' € = G’ . We make the digraph W from I; by adding 1 loop so that W # W'.
This is possible because either W’ has loops on all of its vertices, then (using k > 1) adding
the loop arbitrarily suffices; or there is a vertex that has no loop on it, then adding the loop
to this vertex in I; does.

Now we create the digraph G of the theorem by adding 1 loop to each loop-free wce
of G. To the wcces of :g‘ we add 1 loop each such that they all become W. To all other
loop-free wees of G, we add 1 loop each arbitrarily.

To prove that G is sufficient, we suppose, for contradiction, that, by adding the same
number of loops to G', we can get some G’ for which G < G' U OF. Let¢ bean embedding
G — G’ U O} . For each wee has aloop in G, ¢ is technically an isomorphism ¢ : G — G'.
Our final claim is,

Observe that, from our claim above, the nonempty set =%, contains no loop-free ele-

=g 1> 1=, (20)

which contradicts the existence of the isomorphism ¢ : G — G'. If Eq. 20 gets proven, we
are done. Using the decomposition (18) and the knowledge on how G was created, the left
side of Eq. 20 is

W I w W 1] W
=21 = |=¢1+1=g, 1+1=1 = 1=¢1+1=¢ 1, @1
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] . Was shown to be loop-free above. Observe that even though we do
not know exactly how G’ was created, a component isomorphic to W can only appear in
it if either it was already in G’ and no loop was added to that specific component, or the

component was isomorphic to I in G’, but a loop was added to the right place. This implies

=5 | = I=¢1+1=g |+1=¢ 1 (22)

. W _ _
simce =G — =

Using Eqgs. 21 and 22, it is enough to show that
1 W I W W
=¢ | +1=¢1 > I=¢1+I=¢ |+1=C 1.

or equivalently,
)/ I W
=g 1-1=&1 > 1=F |

Using Eq. 19, this turns into | EIGkR | > | :g |, which is obvious considering how W was
R
created. We have proven (20), we are done. O

Lemma 36 The following relation is definable:

{(G,GU O :G e, |V(G)| =n). (23)

Proof The relation in question is the set of pairs (X, Y) € 2?2 that satisfy the following
conditions. Let (X, E,) € &. Now L(X) U Oy is the minimal digraph W € & with the
following conditions: L(X) < W, O;f < W, there is no O, < Z for which L1 < Z and
Z < W. (Here we used the fact that O has so big circles that cannot fit into X.) Now
Lemma 35 tells us that the set of the following first-order conditions suffice:

Y =L(X)U 0},

X <7,

(X,Y) € £ and

(taken from the end of the statement of Lemma 35:) there exists NO digraph X for
which:

- X<X,X=X,and
— there exists no digraph Z for which Y < Z,Z =Y, Z < L(X) U O;, and

(X,Z) e L. O
Definition 37 Let G € 2 be a digraph having n vertices. Let us denote the vertices of O}
with
V(O ={vj:1<i<n, 1<j<n+i}
suchthat V(Op4;) = {vi,j : 1 < j <n+i}.Letv := !, ..., v") be a tuple of the vertices

of G. Let us define the digraph G < O the following way:
V(G < 0X):=V(GU 0, EG < 0):=E(GU 0% U{(v.v):1<i <n).
Lemma 38 The following relation is definable:

{(G, G z 0 :G e 2, |V(G)| =nand v is a tuple of the vertices of G}. 24)

Proof First, we define the relation

{(G, L(G) z 07):G e 2, |V(G)| =n and v is a tuple of the vertices of L(G)}. (25)
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This relation consists of those pairs (X,Y) € 2?2 for which the following holds. Let
(X, E,) € €. From X, L(X) is definable. Hence, with the relation (23), L(X) U O is
definable. Now Y is minimal with the following properties:

- L(X)UOF<Yand(Y,L(X)U O} e ¢
— Thereisno L(X) < Z for which (L(X),Z) e €and Z <Y.
— Thereisno O < Z for which (O0;;, Z) e €and Z <Y.

— Forall 0; € Oy, O; < Of implies - < Y.
— Thereareno 0;, O; € Oy, for which O; # 0, 0;,0; < Oy and o"iLJ <Y.

Finally, the relation (24) consists of those pairs (X, ¥) € 22 which satisfy the following

conditions. Let (X, E,) € & again. Then Y satisfies: there exists L(X) z O for which

(LX) <0, Y)eM, XUOF<Y<LX)&0f (X,Y)edl 0
Definition 39 Let v; and v! denote the vertices of &'; and & ;j with degree 1. Let us define
d'; — d'; the following way:

V(T — I)i=V(P U, EF — ;) i=EG: Ud;)U{v, v

Lemma 40 The following relation is definable:

{(di = J,Ei,E)): 1 <i,j, i#]j})

Proof The relation above consists of those pairs (X, Y, Z) € 2° which satisfy the follow-
ing.Y,Ze &, Ey <Y, ZandY # Z, meaningY = E;, Z = E;,wherel < i, jandi # j.
Now 0; U O; U E| can be similarly defined as in Lemma 29. From this, O; U 0j U E;
is the only digraph W € & for which 0; U O; U E; < W and (W, 0; U O; U E)) ¢ €.
Now O; U 0; U L is the only digraph W € & for which there exists V € & such that

O;UO;UE, <V <W, Ly<W, Ojp «W and Oj 1 £ W.
o’iL Ud jL is the only digraph W € 2 for which there exists V € 2 such that
0iU0;ULy<V <W, Ff<W, dF<w, budf; £Ww.
Let I denote the digraph
V) ={u, v}, EU) :={u,v), u,u), (v,v)} (26)

The set
(Ff— gt ok o) 27)

consists of those W € 2 for which o”l-L U o”]L < W, I < W. The digraph o”iL U Eqis
defined as usual. From this, the digraph o"iL U L, is definable as the only W € 2 for which
o’iL UE; <W,L, < Wandthereisno V € _@suchthato’f <V, L, <VandV < W.
Let v denote the vertex of o"iL that has a loop on it and let x be the only vertex of Lj. Let
o’iL_) and 7* be the following digraphs:

V@E?) = v eF ULy, E@F) = E@FUL) U@, x)

V") = {u,v,w}, EI") :={{,v), (w,w), u,v), v, w)} (28)
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Now o”iL_’ is the only digraph W € & for which o’iL ULy < Wand I* < W. From the set
(27) we can choose o”iL—> o”JL~ with the fact

e T S
Finally, X = M(d'{— J'}). O
Lemma 41 The following relation and set are definable:

{(0ii, Ei): 1 <i}, {O0;;:1<i}, 29)
where O;; := O; U 0;.
Proof The relation (29) consists of those pairs (X, Y) € 22 for which the following holds.

Y € & meaning Y = E;. X € O, (X, Ey) € €&, and from the set O, O; is the only
element that is embeddable into X. The corresponding set can now be easily defined. [

Lemma 42 The following relation is definable:

{(0f U 071, Ei, Ej) 1 1 <1, j}.

Proof The relation above is the set of triples (X, ¥, Z) € 23 which satisfy the following.
Y,Z e &, Ey <Y, Z meaningY = E;, Z = Ej, where | < i, j. Now O} U O3 is the
digraph W satisfying the following:

- We0O

- IfE, E, € & satisfy (O}, E,) € € and (O;f, Ey) € € then (W, E,1y) € €.
— Forall 0, € O that satisfy O, < Ofor O, < 0;‘, 0,, < W holds.

— Forall 0, € Oy which satisty 0, < O} and O, < 0}*, Oy.n < W holds.

Finally, X is the minimal digraph with O} U 0% < X < L(Of U 0})and 05, < X. O
Definition 43 Let us denote the vertices of O, by
V(O :={vij:1<i<n, 1<j<n+i}

such that the circle Oy, y; consists of {v; ; : 1 < j < n + i}. Similarly, let us denote the
vertices of O, ; by

VOp )= i l<i<m 1<j<m+i)

such that the circle Oy, 1 consists of {vi/ 11 < j < m+ i} and the loops are on the
vertices {vi"! : 1 <i <m).Fora map « : [n] — [m], we define the digraph F, (n, m) as

V(Fy(n,m)) :==V(0xU Oy ),

E(Fy(n,m)) :== E(0; U 0} ) U{(vi1,v*N 1 <i <n}.
Let
Fn,m) = {Fy(n,m): a:[n] — [ml}.
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Lemma 44 The following relation is definable:

{(Fo(n,m), E,, Ep) : 1 <n,m, «a:[n]— [m]}. 30)

Proof The relation above consists of those triples (X, ¥, Z) € Z° that satisfy the following.
Y,Z € & meaning Y = E,, Z = E,, where 1 < n, m. Now X is a minimal digraph with
the following conditions:

- 0yU0F, <Xand(0;U O} ,,
- 0; < OF implies F < X.

- 0, <0 U O;Z,L implies there isno W € ﬁf, for which W < X.

—  Thereisno V for which V < X and &"; < V, such that &"; < X and o”,-L $ V.

—  There is no o”iL < VforwhichV < Xand L, < V. O

X)eeEnkgL.

Lemma 45 The following relation is definable:

{(Figpy (1, 1), Eny En) 1 1 < n). 31)

Proof The relation in question consists of those triples (X, Y, Z) € (30) for whichY = Z €
& and for i, j > 2 we have

0i—>j§X:>E,':Ej. O

Lemma 46 The following relation is definable:

{((Fo(n,m), Fg(m, 1), Fgoa(n, 1), Ey, Epy, E}) : 1 <n,m, I, o:[n] — [m],
B :[m]— [} (32)

Proof The relation in question is the set of those 6-tuples (X1, ..., Xg) € 2° which satisfy
the following. X4, X5, X¢ € &, meaning X4 = E,, X5 = E,, and Xg = E; where 1 <
n,m,l. X; € Fn,m), Xo € .%(m,l) and X3 € F(n,1). Finally:

(Oi»j <X1andOj¢ < X2) = Oj < X3. O]

Definition 47 There is a bijection between the digraphs G < O and the ele-
ments of ob(%%). Let us observe that the vertices of G are labeled with the circles

Ou+1, Opg2y ..., Oy in G Z Oy. On the other hand, in ob(%¢' %), they are labeled
with 1, ..., n. The element of ob(% ) that corresponds to G z O;; will be denoted by

(G Z 0,5« ¢ from now on.
Lemma 48 The following relation is definable:

(X, Fy(n,m),Y)e2®: X=G z o), Y=H z Oy, for some v and w, and
(X%, o, (Y)¢g) € hom((X)¢a, (Y)¢z)} (33)
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Proof The relation in question is the set of those pairs (X, F,Y) € 23 which satisfy the
following. There exist G and H such that (G, X) € (24) and (H,Y) € (24). Finally, F
satisfies

- (F,En, En) €(30),
- (@i > dj <G & 0i=X), 0;,,0; <0 andO;_t, 0j; < F) = (0 #
Oyanddy — &) < H < 0%) v (Op = 0;andd'F < H & 0%)),
- (FF<G&0r 0,<0;and0i; <F)=JF <H & 0.
O

The proof of Theorem 5 is now properly prepared for, we only need to put the pieces
together.

Proof of the main theorem: Theorem 5 We have already seen in Section 2 that all relations
first-order definable in &’ are defiable in €%’ as well. So we only need to deal with the
converse. We wish to build a copy of 4’2’ inside 2’ so that all things we can formulate in
the first-order language of ¢ %’ becomes accesible in its model in 2. Let the set of objects
be

{G z 0y :G e P, |V(G)| =nand v is a vector of the vertices of G},

and the set of morphisms be Eq. 33. We can define both as Lemma 48 shows. Identity
morphisms can be defined with Lemma 45. For the triples

(X1, Z1, 1), (X2, Z2, Y2), (X3, Z3,Y3) € 2°
the condition (X;, Z;, Y;) € (33) ensures that there exist «; such that
((Xi)zz,ai, (Yi)eo) € hom((Xi) ¢, Yi)ez).

Moreover, if we suppose Y1 = X3, X3 = Xj, Y3 = Y» and that there exists a 6-tuple in
Eq. 32 of the form (Z1, Z3, Z3, *, %, *), we have forced

(XDeg, a1, YDea)(X2)va, a2, 2)¢g) = (X3)¢2, 3, (Y3)%2).
The four constants in %’ require 4 digraphs, say,
Cy, C2, C3, andCy (34)
of 2’ to be defined such that
(Cwz =E1, (C)eg =h
and C3, and C4 are the elements of the set .% (1, 2). Now we have all the “tools” accesible

in € 2'. Finally, the relation (24) lets us “convert” the elements of 2’ and 6%’ back and
forth. We are done. O
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5 Table of Notations

Notation Definition, theorem, etc. Page number
U 10 7
C,C, =, Eg 33 13
e 47 20
o™ 17 8
ok 17 8
SH 28 11
= J; 39 17
A 4 5
A 5
(A, a, B) 3
€D 3
274 3 3
9 2
9’ 4 5
¢ 20 10
(S 24 11
E(G) 2
E; 3 3
E, 11 7
Fy(n, m) 43 19
F(n, m) 43 19
E, 11 7
f1, 1 3 3
F, 11 7
GT 2
G < oF 37 17
hom(A, B) 3
I 3 3
1, 12 7
£ 20 10
L, 12 7
L() 14 7
A 14 7
m 23 10
M() 15 7
() 15 7
% 21 10
Oy 23 10
0, 12 7
o 13 7
o* 26 11

n
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L 29 12
OnL 16 8
O;.; 41 18
0,'_>j 30 12
ob(¥ D) 3
V(G) 2
Y/ 32 13
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