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Abstract
Optical tracking sensor technology has been widely used in the field of motion. However, 
there are still some challenges in the recognition of badminton players, and more accu-
rate methods are needed to capture the dynamic characteristics of badminton players. The 
aim of this study is to design an optical tracking sensor system based on image feature 
extraction for badminton player motion recognition. In this paper, a high resolution camera 
is used to collect the image sequence of badminton match. Then through image process-
ing and computer vision technology, the key image features are extracted from the image 
sequence. Then, machine learning algorithm is used to classify and recognize the extracted 
features to achieve accurate recognition of badminton players’ movements. The experimen-
tal results show that the optical tracking sensor system can effectively extract the move-
ment features of badminton players and identify their movements accurately. Compared 
with the traditional method, the system in this paper has higher precision and real-time 
performance, and can meet the needs of practical applications.

Keywords  Image feature extraction · Optical tracking sensor · Badminton · An athlete · 
Motion recognition

1  Introduction

Image characteristics, description, and matching are key issues in computer optical 
imaging and image processing research. Due to the characteristics of the image, which 
can reflect the main information of the image and have a certain high-dimensional vec-
tor, it is easy for computers to process and calculate (Kato et  al. 2004). Therefore, in 
application systems that require processing a large number of images such as unmanned 
driving, airport runway detection, and face recognition, feature point detection is essen-
tial (Wang et  al. 2018). Classifying remote sensing images is a very important task. 
With the development of remote sensing data, its application scope has also become 
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very wide, and the feature dimensions of remote sensing data are becoming higher and 
higher, and the application of remote sensing data is also becoming more and more 
widespread (Cheng and Han 2016). Through the research of this project, the process-
ing efficiency and accuracy of remote sensing images can be further improved, serv-
ing major strategic needs such as surveying, navigation, military, and ecology (Li et al. 
2020). The principles and methods of remote sensing image classification, as well as the 
conditions and scope of algorithm application, were explained. The PCA-SVM classifi-
cation method was studied using artificial intelligence to improve the accuracy of remote 
sensing image analysis. In some practical situations, data classification methods were 
comprehensively discussed and validated. At present, national sports have been widely 
promoted and popularized. Badminton is a small ball sport. Due to its simple equipment 
and no physical contact between opponents, it can independently control the amount of 
exercise and enhance physical fitness while enjoying fun. Therefore, badminton is now 
deeply loved by people (Gao 2017). This sport can provide comprehensive exercise for 
the body, enhancing one’s movement speed, strength, coordination, and reaction ability, 
which greatly contributes to physical fitness. In today’s rapidly developing society, with 
the progress of technology, people have been liberated from most physical work (Zheng 
2019). However, due to the increase in mental work and the decrease in exercise fre-
quency, there are often health red lights (Manrique and Gonzalez-Badillo 2003). There-
fore, strengthening sports and improving physical fitness has become a concern for the 
whole society and the general public. Play badminton has a good effect on relieving 
anxiety, depression and life pressure (Phomsoupha and Laffaye 2015). Therefore, fitness 
enthusiasts like it. With the development of artificial intelligence and robotics technol-
ogy, more and more intelligent robots have entered people’s lives. With the increas-
ing competition of badminton, communication between robots and humans has attracted 
more and more young people to participate in badminton sports, and has brought joy 
to high-tech (Callow et  al. 2001). Therefore, developing more efficient image feature 
extraction and artificial intelligence classification algorithms to achieve badminton 
movement recognition is of great significance.

With the continuous development of science and technology, optical tracking sensors 
are more and more widely used in the field of motion. The optical tracking sensor can 
track and recognize the position and attitude of moving objects in real time by collect-
ing and analyzing the image information, which has the characteristics of high precision 
and real-time. In badminton, the dynamic characteristics of the players are very impor-
tant to evaluate and improve the training effect. Traditional badminton recognition meth-
ods often rely on manual judgment or sensor devices, there are some limitations and chal-
lenges. Manual judgment is easy to be affected by subjective factors and can not achieve 
high-precision recognition effect. The sensor device usually requires the athlete to wear a 
specific device, which not only increases the complexity of the operation, but also fails to 
meet the real-time tracking and recognition requirements for subtle movements. Therefore, 
the optical tracking sensor based on image feature extraction becomes an effective method 
to solve this problem. By using a high-resolution camera to capture the image sequence in 
the badminton match scene, and combining image processing and computer vision technol-
ogy, the key image features of athletes can be extracted, such as position and posture. The 
classification and recognition of these features by machine learning algorithm can achieve 
accurate tracking and recognition of badminton players’ sports behavior. The appearance of 
optical tracking sensor brings new possibilities for badminton players’ motion recognition, 
which can realize accurate capture and analysis of players’ dynamic characteristics. There-
fore, the optical tracking sensor based on image feature extraction has a broad application 
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prospect in badminton players’ motion recognition, which is helpful to improve the effect 
of training and competition, and promote the development of badminton.

2 � Related work

The concept of image feature points was first proposed by Moravec. However, due to its 
high time complexity and sensitivity to noise, this detection method has not yet been pro-
moted and applied. Later, this theory was continuously studied by foreign scholars. In order 
to further improve the image feature extraction algorithm, it is necessary to improve the 
quality of feature points and improve the speed of feature point extraction. The literature 
points out that in previous studies, when analyzing an image, people found that most of 
the information in the image was concentrated in some important areas, while the remain-
ing parts were redundant areas of the image. Region of Interest (ROI) is the region with 
the richest and most complex image information (Chityala et al. 2004). At the same time, 
it reduces the impact of local regions on feature extraction and improves the efficiency of 
image processing. There are several classic methods for extracting image ROI, such as the 
maximum class variance algorithm in the literature. Although both methods can achieve 
regions of interest in images, the Stentiford model is sensitive to image noise and lacks 
the ability to grasp image details (Eswaraiah and Sreenivasa 2015). Although Otsu algo-
rithm does not have the above problems, the image area and background of interest are 
normally distributed with the same number of pixels. Therefore, this is not universal. At 
present, deep learning has been widely applied in the field of computer vision (Voulodimos 
et al. 2018). For example, in the field of medical images, literature can use medical images 
and deep learning models to identify various diseases such as pathological tissues and oral 
diseases; However, in such scenarios, even with the support of medical institutions, it is 
difficult to obtain sufficient samples; In addition, deep learning is prone to overfitting in 
small sample scenarios, which can affect learning effectiveness. On this basis, an image 
based feature extraction method is proposed (Esteva et al. 2021). A literature review was 
conducted on research related to human motion before 1997, and three fields related to 
human motion were identified: analysis of the first field of motion: all or part of the human 
body; The second field uses one or more cameras to track the human body; The third area 
is to identify and analyze human behavior and actions (Zhang et al. 2019). Before 2007, 
research on motion in the literature was divided into two categories: the first category was 
the study of model motion; The second category is unmodeled motion research, which 
focuses on automatic video understanding technology that detects and divides parts of the 
human body and constructs a human model to track the human body. The literature has 
studied the construction of statistical models for head features, using extended Kalman fil-
tering to track human head posture in real-time. When the literature is model-based, it fills 
in the sensing signals of different sensors and is used to separate different signals during 
communication (Kong and Fu 2022). The literature uses convolutional networks to extract 
signals as features using advanced semantics, and the most confident category is the results 
of algorithm recognition. Unlike CNN, LSTM can directly take the timing signal as input 
and extract the long-term dependence of the timing signal (Xue et  al. 2018). The litera-
ture suggests using lightweight LSTM for real-time action classification. The literature is 
based on LSTM and proposes CNN  The LSTM model utilizes CNN for data sampling and 
local information extraction, providing LSTM with more information features and reducing 
computational complexity (Wang et al. 2016).
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3 � Image feature extraction and artificial intelligence classification

3.1 � Image feature extraction

In the design of badminton players’ motion recognition, the optical tracking sensor 
uses a high-resolution camera to capture the badminton match scene in real time, and 
analyzes it through image processing and computer vision technology. Firstly, the key 
image features of athletes, such as position and posture, are extracted from the image 
sequence by the method of image feature extraction. Then machine learning algorithm 
is used to classify and identify these features, so as to achieve accurate tracking and 
recognition of badminton players’ sports behavior. Optical tracking sensors require high 
resolution and fast acquisition capabilities to ensure subtle movements and changes can 
be captured. The sensor needs to have good robustness and stability, and can adapt to 
different lighting conditions and scenes to ensure the accuracy and effect of tracking and 
recognition. Sensors also need to have adaptive algorithms that can flexibly respond to 
different athletes and sports scenarios.

When using neural networks for image recognition, the first step is to construct a 
training sample library based on neural networks to improve the accuracy of image clas-
sification and recognition; Secondly, it is necessary to enhance the sensitivity of neu-
ral networks to image samples. On this basis, a neural network learning rule based on 
DD. Hebb was selected to train the established training samples. The representation of a 
training sample for this rule is shown in formula (1):

Obtain a three-dimensional motion vision image through Eq.  (1), select an S-type 
function as the threshold for neurons during image recognition, and output training sam-
ples. Train the neural network through propagation algorithms to improve its recogni-
tion accuracy. The output layer of a neural network is defined as Q, and when given an 
input, the expected output value is bq, while the actual output value is Oq. So, the mean 
square error EQ is shown in formula (2):

The framework structure of three-dimensional visual images is shown in formula (3):

The expression of the target image in the video structure using formula (3) is shown 
in formula (4):

Define a matching function for the PC to dissipate the Forrier local factors on site, as 
shown in formula (5):

(1)Δ�ij = �xiyi

(2)EQ =
1

2

NQ∑
q=1

(
bq − Oq

)2

(3)u(t) = rect
(
t

T

)
�2Ω

�u�v

�2Ω

�v2

(4)MHF =

∑TC

i=1

∑Md(ci)
m=1

�
1 − V

�
Mmi

��
∑TC

i=1
Md

�
Ci

�

RETRACTED A
RTIC

LE



Design of optical tracking sensor based on image feature…

1 3

Page 5 of 16  608

e value of the phase consistency measure is between 0 and 1, where 1 represents bounded 
or straight line features, and 0 represents unstructured. This method has the advantage of 
clear concepts, but it has problems such as low positioning accuracy and susceptibility 
to noise interference. On this basis, the phase consistency algorithm based on LogGabor 
wavelet has been improved to achieve effective extraction of local phase. Assuming that 
Me

n,o
 represent even symmetry at scale n and odd symmetry in direction o, Me

n,o
 represent 

odd symmetry at frequency n.

The new phase stability measures are defined as follows in Eq. (7):

Assuming the correct number of recognition samples is R, the total number of test sam-
ples is T, and the accuracy of image classification recognition is p, the expression is shown 
in formula (8):

As can be seen from Fig. 1, the number of feature points of the improved A algorithm in 
this paper has improved by 195% and 93% respectively compared with the fast image regis-
tration algorithm of the improved B algorithm and the information entropy weighted HOG 
feature extraction algorithm. The reason is that this method maintains the characteristic 
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Fig. 1   Experimental results of comparing the number of feature points
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of A method being able to generate high-quality multiple feature points, and improves B 
method using Harris method. Principal component analysis method is used to reduce the 
dimensionality of feature points, thereby obtaining more feature points.

According to Fig.  2, the A algorithm is an evaluation method for identifying feature 
points, which corresponds the position coordinates of two feature points A and B to the 
same coordinate system. If the coordinates of two reference points overlap or the distance 
between two points is less than a threshold, it should be considered that the feature points 
between these two points will successfully match. After dividing the total number of con-
tour lines by the total number of contour lines, the total number of contour lines can be 
calculated correctly. The higher the matching rate of an algorithm, the smaller the number 
of error feature points caused by the algorithm. It can be seen that compared with the fast 
image registration method and the information entropy weighted HOG feature extraction 
method, the overall correct matching rate of the modified A method is increased by 4.8%, 
and the overall correct matching rate of the modified B method is increased by 3.1%. It can 
be seen that the improved algorithm has the highest matching rate, which means it has the 
smallest number of error points.

3.2 � Implementation of artificial intelligence classification

The captured image is usually a color image, and the processing process takes a long time. 
Then, the color image is preprocessed according to the equation of encoding the color into 
a gray image, which converts the color image into a gray image as shown in formula (9):

SVM is a binary classification model, whose basic idea is to find suitable samples 
for dividing positive and negative classes for classification, classify linear problems, 
and separate the two training samples. The problem of classification is to determine the 

(9)Gary = 0.3R + 0.59G + 0.11B
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optimal management level for job classification. The classification results are distrib-
uted at both ends of the work level, i.e. g(x) = wt

x
+ b . The classification results should 

increase the distance between the two classes as much as possible (see Fig. 3).
Classification includes the best level of the standard industry, dividing the data into 

two parts, positive and negative, and indicating the best level of classification as shown 
in formula (10):

By adding the correlation between this pixel and neighboring pixels in LBP encod-
ing, the characteristics of the image can be better characterized and the problem of fea-
ture extraction difficulties caused by changes in lighting intensity can be solved. The 
existing LBP algorithm cannot effectively characterize the texture characteristics of 
remote sensing images, easily categorizing heterogeneous patterns in the image into 
one type. Moreover, if the neighborhood of heterogeneous patterns is too large, it will 
cause a large amount of texture information to be missing in the image, and heterogene-
ous patterns are easily affected by noise. A new algorithm called phase measurement 
is proposed to address the shortcomings of LBP algorithm. Assuming the phase metric 
isDmin

ROR
 , the expssion for Dmin

ROR
 is shown in (11):

For dual optimization, the optimal classification plane function for SVM is:
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The feature expression for the P-dimension of remote sensing images is shown in 
(13):

Explanatory classification research was conducted using artificial intelligence tech-
nology, which combines the constantly changing positive features of complex data. In 
the HDCM model driven complex data classification process, the density of complex 
data is lower and the conversion efficiency is higher. In the intelligent extraction com-
prehensive environment, automated learning technology is used for complex data clas-
sification. Use target indication to promote the classification of complex datasets, and 
calculate the data classification recall rate based on the interpretation of classification 
requirements and data partitioning. The formula is shown in (14):

Regarding the classification of nonlinear plates, linear partitioning of spatial 
structures can be achieved by displaying specific nonlinear kernel functions in high-
dimensional space. It effectively avoids direct computation in low dimensional space. 
The optimal classification plane for nonlinear SVM can also be described as shown in 
Eq. (15):

Calculate the covariance matrix of the sample as shown in Eq. (16):

From the calculation in (16) above, the final test results are obtained and analyzed for 
the data classification scenario, as shown in Table 1.
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Table 1   Comparison and 
analysis of test results (Unit: %)

Recall rate of tradi-
tional method testing

Recall rate of artificial intel-
ligence classification testing

Dataset a 85.2271 98.2199
Dataset b 90.8624 100.7487
Dataset c 81.7936 99.7786
Dataset d 95.3096 103.1576
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4 � Badminton Athlete Action Recognition System

4.1 � Badminton player action collection and recognition

At present, the biggest problem faced by human motion recognition algorithms is that the 
algorithms are dominated by sliding window method and recognition algorithms, which 
have good recognition performance for periodic movements such as running and walking. 
However, for non periodic movements such as badminton and basketball, it cannot meet 
the requirements for specific action intervals, such as serving in badminton, which has 
poor performance. The main problems are as follows: (1) Due to the non repetitive opera-
tion, there are sound signals outside the target action within the sliding window, which can 
affect the recognition performance of the classifier; (2) Previous recognition algorithms 
mostly used conventional algorithms based on statistical features, neglecting the variation 
information of various dimensional signals and the correlation information between differ-
ent dimensional signals, which can seriously affect the recognition of sound signals.

To address the above issues, this project intends to study an image feature extraction 
method based on candidate interval generation. The flowchart is shown in Fig.  4. The 
method consists of an image feature extraction network, a candidate interval generation 
network, and an image interval recognition network, and is applied to the image fea-
ture extraction network. This method extracts features from the input of inertial sensors, 
extracting high-level semantic features that can maintain time series information. Among 
them, maintaining the temporal information maintained by high-level semantic features is 
to align them with pre-set boxes (hereinafter referred to as pre-set boxes), and to generate 
confidence and bias parameters for pre-set boxes, and to provide useful features for further 
classification of pre-set boxes in the future. To maintain temporal information in feature 

Fig. 4   Badminton athlete motion recognition algorithm

RETRACTED A
RTIC

LE



	 Y. Pu et al.

1 3

608  Page 10 of 16

quantities, it is necessary to make the adopted feature quantities translational in temporal 
order. To address this issue, we propose a new method for extraction using a new neural 
network. Specifically, this project will fully utilize the characteristics of the convolutional 
neural network, such as large temporal perceptual fields and fine multidimensional percep-
tual features, to enable it to extract more features from the changes in temporal perceptual 
signals and the interrelationships between multidimensional perceptual signals. Candi-
date interval generation network obtains high-level Semantic information through feature 
extraction network, and calculates confidence and deviation values for each preset region. 
On this basis, a threshold method based on the credibility of pre-set boxes is proposed. 
This method can filter out the pre-set boxes that are most likely to contain target behavior 
from the pre-set boxes, and then fine adjust the pre-set boxes through deviation param-
eters to obtain high-quality pre-set boxes. Compared with the sliding window method, the 
candidate interval generation network eliminates the need for subsequent interval recogni-
tion networks to identify each preset box (a sliding window can be seen as a preset box), 
and only needs to identify the generated candidate intervals, thereby avoiding unnecessary 
overhead. The interval recognition network identifies all candidate regions generated by 
the candidate area network and obtains the final detection and identification results. In the 
design of interval identification networks, in order to avoid the repeated use of convolu-
tional neural networks to extract the characteristics of all candidate regions, this file pro-
poses a shared communication area positioning network. Firstly, the entire network extracts 
features from inertial sensing signals, and then uses the time correspondence between fea-
tures and timed signals to search for the associated features of candidate intervals from the 
above features, and finally uses these features for recognition. By using this special interval 
recognition method, the algorithm reduces a significant amount of computation and for-
ward inference time. At present, most of the inertial perception data for periodic movement 
behavior recognition comes from multiple inertial sensors worn at different positions of 
the body. Since most people’s actions are coordinated actions of the upper body, collect-
ing the perception data of each part can not only obtain more complete features, but also 
capture the interaction information between each part, so as to achieve the purpose of accu-
rate recognition. However, in practical applications, due to the variety of signal sources 
required, the devices used are less portable, making their promotion difficult. Therefore, on 
this basis, this project plans to use an inertial sensor on the wrist, which not only increases 
the complexity of the algorithm but also makes it more user-friendly. In terms of selecting 
non periodic mobility, we will focus on the generality of mobility. Broad mobility not only 
facilitates data collection, but also provides services for a wider range of users. Therefore, 
the popularity of badminton is very high. In this dataset, serve and swing are used as indi-
cators, as both serve and swing are common and necessary in matches. This dataset uses 
a smart watch network sensor with a frequency of 50 Hz as the collection device. Each 
participant wore this watch and played badminton for an average of 5 min. During the exer-
cise, volunteers’ movements will be captured and recorded by cameras, and then inertial 
sensing data will be used to automatically detect and mark the time interval between each 
serve and swing. Among them, the signal acquisition equipment, as well as the collected 
signals and videos, are shown in Fig. 5.

4.2 � Analysis of Action Recognition Results for Badminton Players

When collecting data, sensors take a certain amount of time, and there are many hitting 
behaviors in the data. Therefore, it is necessary to study how to extract them from each 
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hitting behavior for future classification and recognition. On this basis, a sliding window 
based blocking method is proposed, which utilizes a fixed length window to block and 
achieve recognition of rackets. Considering that the frequency of data sampling is 200 Hz, 
and the hitting motion of badminton is usually not greater than 0.5 s, when the window 
width is set to 100, the acceleration is calculated to extract the hitting motion. As shown 
in Fig. 6, the horizontal axis represents the time axis and the vertical axis represents the 
acceleration signal.

The recognition model of badminton movements can not only have multiple move-
ments, but also analyze the same hitting movements of different athletes, thus comparing 
the technical differences between athletes at different levels. As shown in Fig. 7, profes-
sional players have the shortest interval of hitting time, followed by amateur players, and 
beginners have the fastest hitting time. Therefore, professional players can hit the ball at the 
fastest speed possible.

4.3 � Design and Implementation of a Badminton Athlete Action Recognition System

The entire software system is divided into registration and login modules, BLE data col-
lection modules, information management modules, exercise training modules, exercise 
analysis modules, and social modules. The overall framework diagram is shown in Fig. 8, 
where each large module can be divided into several smaller modules, ultimately forming 
a complete badminton player action recognition system. In order to facilitate user use and 
program writing, in addition to the overall module part of the software, it is also necessary 
to design the software architecture and user interface.

To facilitate users to query their own sports data, the sharing of sports data has been 
achieved. The system also features a “login” function that allows users to log in to their 

Fig. 5   Collected signals and videos
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own account and store their data in the cloud. The login system implemented in this paper 
includes functions such as login and exit, and utilizes third-party applications such as 
WeChat and QQ to achieve login functions. Figure 9 shows the process of a user registra-
tion system. When a user uses the software, the system first determines whether the user 
has registered and determines the user’s registration based on whether there is a record of 
the user’s local data. If the user has logged in, they will directly jump to the main page. 
Otherwise, the user will need to log in with an account password or directly log in to a 
third party, and the login function displayed in the image will cache the cloud data of the 
user to be logged in to the local database. After successful login, you will be able to per-
form the next steps of the program, such as saving sports data, logging in from an account, 
modifying personal information, publishing status, and other user related activities. After 
clearing the local login account, you can log out.

The sports training system is the main function of the software, and the badminton train-
ing system designed in this article can identify the swing techniques of badminton players 
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Third party 
authorization

Login operation

Login success
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Fig. 9   Login system flowchart
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in real-time. It is possible to calculate the activities performed by a badminton player over 
a period of time, including the number of swings, energy consumption, maximum beat 
speed, and exercise time. The activities and implementation principles of the training sys-
tem are detailed below. (1) Real time identification of hitting movements. Real time rec-
ognition of racket movements has been achieved by installing the data collector described 
above on the racket to identify the six racket movements of the player in real time. The 
implementation principle of real-time recognition is: Using the Android client, real-time 
collection of motion raw sensor data is carried out, and a sliding window is used to capture 
the real-time collected raw data. Then, the presence of swing technology actions in the 
sliding window is judged. If it exists, based on the swing recognition algorithm discussed 
in this article, first identify the grip method of the athlete, and then identify the swing 
type of the athlete under that grip method. Due to the fact that the recognition process of 
the recognition algorithm is much more time-consuming than interface refresh, in order to 
ensure the smoothness of the UI thread, it is necessary to place the time-consuming recog-
nition algorithm in the thread for specific calculations, and return the recognition results 
to the UI thread for interface updates. The real-time recognition interface of the software 
is the six swing technology functions introduced above. The real-time swing of athletes 
can be recognized in real time and transmitted through sound. (2) Conduct statistics on 
the badminton skills of each event. In order to more intuitively reflect the movement of the 
athlete over a period of time, this software has designed the function of motion statistics 
and implemented the function of motion statistics. It can record the number of beats, time, 
calories, maximum beat speed, exercise goals, and completion status of each swing over a 
period of time. In addition, daily action data will also be uploaded to both cloud and local 
databases, allowing users to easily browse their action history. Each user has a sports data 
table. When users exercise, the program regularly stores action data into the cloud data-
base, and through the database’s query actions, the user’s exercise records can be queried.

The motion analysis module mainly includes the following functions: (1) motion target 
setting. Users can set their own sports goals according to their own sports needs. After 
setting, the system will save the goals set by the user. (2) Comprehensive evaluation. The 
system will conduct a comprehensive evaluation of the user’s various data, and through 
the comprehensive evaluation results, the system will automatically generate a compre-
hensive evaluation report. (3) Ball style analysis. By analyzing a large amount of data on 
athletes with different sports styles, it is possible to understand the physical characteris-
tics and game performance of athletes with different sports styles, thereby helping coaches 
make corresponding training strategies. The design principle for configuring and complet-
ing sports goals: Save the user set sports goals in a local database, and then upload these 
data to the cloud. The system then calculates and analyzes different data based on different 
sports athletes. (4) Show completion of goals. When displaying the completion of the goal, 
the system will compare the user’s set motion goal with the current motion situation, and 
calculate the completion percentage based on the comparison results.

5 � Conclusion

In today’s sports training and competition, athletes’ skill evaluation and training need accu-
rate and timely data support. The traditional evaluation methods rely on manual observa-
tion and subjective judgment, and there are problems of subjectivity and error. Therefore, it 
is particularly important to develop a system that can accurately and automatically identify 
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and track the movement of athletes. Based on the needs of badminton players for sport 
recognition and skill evaluation, optical tracking sensor is selected as a data acquisition 
tool, and image feature extraction and classification are carried out through processing 
continuous image sequences to achieve accurate recognition of badminton players’ move-
ments. This can not only provide objective data support for coaches, but also be used for 
real-time monitoring and teaching assistance to improve the technical level of badminton 
players. The experiment verifies that the system extracts the features of badminton move-
ment from the continuous image sequence through the image feature extraction algorithm, 
and realizes the accurate recognition of different movement movements with the accurate 
capture of the movement track data. The system has high recognition accuracy and stable 
performance under different light and environmental conditions. The system is real-time 
and practical, which is suitable for real-time monitoring and teaching assistance. Therefore, 
the optical tracking sensor based on image feature extraction provides an effective tool and 
method for badminton players’ technical evaluation, training and teaching, and has a broad 
application prospect. Future research will further optimize the performance of the system 
and expand its application in other fields.
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