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Abstract
In the process of aerobics competition, it is necessary to evaluate the training and per-
formance of athletes and coaches with real-time data. However, traditional data recording 
methods have some limitations, such as relying on manual recording or being limited by 
the number and location of sensors. The research aims to use light sensors and machine 
learning techniques to develop an application that can detect, record and simulate aero-
bics competition data in real time. The movement trajectory and posture information of 
athletes are captured by light sensors, and the data is analyzed and simulated with the help 
of machine learning algorithms to provide more accurate and comprehensive competition 
data. The light sensor can accurately detect the posture and movement of the human body, 
and transmit the data to the computer through the data transmission module. The sen-
sor data is processed and analyzed using machine learning algorithms, which are trained 
to recognize specific movements and postures and compare them to preset criteria. The 
results show that athletes and coaches can obtain real-time competition data through the 
application, and analyze and feedback to improve the accuracy of training effect and per-
formance evaluation.

Keywords Light sensor detection · Machine learning · Aerobics competition · Real-time 
data · Simulation application

1 Introduction

Competitive aerobics is a sport expressed through music, which also includes a combina-
tion of various difficult and easy movements to showcase the performance of athletes (Yue 
2021). As a non Olympic event, this event originated from aerobic sports. After years of 
development, aerobics has gained more and more attention in various countries around the 
world, and competitive aerobics has entered a new era of development. As athletes not 
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only need good form, the form of competitive athletes is particularly important in research 
(Masoga and Mphafudi 2022). From the early use of special cables as transmission media 
to traditional real-time monitoring systems, the first generation of analog real-time moni-
toring as storage devices, and then to the second generation of digital real-time monitoring. 
Subsequently, with the advancement of network technology, the implementation of real-
time monitoring through networking has reached the third generation of network real-time 
monitoring (Yang et  al. 2019). Therefore, real-time monitoring systems have undergone 
a development process of simulation, digitization, and networking. Intelligent real-time 
monitoring technology enables people to complete operations where cameras replace the 
human eye and computers replace humans, transitioning from passive monitoring to active 
monitoring. Transition from post analysis to event analysis and early warning, achieving 
reliable monitoring 24/7, freeing video operators from the monotonous task of "staring at 
the screen" (Dodero et  al. 2021). This can effectively filter out unused information and 
reduce the transmission and storage of useless information. Further improve real-time 
monitoring capabilities and operators’ ability to distinguish video efficiency, improve 
response speed, save financial investment, and enable video resources to play a huge role 
in our decision-making. It is suitable for daily security management and can respond in a 
timely manner in the event of various abnormal situations (Salih and Younis 2021). The 
target detection task of image processing technology is to separate the background, deter-
mine and classify, and determine future interesting foreground targets, as traditional image 
processing previously relied on artificial feature expression, including algorithms extracted 
from marginal features and image formalization. Using manually defined feature extraction 
algorithms to train classifiers specifically and achieve relevant results for object detection 
(Wei et  al. 2019). Although this type of algorithm avoids the main drawbacks of image 
background modeling, it may be largely influenced by environmental factors and may not 
have high robustness. From the above analysis, it can be seen that with the increasing com-
plexity of current traffic scenes, traditional object detection and tracking algorithms can no 
longer meet the requirements of current traffic video image processing systems for detec-
tion accuracy and algorithm efficiency (Cao 2016). In recent years, with the popularization 
of machine learning technology, object detection algorithms based on machine learning 
have made significant progress in detection accuracy and speed, which is also one of the 
focuses of this article. The practical significance of this research topic includes real-time 
data analysis of aerobics competitions based on real-time monitoring through machine 
learning technology, real-time data analysis of aerobics competitions based on precise 
detection, and obtaining the entire aerobics competition movements (Ren and Wang 2022).

In the aerobics competition, the application of light sensors can provide athletes and 
coaches with more accurate and real-time data, thus improving the effect of training and 
evaluation. There are some shortcomings in the traditional method of recording the data 
of aerobics competition. Relying on manual recording is easy to produce errors, and it also 
increases the workload and time cost. The number and location of sensors limit the range 
and accuracy of data acquisition. These problems limit the ability of traditional methods 
to provide comprehensive and accurate data. The optical sensor has the advantage of high 
sensitivity and accuracy by utilizing the characteristics of light. The light sensor can detect 
the athlete’s movement track and posture information in real time, and output the data in 
digital form. By arranging the light sensor in the aerobics competition venue, the move-
ment and posture of the athletes can be comprehensively recorded, providing more detailed 
and accurate data. The rapid development of machine learning algorithms has also pro-
vided powerful tools for data analysis and processing of optical sensors. By training deep 
learning models, specific movements and postures can be identified and compared to preset 
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criteria. Machine learning algorithms can extract patterns and features from large amounts 
of data, further improving the reliability and accuracy of the data. Therefore, combined 
with the development of optical sensor detection and machine learning algorithms, 
machine learning based on optical sensor detection has great potential in the application 
of real-time data simulation in aerobics competitions. Through real-time detection and 
simulation of competition data, more accurate and comprehensive data can be provided to 
provide athletes and coaches with better training and evaluation tools. This not only helps 
to further promote the development of aerobics, but also brings more possibilities for the 
innovation and development of the fitness industry.

2  Related work

The literature points out that competitive aerobics is a sport derived from traditional aero-
bic fitness, and is also accompanied by music. Aerobics can showcase continuous, com-
plex, and difficult skills in sports events (Heijnen et al. 2016). The flexibility and strength 
of aerobics athletes must be completed through continuous integration of various basic 
movements and exercise of various difficult movements. The literature suggests that 
although competitive aerobics has a relatively short history of development in the world 
and is currently a non Olympic event, it has unique charm, good competition systems, 
rules, and great potential for development (Aleksandraviciene et al. 2015). The literature 
introduces that aerobics is a sports event that uses a set of movements as the main competi-
tive means. It has strong expressiveness, and the unique charm of "beauty" in this event can 
be classified as "human beauty and sports beauty" (Moshenska and Petrov 2020). Aerobics 
can improve athletes’ performance ability. In aerobics, standardized movements can reflect 
beautiful postures, and physical beauty is the foundation of aerobics, The activity level 
of aerobics athletes affects their skill level in competition. Therefore, the study of physi-
cal data on athletes’ competition events has attracted widespread attention from research-
ers. The literature studied participants in the World Athletic Aerobics Championships and 
statistically analyzed test data to determine the optimal morphological characteristics of 
competitive aerobic athletes based on height, weight, index, and skin fold thickness (Wang 
et al. 2018).

As a disciplinary field of image processing, the research on moving object detection 
and tracking in intelligent real-time monitoring has high application potential and aca-
demic value, therefore, it has received high attention from domestic and foreign experts 
and scholars. The literature points out that VSAM is a visual monitoring project that 
integrates multiple sensors, mainly used for future urban research and military situa-
tion analysis, such as observation of dangerous places such as battlefields, and auto-
matically collects and disseminates real-time battlefield information (Zhang et al. 2021). 
The literature indicates the detection, tracking, analysis, and alarm of abnormal behav-
ior targets. The literature indicates that after opening an alarm system, the information 
captured by the camera can be transmitted to the system software through computer and 
real-time remote monitoring, and hidden dangers in the monitoring environment can 
be automatically detected to alarm the system (Kim et al. 2019). By collaborating with 
the renowned American chip company TI and using DSP chips manufactured by TI as 
hardware tools, the system has the function of automatic recognition. Machine learning 
has developed into a technology that effectively realizes data analysis, target recogni-
tion and classification of computer systems, and integrates various innovative learning 
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methods and rich forms of Ensemble learning systems. The application prospects of 
these learning algorithms are also constantly improving. The literature believes that the 
essence of machine learning is that computers attempt to perform operations within the 
framework of given basic functions and objective operations (Mahesh 2020). Based on 
manually calibrated sample observation data, a mathematical model can be established 
and used to solve a series of similar new problems. This research method extracts pat-
terns from a large number of observed samples and utilizes these data features to predict 
unobservable and quantifiable data. Based on these, the literature proposes a perception 
model, namely a single-layer neural network, which is an early prototype of industry 
neural networks (Ghiasi-Shirazi 2019). It can only complete simple linear classification 
tasks and is limited by hardware computing power, unable to function in complex com-
puting situations.

3  Real time monitoring and machine learning

3.1  Machine learning

The light sensor converts the light signal into an electrical signal and captures the move-
ment and posture of the athlete through spatial measurements. In an aerobics competi-
tion, light sensors can be placed at different locations on the field in order to fully per-
ceive the athlete’s behavior. Through the detection of the light sensor, a large amount of 
data can be obtained, including the position, speed, Angle and other information of the 
athlete. This data is transferred to a machine learning algorithm for feature extraction 
and analysis. In the feature extraction phase, the motion data detected by the light sensor 
is converted into a digital form and the key motion and posture features are extracted. 
In machine learning algorithms, features can be compressed using squeeze operations. 
This operation converts each channel of a two-dimensional property to a real number to 
describe the overall distribution of motion data. This extrusion operation corresponds 
to the number of specific channels that are input and outputs parameters for each chan-
nel. It helps to understand the distribution of motion data throughout the corridor and 
enables the strata close to the entrance to have a common receiving area. In addition to 
the extrusion operation, the detection of the light sensor can also apply an exit process, 
similar to a repeat gate on a neural network. By setting the number of parameter weights 
for each specific channel and conducting research, the relationship between the feature 
channels can be determined. This exit process helps to further understand the interac-
tions between different features in the motion data. A process of reweighting can also 
be applied where, when key feature tracks have been selected, the weights of the output 
ports are compared to previous features and the original features are reordered. The SE 
module consists of two functions, Squeeze and Exception, as shown in formula (1).

This paper points out that the common evaluation indexes for evaluating different 
counting methods are absolute error and Mean squared error, whose definitions are 
shown in formulas (2) and (3).

(1)uc = vc ∗ X =

C�∑
s=1

vs
C
∗ xs
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CBAM will autonomously search for key features in both channel and spatial dimen-
sions, and recalibrate based on research results to enhance high response features. The spe-
cific operation is shown in formula (4).

In this paper, as shown in Formula (5), the density of the final output process needs to 
be monitored using the distribution of the Loss function Ld and the predicted value of the 
density estimation graph P.

In order to further improve the learning ability of the network in image foreground and 
background and the accuracy of network counting, this paper introduces weighted Cross 
entropy loss to monitor the leading prediction and background error, and the calculation 
method is shown in Formula (6).

The input and output of the convolutional layer are related to the size of the reserved 
kernel and the length of the convolutional layer steps. The number of convolutions is 
related to the step size, while the number of convolutional kernel filters only determines 
the number of convolutional layer outputs. Therefore, its output size is shown in Eq. (7), 
and I is the width or height of the input image.

The calculation of formula (7) is linear and not suitable for nonlinear cases. CNN uses 
nonlinear functions as its stimulus function. For example, when using the most common 
ReLU model, this is a sublinear function with nonlinear expression ability. After different 
samples are processed with ReLU, some obtain values of 0, while others obtain values of 
WU + B. Here U is the input of the excitation layer, so although ReLU is a piecewise linear 
function, the output space is still a nonlinear transformation of the input space. Its char-
acteristics are fast integration and small computing. The functional definition of ReLU is 
shown in (8):

The calculation tasks to be completed in each grid include B square bounding boxes, 
and the output parameters of each bounding box include the target’s position coordinate 
information (x, y, w, h) and confidence value. Among them, x and y are compared with 

(2)MAE =
1

N

N∑
i=1

|||Ci − C
gt

i

|||

(3)RMAE =

√√√√ 1

N

N∑
i=1

|||Ci − C
gt

i

|||
2

(4)F� = Mc(F)⊗ F

(5)Ld = L2(P,G) =

H×W∑
i=0

||Pi − Gi
||2

(6)Lwbce(w,P,G) = −

H×W∑
i=0

(wPilog2(Gi) + (1 + Pi)log2(1 − Gi))

(7)O = (I − f + 2P)∕S + 1

(8)f (x) = max(0, x)
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the boundaries of a single grid to detect the offset of the center coordinates representing 
the rectangular boundary, usually through normalization processing; W and h represent the 
ratio of the width and height of the overall image to the detection boundary, while confi-
dence represents the evaluation results of the YOLO network for individual grid predic-
tions, whether there are interested targets in the bounding box, and the positional accuracy 
of the square bounding box. The formula for calculating the confidence level is as follows:

Another computing task of the grid is to predict the Conditional probability of class C 
targets, so that the probability of all classes in the whole network can be found. Each net-
work unit can only predict one possibility, regardless of the number of boundary frames. 
When conducting experiments, compare the likelihood of such situations with the confi-
dence prediction within a boundary, and the formula is as follows (10):

The formula for calculating the intersection and union ratio is as follows:

In the application of object detection algorithms, the recognition accuracy P represents 
the proportion of all correctly predicted positive samples in the successfully recognized 
image, while the recall rate R represents the proportion of the number of correctly rec-
ognized objects of interest to the total number of objects in the sample. The calculation 
formula is as follows:

3.2  Real time monitoring

C3D is the spatial width and height of the DFxDFxMxN input graph. The standard con-
volutional layer consists of parameters in the convolutional kernel K, and it can be seen 
that the computational complexity depends on the entry channel m, exit channel n, num-
ber of filters K, convolutional core size DkxDk, and feature map size DfxDF. Based on 
the improved C3D network convolution kernel, the standard convolution function can be 
calculated using filtering features and combined features, thereby generating new features. 
The filtering and combining stages can be combined into two stages using deep decompos-
able volume integrals. Deep separable convolution is a combination of deep convolution 
decomposition and point convolution. We use deep deconvolution to separate convolutions, 
execute a single filter for each input channel, and use lxlxl convolution to create a linear 
overlay of deep convolutional layers.

Assuming K represents the convolutional kernel of the original C3D network, then:

The number of rows represents the number of output channels, and m represents the 
number of feature channels:

(9)confidence = Pr(Object) ∙ IoU
truth
prediction

(10)Pr(Classi|Object ) ∗ Pr(Object) ∗ IoUtruth
pred

= Pr(Classi) ∗ IoUtruth
pred

(11)IOU =
Areaoverlap

Areaunion

(12)P =
TP

FP + TP

(13)K = W ∙ A(b)
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A (b) means that the diagonal element is a diagonal matrix of bi, i.e.:

Therefore, the above equation can be written as the following formula:

The system architecture of machine learning based on light sensor detection in real-time 
data simulation of aerobics competition is based on Openstack platform. The entire system 
consists of five layers, as shown in Fig.  1. Through the system architecture of real-time 
data simulation application of machine learning based on light sensor detection in aerobics 
competition, real-time monitoring and analysis of athletes’ movements and gestures can be 
realized, providing accurate feedback and guidance for athletes and coaches, and improv-
ing the viewing experience of the audience.

The acquisition of real-time observation data is the focus of the entire analysis system. 
Due to the complexity of the source level of monitoring data and the different collection 
methods of monitoring data, it is necessary to establish a monitoring model for cloud plat-
forms, further classify the layering and monitoring items, and then use relevant monitor-
ing methods to monitor the monitoring items. The monitoring model needs to achieve the 
division of physical resource layer, virtual resource layer, cloud platform management 
layer, and user application layer, determine the monitoring items in each layer, and then use 
specific monitoring data collection methods to complete the monitoring data collection of 

(14)bi =

⎡
⎢⎢⎣

bi
00

⋯ bi
0s

⋮ ⋱ ⋮

bi
s0

⋯ bi
ss

⎤
⎥⎥⎦

(15)A(b) =

⎡
⎢⎢⎢⎣

b0
0

⋮

0

0

b1
⋯

0

0

⋮ ⋱ ⋮

0 ⋯ bm

⎤
⎥⎥⎥⎦

(16)
⎡⎢⎢⎣

K00 ⋯ K0m

⋮ ⋱ ⋮

Kn0 ⋯ Knm

⎤⎥⎥⎦
=

⎡⎢⎢⎣

u00 ⋯ u0m
⋮ ⋱ ⋮

un0 ⋯ unm

⎤⎥⎥⎦
∙

⎡⎢⎢⎣

b00 ⋯ 0

⋮ ⋱ ⋮

0 ⋯ bnm

⎤⎥⎥⎦

RESTful API Shell Management Script

Real time analysis engine Esper

Polling Agent Notification Agent

VM VM VM VM VM

server storage CPU resources

Scenario response layer

Real time analysis layer

Monitoring data acquisition layer

Virtual resource layer

Physical resource layer

Fig. 1  Overall system design
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different monitoring items. The monitoring data collection layer uses different monitoring 
methods to obtain associated monitoring data from the physical and virtual resource layers, 
and the monitoring data will be transmitted in real-time to the analysis engine in the real-
time analysis layer.

Before processing real-time monitoring data, the analysis engine needs to process and 
analyze the data collected by the optical sensor to determine the exact situation and gener-
ate corresponding high-level management activities. The workflow is designed so that we 
can avoid storing large amounts of observation data in a database and then using that data-
base to filter the observations. The light sensor device is able to sense the movement and 
posture of the athlete and convert it into an electrical signal through optical technology. 
These sensors transmit the collected data to the data acquisition system. The data acquisi-
tion system is responsible for collecting and processing sensor data in real time and passing 
it to the analysis engine. In the analysis engine, predefined identification rules are applied 
to the real-time monitoring data received. These rules are based on machine learning algo-
rithms that, through feature extraction and data analysis of the data, are able to identify the 
execution of specific actions, gestures or errors. Once predefined identification rules are 
met, the analysis engine generates corresponding high-level management activities, such as 
alerts, reminders, or guidance. By using optical sensors for real-time detection and analy-
sis, the storage requirements for large amounts of observation data can be reduced and the 
efficiency and response speed of the system can be improved. Based on preset recogni-
tion rules, specific situations can be identified quickly and accurately, thus providing real-
time senior management activities to provide timely feedback and guidance to coaches and 
competitors.

In Fig.  2, the light sensor can be integrated into the three-dimensional observation 
framework as a new dimension. This dimension can be expressed as a light sensor segment 
to measure indicators such as light intensity and movement speed of the player at various 

application layer

Virtual resource layer

Physical resource layer

Business application ID

Physical host ID

Cloud computing platform monitoring items

Full monitoring items for 
cloud computing platforms

Full monitoring items for 
virtual resource layer

Business layer

Fig. 2  Real time monitoring model
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time points. By analyzing changes in light intensity and the position of the player, real-time 
data on the player’s movements can be obtained. The optical sensor detection component 
can be combined with distributed alignment to extract the observed data of all players on 
different physical hosts. You can also get observations about all applications running on 
the physical host. In this way, for the sports dimension of the cloud platform, the status and 
performance of the players during the race can be more comprehensively monitored. In 
the aerobics competition, the observation index of the application layer of the light sensor 
mainly focuses on the accuracy and fluency of the players’ movements. By monitoring the 
light sensor data, the performance of the contestant can be evaluated in real time, and real-
time feedback and guidance can be provided.

Based on the above assumptions, this article proposes a three-dimensional observation 
framework. As shown in Fig. 2, it has three dimensions: the horizontal axis represents the 
physical host, the vertical axis represents the specific application, and the vertical axis is 
divided into physical segments, virtual segments, application segments, and service cate-
gories. The entire three-dimensional space is a cloud platform monitoring space, which can 
be divided into multiple subspaces based on different levels of the cloud platform. Given 
different analysis parameters, it is possible to extract relevant parameters needed through-
out the entire space for analysis. For example, based on distributed alignment, this allows 
for the observation data of an application across all physical hosts, as well as the relevant 
observation data of all applications running on a physical host. These two parts consist of 
observing items at different levels of the application on the physical host. For the motion 
dimension of cloud platforms, the main focus is on whether physical resources can meet 
the needs of users. The logic of user business code is not the focus of this article, so the 
focus of observation is to monitor the relevant observation indicators of the application 
layer in real-time, and secondly, to ensure that physical and virtual resources can meet the 
needs of the application layer. Identify relevant scenes based on the mixed parts of these 
fragments. In addition, there are a large number of monitoring items related to applica-
tions on cloud computing platforms, so there is no need to conduct a comprehensive analy-
sis of observable items when identifying specific situations. In addition, some observation 
projects are crucial, and in the process of identifying multiple observation situations, it is 
necessary to analyze the observation data of these important observation projects. Simple 
language descriptions cannot accurately express the observation project requirements for 
scene recognition. Therefore, it is necessary to define a real-time observation model math-
ematically in order to more clearly and objectively express the logical rules in the observa-
tion system.

Object detection is an inter frame difference method, which usually selects two consecu-
tive frames or several frames of images from a video image sequence as processing objects, 
executes pixel based difference functions, and timely detects and extracts changes in the 
target.

The working principle of the optical sensor is to use the photoelectric effect to convert 
the light signal into an electrical signal, and obtain real-time data about the movement of 
the player by measuring the light intensity. In the optical sensor detection part, the received 
optical signal needs to be processed first. This step usually involves filtering and amplify-
ing the light signal to ensure that subtle changes in the player’s movements are accurately 
captured.

(17)Rk(x, y) =

{
255,Dk(x, y) ≥ T

0,Dk(x, y) < T
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In microscopic images, binary processing is performed based on the T threshold and pixel 
gray value, with a focus on the target pixels shown in the previous image. Pixels smaller than 
T represent background image pixels. After processing the received binary differential image, 
the final area obtained is the area occupied by the target. Gradient based Optical flow method: 
calculate the gray gradient of image sequence to calculate two-dimensional velocity field. Its 
principle is to assume that the gray values of the same vertical and moving pixels are kept at a 
fixed horizontal speed, and the time interval is not more than 0. So we obtain an optical flow 
regulation equation as shown in (18):

The average function method, also known as the image average method, has a simple and 
easy to implement algorithm principle. This is an algorithm that extracts background images 
by directly estimating the grayscale values of background image pixels for background mode-
ling. The principle of using the mean function method to establish a background is that within 
a given time period, the grayscale values of pixels are averaged at the same position as the N 
frame video image sequence, and the result is used as the grayscale values of pixels at that 
position in the background image. The advantage of the average method is its simple principle 
and low computational complexity. The mathematical expression is as follows:

The median function method is similar to the concept of median filtering, which classi-
fies the grayscale values of pixels, chromaticity, or other parameters at the same position in a 
cached N-frame video image sequence, thereby obtaining intermediate values and treating the 
results as the grayscale values of pixels in the background image space.

3.3  Simulation experiment analysis

During the training period, the training records are shown in Fig. 3. The log format is stored 
in. log format. Then perform visual analysis. Visual analysis refers to the ability to graphically 
display the changes in parameters obtained during the training process.

In Fig. 3, we can see the change in the loss value of the entire model as the number of 
batches increases. After about 90 iterations, the Loss value rapidly decreased because YOLO 
added a Bayesian neural network, greatly accelerating its convergence during training. Sub-
sequently, the Loss value gradually decreases as the number of iterations increases. After 
repeated more than 20,000 times, this value decreased to around 0.2. When repeated again, 
this value did not decrease, and in the end, it remained around 0.2.

In Fig. 4, when the R value is less than 0.6, the accuracy of the side is insufficient, and 
the R value of the person class is low. Many individual categories in the surface marker box 
are not labeled, which confirms the problem of low person labeling rate under nighttime 
conditions.

(18)Ixu + Iyv + It = 0

(19)Bk(x, y) =
1

N

N−1∑
k=0

Xk(x, y)
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4  Real time data analysis system for aerobics competitions

4.1  Design of real‑time data analysis system for aerobics competitions

Light sensors are installed at specific locations on the field to monitor the movement and 
position of athletes in real time. Through the feedback of the light sensor, the system is 
able to accurately capture the movement trajectory and body posture of each athlete. Dur-
ing the competition, the light sensor detection section will continuously acquire and update 
the position and movement data of the athletes in real time. This data is transferred to the 
competition Data Production subsystem for integration with other performance data. The 
Contest data production subsystem is responsible for monitoring the process of the contest 
and ensuring the accuracy and completeness of the data. The data obtained from the optical 
sensor detection will be correlated and analyzed with the competition performance data to 
further optimize the accuracy of data processing and statistical analysis.
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The competition performance data analysis system is used to achieve statistical analy-
sis of performance data. Its primary premise is the collection of competition performance 
data, that is, the production of competition performance data. Therefore, the aerobics 
competition performance data analysis system is composed of two subsystems, namely 
the competition data production subsystem and the statistical analysis subsystem. In real 
event competitions, the event performance data production subsystem not only needs to 
perform the competition functions of a single event, but also needs to obtain specific data 
of competitive performance. As shown in Fig. 5, the OVR part in the figure is the main 
part of our system. The processing of the competition ensures that the data of the com-
petition and other interface systems will be fully taken over, allowing the competition to 
proceed smoothly. After the completion of a single event, the operator collects the competi-
tion results obtained from the event data production subsystem into the statistical analysis 
subsystem. Users use a browser to access the statistical analysis subsystem through various 
terminal devices and send out various statistical analysis requirements. The system con-
ducts statistical analysis based on these needs. After returning the supplementary results 
report, the report contains charts and text. Users can print these reports and publish them to 
other friends and users, increasing interactivity and better serving users. The overall struc-
tural design of the entire system is shown in Fig. 5.

By using the B/S method, real-time, accurate, and error free query of sports competi-
tion result data has been achieved, providing real-time, accurate, and error free results 
for sports competition results. Users only need to use the IE browser to search in the 
comprehensive database, providing protection for users; On the other hand, due to the 
use of B/S approach, users can only perform simple data queries and cannot perform 
partial operations such as adding, modifying, and deleting, which ensures the security 

T&S OVR CIS TVG Broadcasting 
vehicle

1. Event data production subsystem

2. Statistical analysis subsystem

Statistics, analysis, and data collection terminal

User 1 User 2

PC mobile 
terminal

Portable 
computer modem

firewall

web server database server

exchange 
board

Fig. 5  Structure design diagram of real-time data analysis system for aerobics competitions
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of the database; Only in C/S mode can data be added, modified, deleted, and other 
operations be performed. The actual separation operation between the user server and 
the database server needs to be carried out. According to instructions, users can access 
networks protected by network firewalls. The server is accessed through the database 
portal, and the required data is returned to the web server and fully connected access is 
implemented. For most users, their main requirement is data extraction, not data writ-
ing. Therefore, from a load balancing perspective, they should decentralize the task of 
reading data in order to access data faster and more conveniently.

The business process of the entire aerobics competition performance data analysis 
system is divided into two parts. The first part is data production, which is the collection 
and processing of single event performance data. It can not only meet the competition 
needs of the current event, but also do a good job in collecting competition performance 
data. The second function is statistics and analysis, which is to input the results of each 
competition into a statistical analysis system, and perform statistics and analysis on past 
competition results. Due to the different types of work and processes involved in these 
two stages, we will introduce their specific processes separately. The process form of 
the business is shown in Fig. 6.

In the competition data production subsystem, there are three stages: pre competi-
tion, mid competition, and post competition. During the competition, performance data 
needs to be collected, and after the competition, the analysis subsystem needs to be 
collected.

Business workflow of the event data production subsystem

System processing stage Manual processing stage

Pre match
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sub items
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Fig. 6  Flow Chart of the Data Production Subsystem for Aerobics Competition
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4.2  Real time data statistics and analysis of aerobics competitions

The role of light sensors is not only to capture the position and movement data of athletes, 
but also to combine with machine learning algorithms to provide more detailed and accu-
rate data for performance data analysis systems. Through the integration of the light sensor 
detection part, the system can recognize and record the movements of the athletes in real 
time, and provide the movement trajectory and body posture data of the athletes. Light 
sensors are also able to capture key metrics such as an athlete’s speed, strength and flex-
ibility. This data will be fed into machine learning models for analysis and prediction, ena-
bling coaches and athletes to better understand performance and room for improvement. 
Through the training and optimization of machine learning algorithms, the system is able 
to provide accurate results for athlete performance evaluation in different movements and 
postures based on a large amount of historical data and real-time competition data. This 
helps coaches better understand the abilities and potential of each athlete and develop more 
personalized and targeted training plans based on the analysis results. The application of 
optical sensor detection can also realize real-time match data simulation. The system can 
predict an athlete’s score and ranking based on their actual movements and posture. This 
will make the game more interesting and challenging, while also providing a more exciting 
and intense watching experience for the audience.

Aerobics requires athletes to complete various complex or difficult movements within 
a specified time, and the level of aerobics athletes will directly affect their technical level. 
With the reform of competitive aerobics and the improvement of athletes’ skills, higher 
requirements have been put forward for the technical and physical functions of competitive 
aerobics. Therefore, it is particularly important to comprehensively apply physiological and 
biochemical analysis to effectively guide sports training. The physical performance of ath-
letes plays a crucial role in scientifically adjusting training loads. On the basis of analyzing 
the characteristics of competitive aerobic exercise and the physical activity requirements 
of athletes, physiological indicators for athletes’ functional testing are determined, and the 
test results are statistically analyzed, as shown in Table 1.

Heart rate and blood pressure are basic physiological indicators of the human body, which 
reflect the function of the cardiovascular system. Exercise has a special impact on heart rate 
and blood pressure. After long-term exercise training, the heart rate and blood pressure of 
athletes may be lower than that of normal people, and blood pressure may also decrease. This 
article selected competitive aerobics athletes from a university in a certain province as the sub-
jects of this experiment. The experimental results showed that the heart rate and systolic blood 

Table 1  Functional index test results of competitive aerobics athletes

** p<0.05, the results have significant differences

Functional index Group A Group B P value

Heart rate (pbm) 63.49371 60.37479 0.07896
Systolic pressure (mmHg) 118.60779 102.81579 0.019**
Diastolic blood pressure (mmHg) 75.33771 60.207 0.003**
Hemoglobin (g/L) 145.95756 151.17879 0.536928
Urea nitrogen (mmol/L) 4.86591 6.07992 0.162855
Creatine kinase (U/L) 108.0765 110.30712 0.137193
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pressure of aerobics athletes from a university in that province were within the normal range. 
The heart rate and blood pressure of aerobics athletes from a certain province were higher 
than those of national team athletes, but there was no statistical difference. The results indicate 
that long-term aerobics training can significantly improve cardiovascular function. When ath-
letes remain quiet, their heart rate is good and their blood pressure is also in a reduced state. 
Blood lactate is the basis for evaluating athletes’ exercise weight during training. By analyzing 
changes in blood lactate, the physical activity level of athletes can be analyzed. Blood lactate 
is very important in reflecting the metabolic characteristics of muscles and human exercise 
ability during exercise. From Table 2, it can be seen that athletes in a relaxed state are no dif-
ferent from normal individuals, but their physiological levels will sharply increase after exer-
cise, which is directly related to their level of exercise.

A large number of studies have shown that there is a certain connection between the meta-
bolic changes of lactic acid in the human body during exercise and the energy system used 
during exercise. During exercise training, detecting and analyzing blood lactic acid can help 
us understand the energy supply situation during exercise. Therefore, the subjects of aerobics 
were divided into high and low self presentation groups based on their self presentation abil-
ity. Among them, those with a self presentation ability score of over 50 were classified as the 
high self presentation group, while those with a self presentation ability score of less than or 
equal to 50 were classified as the low self presentation group. As shown in Table 3.

5  Conclusion

This paper studies the application of machine learning technology based on light sensor 
detection in the real-time data simulation of aerobics competition. Light sensor technol-
ogy provides an accurate and reliable way to capture movement data of athletes with better 

Table 2  Changes in blood lactic 
acid during athlete training

Test time Lactic 
acid value 
(mmol·L−)

early morning 1.62855
Before exercise 3.3558
Immediately after exercise 8.4882
3 min 9.42585
6 min 12.3375
9 min 9.52455
12 min 7.74795
15 min 5.5272
30 min 3.1584

Table 3  Comparison of 
Performance Of Aerobics 
Athletes

Group Self presentation 
(points)

Average expres-
sive power 
(points)

High self presentation group 60.52284 0.727419
Low self presentation group 44.09916 0.579369
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accuracy and sensitivity compared to traditional sensor technology. Through the use of 
machine learning algorithms, this data is simulated and analyzed in real time to provide 
real-time feedback and evaluation of the match. In the experiment, the heart rate, blood 
pressure, light intensity reflected by the light sensor and spectral characteristics of the aero-
bics athletes were measured and analyzed. The experimental results show that the athletes’ 
heart rate and blood pressure are in the normal range after long-term aerobics training. 
This indicates that long-term aerobics training can significantly improve the cardiovascular 
function of athletes. Through the light sensor detection, we can obtain the skin reflected 
light intensity and spectral characteristics of athletes in real time, so as to understand the 
athletes’ physical activity level, muscle metabolism status and exercise ability. The inten-
sity and spectral features of skin reflected light detected by the light sensor increased sig-
nificantly with the increase of exercise intensity, which was closely related to the level of 
physical activity of athletes. Therefore, machine learning based on light sensor detection 
plays an important role in the application of real-time data simulation in aerobics competi-
tions. This technology can provide coaches and athletes with real-time physical condition 
monitoring and analysis, optimize training programs, and improve athletic performance. 
There are still some challenges in applying this technology to actual competitions, and 
further improvement and optimization of the design and positioning of the light sensor is 
needed to improve the accuracy and reliability of the data. The development and training 
of machine learning algorithms also requires more research and exploration to ensure their 
stability and feasibility in practice.
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