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Abstract
Tennis requires a high level of physical fitness, which requires the coordination and coop-
eration of all parts of the body. Sports injury is inevitable even for advanced professional 
students and athletes. Sports injury prevention has become an important task of tennis 
players’ training and management. The aim of this paper is to explore a new method to 
prevent sports injury of tennis players based on optical imaging detection of cluster analy-
sis. The optical imaging data of athletes are collected and processed by cluster analysis 
method. Firstly, image processing algorithm is used to extract feature points. Then cluster 
analysis method is used to cluster the feature points to obtain the movement characteristics 
of different parts of athletes. Finally, according to the obtained sports characteristics, a set 
of sports injury prevention strategy is designed. By training the sports data of different 
groups, the risk of Sports injury that athletes may face is predicted. The results show that 
the computer method of cluster analysis and Gaussian process regression can effectively 
predict the risk of Sports injury of tennis players, and provide corresponding prevention 
suggestions. This is of great significance to the management and training of tennis players, 
which helps to reduce the occurrence of Sports injury and improve the performance level 
and career durability of athletes.

Keywords Cluster analysis · Optical imaging detection · A tennis player · Sports injury · 
Prevention strategy

1 Introduction

With the rapid development of China and the environment of national fitness, ball games 
have developed rapidly, with tennis, badminton, squash and other sports being particularly 
popular. Tennis is a competitive sport played on a designated court, where both sides alter-
nate serve and perform baseline runs and hits, scoring through volleys, high pressure, and 
half court draws (Cutts et al. 2020). In the process of tennis, it is necessary for the limbs 
to coordinate and cooperate at high speed in a short period of time. At the same time, it 
is also necessary to have good hand eye coordination ability, pre judgment ability, spatial 
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abstraction ability, aerobic running ability, etc. It is also necessary to have good physical 
flexibility, strong skeletal muscles, extensive joint activity ability, and good psychological 
literacy (Aben et al. 2018). How to avoid and prevent Sports injury caused by tennis is an 
important research topic in the field of tennis at present. Sports injuries have an impor-
tant impact on the athletes’ health and competition results. Therefore, it is of great prac-
tical significance to develop an effective method to prevent sports injuries. Light imag-
ing technology is a non-invasive image acquisition technology that can obtain real-time 
information about the changes of body parts during sports. Through the analysis of the 
light imaging data during the athletes’ movement, the athletes’ movement characteristics 
and posture changes can be more comprehensively understood. As a common data analysis 
method, cluster analysis can classify and group a large amount of data to reveal the under-
lying patterns and structures in the data. The application of cluster analysis method to the 
processing of optical imaging data can effectively excavate the movement characteristics of 
athletes in different parts.

Based on cluster analysis and Gaussian process regression, this paper proposes a method 
to prevent Sports injury, which aims to improve tennis skills and competitive level of ten-
nis majors, prevent injuries in practice, and promote the development of tennis in China’s 
sports colleges (Bolling et  al. 2018). Firstly, through cluster analysis, tennis players can 
be divided into different groups and classified based on their characteristics and exercise 
habits. This is helpful to understand the risk and characteristics of Sports injury in differ-
ent groups (Van Eetvelde et al. 2021). Secondly, Gaussian process regression model can be 
used to predict and analyze the occurrence of Sports injury. By collecting and analyzing a 
large number of Sports injury data, a Gaussian process regression model can be established 
to predict the possible risk of Sports injury according to individual characteristics and 
sports conditions (Liu et al. 2019). This can help tennis majors take corresponding preven-
tive measures during training to reduce the occurrence of injuries. Through this prevention 
method, tennis majors can better participate in training, improve their technical level, and 
reduce the risk of Sports injury (Donaldson et al. 2016). This is not only conducive to the 
development of individual athletes, but also helps to improve the overall level of tennis in 
Chinese sports colleges.

2  Related work

The literature suggests that muscle or tendon injuries may be related to factors such as 
excessive exercise, incorrect posture or technique, lack of appropriate warm-up and stretch-
ing (Kim et al. 2017). The high incidence of lower limb injuries may be related to the char-
acteristics of tennis, such as fast sprints, frequent directional changes, and jumping move-
ments (Andersen et al. 2016). And the wrists, shoulder sleeves, knees, and ankles are more 
susceptible to the impact and load brought about by tennis, making them more prone to 
injury. The literature makes a detailed study on the injury of Shoulder joint of female tennis 
players in professional competitions (Hadjisavvas et al. 2022). The results show that, like 
other injuries in European and American professional tennis tournaments, Shoulder joint 
injuries are quite common. The main cause of Shoulder joint injury is the strain caused 
by serve action. Serving is one of the most common and important technical movements 
in tennis matches (Havaux 2020). It requires players to quickly exert force and deliver the 
ball to the opponent’s field in an instant. This action is a huge load for the Shoulder joint, 
which may lead to excessive use of muscles and tendons, and then lead to pain and injury 
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of the Shoulder joint (Bossuyt et al. 2018). In order to prevent and reduce the occurrence 
of shoulder joint injuries, some preventive measures can be taken. Firstly, players should 
perform sufficient warm-up and stretching before serving to prepare for shoulder muscle 
movements. Secondly, reasonable technical guidance and training can help players master 
the correct serving posture and techniques, reducing the burden on the shoulders (Baldwin 
et al. 2022). Appropriate Strength training and shoulder stability exercise can also enhance 
the stability of muscles and tendons and reduce the risk of injury.

In tennis, the wrist, elbow, shoulder, back, and legs bear tremendous pressure and load 
during serving, hitting, and moving (Zagatto et al. 2016). If the athlete’s technical move-
ments are not correct, or if there is no reasonable training and adjustment, these parts are 
prone to overuse and injury. In order to reduce the risk of Sports injury of young tennis 
players, a series of preventive measures need to be taken (Oosterhoff et al. 2019). Firstly, it 
is important to ensure that the training volume and intensity are moderate and avoid over-
training. Secondly, attention should be paid to correct technical guidance and training to 
ensure that athletes master the correct technical movements and reduce the burden on the 
starting points. Proper rest and recovery are also crucial to allow the body to receive suf-
ficient repair and adjustment (Moreno-Pérez et al. 2021).

3  Research on motion prediction model

3.1  Cluster analysis technology

Discriminant clustering framework is an algorithm framework that combines clustering 
analysis algorithm and classification model. The clustering analysis algorithm plays a role 
in improving the expression ability of clustering centers in different behavioral categories 
in this framework, while the classification model is used to estimate the discriminative 
ability of clustering centers in different behavioral categories. In the Discriminant cluster-
ing framework, clustering analysis algorithm can effectively extract the discriminant and 
representative information in the underlying features. By clustering the data, similar sam-
ples are assigned to the same cluster, forming different cluster centers. These clustering 
centers can be regarded as representative features with certain discriminative abilities. The 
classification model is used to estimate the discriminative ability of the clustering center 
under different behavioral categories. The classification model can classify the clustering 
centers based on different behavioral categories, thereby determining their discriminative 
ability under different categories. In this way, the Discriminant clustering framework can 
extract middle level semantic features, and has better discriminability.

As a common data analysis method, cluster analysis can divide data sets into several dif-
ferent groups, each group has similar characteristics. By applying cluster analysis method 
to the processing of optical imaging data, the optical imaging data of athletes can be 
divided into different groups, so as to reveal the differences between groups with different 
sports characteristics. Through the cluster analysis of optical imaging data, the athletes’ 
motion characteristics, posture changes and motion states of different parts can be more 
comprehensively understood. In this paper, discriminant cluster analysis algorithm frame-
work is used to extract intermediate semantic features. The classical cluster analysis algo-
rithm is analyzed and explained simply, which provides a theoretical basis for the design 
of discriminant cluster analysis algorithm. The discriminant cluster analysis algorithm per-
forms preliminary cluster analysis on the optical imaging data, identifies the differences 

RETRACTED A
RTIC

LE



 Q. Wang, N. Yao 

1 3

191 Page 4 of 17

and important attributes between different groups, and further optimizes the clustering 
results. The algorithm can find more hidden and important sports features, and improve the 
accuracy and pertinence of sports injury prevention strategies.

Assuming that data with N feature points needs to be divided into K clustering clusters, 
the objective function can be expressed as formula (1):

In order to obtain a new clustering center, it is necessary to calculate the average feature 
points of each cluster. This can be achieved through formula (2):

Figure 1 shows an example of the clustering results obtained by the clustering analysis 
algorithm, which displays points of different categories. In this example, point A is marked 
as the core point, point B is marked as the boundary point, and point C is marked as the 
noise point. The core point is a point with a sufficient number of sample points within 
a specified neighborhood. In Fig.  1, the density of points around point A is higher, and 
they are closer to point A. Boundary points are points within the neighborhood of the core 
point, but do not have a sufficient number of sample points. In Fig. 2, point B is located in 
the neighborhood of point A, but is further away from point A. Although point B does not 
meet the conditions of the core point, it is connected to points in the neighborhood of the 
core point and is therefore classified as a boundary point, belonging to the same cluster. A 
noise point is a point that is not within the neighborhood of any core point. In the figure, 
point C is located around other points, but there are no points connected to any core points.

There are various reasons for changes in respiratory rhythm, including but not limited 
to different exercise states, emotional fluctuations, diseases, and the effects of medication. 
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Fig. 1  DBSCAN clustering feature point categories

RETRACTED A
RTIC

LE



Light imaging detection based on cluster analysis for the…

1 3

Page 5 of 17 191

When classifying respiratory movement states, they can be divided into three levels based 
on the characteristics of respiratory rhythms, namely normal breathing, tachypnea, and 
delayed breathing.

Grey clustering method is a method of clustering samples, which fully considers the 
similarity and difference between data samples. This method can classify similar res-
piratory rhythm samples into the same category and classify different respiratory rhythm 
samples into different categories. By using grey clustering method, respiratory movement 
states are effectively classified and different respiratory rhythms are labeled for subsequent 
analysis and application.

Formula (3) is a formula in grey clustering method used to calculate the distance or 
similarity between samples:

In order to evaluate the state of respiratory movement, it is divided into three grades, 
which are represented by I, II and III respectively. In order to perform dimensionless treat-
ment on physiological evaluation indicators, the method of dimensionless tempering can 
be used. Through this method, physiological indicators can be converted into cumulative 
percentage frequency curves, which are displayed in the form shown in Fig. 2.

In the grey clustering method, the grey whitening weight function formula (4) is used to 
determine the clustering weight of the sample through the cumulative percentage function 
curve. The specific form of formula (4) is as follows:
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Fig. 2  Cumulative percentile frequency of grey class features for dimensionless age indicators
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Before determining the sample clustering weight, it is necessary to first establish a fuzzy 
priority relationship matrix B, which has the following specific form:

According to formula (4), obtain the fuzzy consistent matrix R. The fuzzy consistency 
matrix R is used to describe the similarity and consistency degree between samples. The 
specific calculation formula is as follows:

Before conducting clustering analysis, it is necessary to calculate the weights of cluster-
ing indicators. According to the square root method, formula (7) can be used to calculate 
the weight of clustering indicators:

According to formula (8), the clustering object can be calculated:

3.2  Gaussian process regression model

The application of optical imaging detection technology is helpful to provide more com-
prehensive and accurate sports injury prevention programs. By analyzing the sports state 
and posture of athletes, abnormal sports patterns can be found in time to prevent the occur-
rence of sports injuries. For example, when the athlete’s joint range of motion is too large 
or the posture is not correct, the optical imaging detection system can send an alarm in 
time to remind the athlete to pay attention to adjusting the movement mode to avoid injury. 
Optical imaging detection can also provide quantitative motion data and motion trajectory 
analysis. By using cluster analysis algorithm to process and analyze the collected data, 
the athletes’ movement pattern and movement amplitude can be quantitatively evaluated, 
which can help coaches and medical personnel to better develop training plans and injury 
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prevention strategies. Through the analysis of movement trajectory, we can find out the 
potential risk factors of movement, and take corresponding measures to intervene.

The learning methods of machine learning can be divided into analogy learning, expla-
nation learning and inductive learning. In analogical learning, machines apply existing 
knowledge from one information to another by comparing the differences and similarities 
between two pieces of information, thereby explaining problems that have not yet been 
recognized. Interpretative learning is based on specific learning examples, extracting main 
relationships, generalizing, and generating target concepts. Inductive learning is the pro-
cess of learning an object, proposing hypotheses, inducing, and reasoning to obtain a spe-
cific concept. This process generally goes from one-sided to global, from unique to univer-
sal. Reinforcement learning is to place the machine in a strange environment, let it make 
decisions independently, and promote the machine to optimize in the direction of high 
scores through the evaluation and feedback of the decision results. As shown in Fig. 3.

By using optical imaging detection technology, the information of tennis play-
ers’ joint movement, muscle state and movement posture is obtained in real time. This 
information can be analyzed and predicted using Gaussian process regression meth-
ods to help prevent sports injuries. In light imaging detection, the obtained image can 
be regarded as sample data, which contains the characteristic information of the ath-
lete. Through Gaussian process regression, a predictive model can be built to predict 
the labels of unknown sample data by learning the relationship between the features 
of known sample data and corresponding labels. This predictive model can be used to 
analyze whether the athlete’s posture is correct, whether the joint is overactive, etc., so 
as to assess whether the athlete is in a potential injury risk state. During training, Gauss-
ian process regression will estimate a Gaussian process model based on the distribu-
tion of the training data, which can describe the potential relationship between features 
and labels. By training on known data, Gaussian process regression can find the best 
model parameters, fit the training data to the greatest extent, and thus be able to pre-
dict the label of unknown data more accurately. This prediction is based on modeling 
the distribution of data using a model, thus providing uncertainty estimates related to 
the prediction. The use of machine learning algorithms enables researchers to process 
large-scale and complex data. In the current era of Big data, massive data often contains 
hidden relationships and laws, which are difficult for humans to directly identify and 
understand. The learning and generalization capabilities of machine learning make it an 

Training Machine 
learning Model Prediction

New sample

Forecast 
results

Fig. 3  Prediction method of machine learning
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important tool for researchers. Through machine learning, researchers can discover use-
ful patterns and relationships from massive amounts of data, thereby more effectively 
utilizing data for analysis and prediction.

In optical imaging detection, Gaussian process regression can be well applied to model 
the relationship between features and labels in optical imaging data. The information of 
athletes’ joint movement, muscle state and movement posture can be obtained by opti-
cal imaging detection and expressed as a random variable of multidimensional Gauss-
ian distribution. By treating these random variables as countless discrete time state vari-
ables, functions of immediate change, Gaussian process regression can be used to describe 
their dynamic change relationship. For a multidimensional Gaussian distribution, Gauss-
ian process regression requires a mean vector and a covariance matrix to determine the 
distribution. The data in optical imaging detection can be regarded as the sample data of 
multidimensional Gaussian distribution. Through the training process, Gaussian process 
regression can estimate the optimal mean function and covariance function to best fit the 
data distribution. In this way, in the test stage, when there is new data input, we can use the 
learned mean function and covariance function to predict the corresponding label, so as to 
achieve the label prediction of unknown data. After Gaussian process regression analysis 
and prediction, the optical imaging data in optical imaging detection can provide important 
reference for sports injury prevention of tennis players. By monitoring the athletes’ joint 
activity, muscle state and movement posture and using Gaussian process regression model 
to model and predict them, the potential injury risk can be found in time, and the coaches 
and medical personnel can develop personalized training programs and preventive meas-
ures to reduce the occurrence of sports injuries.

As shown in Fig. 4, in the Gaussian process regression, it is assumed that the sam-
ples obey the Prior probability distribution of the Gaussian process. Then, based on 
the training data and Bayesian theory, the Posterior probability distribution is calcu-
lated, and the final prediction model is obtained by calculating the super parameters. 
The mean function curve of the prediction model can be seen as the prediction result for 
unknown data points, and the area on both sides of the curve represents the uncertainty 
of the prediction, that is, the variance of the prediction result.
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Fig. 4  Gaussian process regression prediction model
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When there is a linear relationship between input and output, a linear regression model is 
used for prediction. A linear regression model based on Bayesian theory can be expressed as 
the following formula (9):

In Bayesian linear regression, it is assumed that the parameter vector w follows a prior 
distribution. According to observation samples and prior distribution, the Likelihood func-
tion of observation samples is obtained, which is expressed as formula (10):

According to the Bayesian theory and the definition of Gaussian distribution, the Pos-
terior probability distribution of the parameter vector w is obtained, which is expressed as 
formula (11):

Calculate the Posterior probability distribution of the parameter vector w according to 
formula (11). Then, use the Posterior probability distribution to predict the new input data, 
and calculate the expected value and variance of the prediction results:

The selection of kernel function is a core issue in Gaussian process and multitask Gauss-
ian process, which determines the specific form of Covariance matrix, and then directly 
affects the prediction results of the model. Considering the quasi periodic characteristics of 
respiratory motion signals, this paper selects the quasi periodic kernel function (QR) as the 
kernel function of Gaussian process and multi task Gaussian process. Quasi periodic kernel 
functions can capture quasi periodic features. The specific form is shown in formula (13):

In the Gaussian process method, the constituent elements of the Covariance matrix K 
are calculated by the kernel function, where xm and xn represent the two input vectors 
of the model respectively. The Covariance matrix K describes the correlation between 
the input variables, which is a key part of the Gaussian process method. In the multitask 
Gaussian process method, besides the influence of the kernel function, there is also the 
influence of the task relationship matrix. The task relationship matrix represents the cor-
relation between different tasks, which describes the mutual influence between tasks. The 
composition form of the task relationship matrix is shown in formula (14), and the specific 
form can be adjusted according to specific problems:
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In the training process, it is essentially the process of optimizing hyperparameters. 
Hyperparameters refer to the parameters that need to be set during the modeling process, 
such as the parameters of kernel functions and task relationship matrices. The super param-
eter optimization method used in this paper is to minimize the negative logarithmic Mar-
ginal likelihood function, as shown in Formula (15).

Use the Conjugate gradient method to solve the extreme value problem of Eq. (15), as 
shown in Eq. (16).

The Conjugate gradient method can efficiently solve large-scale System of linear equa-
tions or minimize Quadratic function. In the specific implementation, the Wolfe Powell 
criterion can be used to constrain the initial step size to ensure the algorithm can converge 
quickly.

After the training process, for the given test sample point (x *, y *), in the Gaussian 
process method, the predicted value can be expressed by the mean value of the Posterior 
probability p (y * | x *, D), as shown in Formula (17).

In the multitask Gaussian process method, the calculation of the predicted value is 
slightly different, as shown in Formula (18).

Data preprocessing is a very important step in optical imaging detection. The signal is 
transformed into a finite state model in order to better observe and analyze the waveform 
characteristics of the signal. The finite state model divides a continuous optical imaging 
signal into a series of discrete states, each of which represents a specific pattern or feature 
of the signal. By discretizing the signal, the changes and characteristics of the signal can be 
better understood and described. In the process of data preprocessing, linear normalization 
is also an important step. The purpose of linear normalization is to unify data of different 
features or sizes to the same scale to avoid excessive influence of certain features or sizes 
on the modeling process. Through linear normalization, the differences between the data 
can be eliminated, so that each feature has the same weight and influence in the subsequent 
cluster analysis. Linear normalization can map raw data to a specific range, such as [0, 1] 
or [-1, 1], to ensure consistency and comparability of the data. Through optical imaging 
detection and data preprocessing, the discretized finite state model and the linear normal-
ized data are obtained. The expression for linear normalization is shown in formula (19).

Kernel functions can transform complex nonlinear data into linear relationships, provid-
ing better predictive ability. In this article, a quasi periodic kernel function was chosen as 
the form of the kernel function, as shown in formula (20).
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Logarithmic Marginal likelihood is an index to measure the degree of fitting of the 
model to the observation data, and its expression is shown in Formula (21).

Absolute average percentage error is used to measure the error between predicted 
results and true values. Its expression is shown in formula (22).

To avoid the situation where positive and negative errors cancel out each other, 
the absolute value of each prediction error can be divided by the true value to obtain 
the absolute percentage error. The Root-mean-square deviation can measure the error 
between the predicted result and the true value. Its expression is shown in formula (23).

Table  1 shows the mean square root error (RMSE) of four prediction algorithms, 
namely linear prediction, Kalman filter, neural network and Gaussian process, tested on 
five volunteers under three different delays.

From the data in Table 1, it can be seen that under short time delay, the linear aver-
age error of the Kalman filter is smaller than that of the neural network and Gaussian 
process algorithm. This means that the Kalman filter can predict the target value more 
accurately when the delay is small.

However, the average error of neural network and Gaussian process prediction meth-
ods is less than that of Kalman filter in the case of long time delay. This is because the 
Kalman filter can not adjust the parameters in time when the delay is large, resulting in 
large prediction error. Therefore, when the delay is large, Kalman filter is not suitable 
for long delay prediction.

In order to more intuitively compare the error situations of the four algorithms under 
different delays, the data in Table 1 is converted into Fig. 5. By comparing the graphics, 
it is clearer to see the performance advantages and disadvantages of the four algorithms 
under different delays.
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Table 1  Average RMSE of four 
algorithms tested at different 
delays (unit: millimeters)

Option 200 ms 400 ms 600 ms

linear prediction 0.0999 0.1416 0.4461
Neural network 0.2852 0.1582 0.4281
Kalman filter 0.0304 0.1261 0.5092
Gaussian process 0.2730 0.1338 0.3374
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The linear prediction algorithm is based on a linear relationship for prediction, which 
assumes a linear relationship between the target value and previous observations. The 
advantages of linear prediction algorithm are simple calculation, good real-time perfor-
mance, and suitable for real-time respiratory motion prediction. Neural network algorithms 
train neural network models for prediction, which can capture complex nonlinear relation-
ships. The advantage of neural network algorithms is that they have high prediction accu-
racy and can adapt to different data patterns. Gaussian process algorithm is a nonparamet-
ric method based on statistical theory, which can be used to model and predict complex 
nonlinear relationships. Gaussian process algorithm has the advantages of flexibility and 
robustness, and can adapt to different data distribution.

In practical situations, respiratory movement prediction often involves long delays. 
Therefore, linear prediction, neural network and Gaussian process are more suitable for 
long delay prediction algorithms. Choosing a suitable algorithm requires consideration of 
factors such as prediction accuracy, real-time performance, and computational complexity.

3.3  Fusion model prediction results

The Mean absolute error (MAE) represents the average of the absolute error between the 
predicted value and the actual measured value, regardless of the direction of the error. Due 
to the absolute value of the error, there will be no cancellation of positive and negative 
errors, which can more accurately reflect the actual situation of the prediction error.

The calculation formula of Mean absolute error is as follows.

The Root-mean-square deviation (RMSE) represents the sample standard devia-
tion of the residual between the predicted value and the actual measured value, which 
can reflect the precision of the model prediction. The Root-mean-square deviation is 

(24)MAE =
1

N

N∑
i=1

||yt − y∗
t
||

0

0.1

0.2

0.3

0.4

0.5

0.6

0.2 0.4 0.6

Ro
ot

 m
ea

n 
sq

ua
re

 er
ro

r

Prediction length

Linear

Neural network

Kalman

Gaussian process

Fig. 5  Average RMSE of four algorithms tested at different delays
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sensitive to extreme errors in the prediction process, so it can more accurately evaluate 
the performance of the prediction model.

The calculation formula of Root-mean-square deviation is as follows.

According to the data provided in Tables  2 and 3, compare the Mean absolute 
error (MAE) and Root-mean-square deviation (RMSE) of multi task Gaussian process 
(MTGP) method, Gaussian process (GP) method and dual polynomial fitting method 
when predicting all 8 individuals.

The predicted RMSE of three methods is shown in Table 3:
According to the data provided in Tables  2 and 3, compare the Root-mean-square 

deviation (RMSE) of multi task Gaussian process (MTGP) method, Gaussian process 
(GP) method and dual polynomial fitting method in prediction. It can be seen from 
Table 3 that the prediction Root-mean-square deviation of MTGP method is the small-
est. The Root-mean-square deviation of GP method is slightly larger, while the Root-
mean-square deviation of Dual poly method is the largest. This indicates that in this 
specific prediction task, the MTGP method has better error control between the pre-
dicted results and the actual measured values, and has higher prediction accuracy and 
accuracy. In contrast, the GP method and Dual poly method have slightly larger predic-
tion errors.

(25)RMSE =

√√√√ 1

N

N∑
t

(
yt − y∗t

)2

Table 2  Prediction of MAE by 
three methods

Method MTGP GP Dual-poly

Individual 1 0.0182 0.0247 0.0310
Individual 2 0.0348 0.0469 0.0515
Individual 3 0.0180 0.0259 0.0334
Individual 4 0.0251 0.0290 0.0368
Individual 5 0.0279 0.0361 0.0422
Individual 6 0.0258 0.0309 0.0390
Individual 7 0.0291 0.0328 0.0369
Individual 8 0.0190 0.0299 0.0347

Table 3  Prediction RMSE of 
three methods

Method MTGP GP Dual-poly

Individual 1 0.0263 0.0366 0.0479
Individual 2 0.0508 0.0699 0.0732
Individual 3 0.0230 0.0339 0.0446
Individual 4 0.0241 0.0330 0.0458
Individual 5 0.0269 0.0411 0.0493
Individual 6 0.0278 0.0389 0.0511
Individual 7 0.0312 0.0377 0.0529
Individual 8 0.0240 0.0319 0.0457
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According to the data provided in Table 4, compare the Mean absolute error (MAE) of 
linear prediction, BP neural network prediction, support vector regression prediction and 
Gaussian process prediction, as well as the gray correlation analysis combined with Gauss-
ian process regression prediction used in this paper.

By comparing the Mean absolute error of different prediction algorithms in Table  4, 
it can be seen from the table that the MAE value of the method proposed in this paper is 
the smallest, the error curve is relatively stable, and the fluctuation range is small. The 
MAE value of linear prediction is the largest, and the degree of error fluctuation is also 
significant. The prediction performance of BP neural network prediction and support vec-
tor regression prediction methods is similar, although relatively stable, the prediction accu-
racy is not high enough. Compared with linear prediction, BP neural network prediction 
and support vector regression prediction, the MAE value predicted by Gaussian process is 
smaller, and the prediction error is also smaller, but there is still a certain gap between the 
MAE value and the error fluctuation degree of the method proposed in this paper.

Through comparative experiments, the errors between predicted values and observed 
values of different prediction methods are calculated, and Root-mean-square deviation 
(RMSE) is used as the evaluation standard. According to the data in Table 5, compare the 
performance of linear prediction, support vector regression prediction, BP neural network 
prediction, Gaussian process prediction and the proposed gray clustering analysis com-
bined with Gaussian process regression prediction method in terms of prediction accuracy.

According to the results in Table 5, the grey clustering analysis combined with Gauss-
ian process regression prediction method performs better in prediction accuracy than linear 
prediction, support vector regression prediction, BP neural network prediction and Gauss-
ian process prediction, with smaller Root-mean-square deviation. Therefore, the method 
proposed in this article has higher accuracy and precision in prediction tasks.

4  Preventive measures against sports injury of tennis players

There are three main reasons for wrist joint injuries in tennis players. Firstly, there are 
relatively more ligaments and fewer muscles around the wrist joint, resulting in poor 
stability of the wrist joint. In high-speed sports, such as tennis, the wrist joint bears 

Table 4  MAE of five prediction algorithms

Sample linear prediction Support Vector 
Regression

BP Neural network Gaussian process GCA-GPR

1 2.6466 1.7247 1.3966 0.7405 0.1706
2 3.4543 2.3485 1.9079 1.5492 1.2024
3 2.9015 1.8607 1.8143 1.4642 1.3712
4 1.5267 1.4136 1.4008 1.1077 0.6746
5 2.1176 1.3466 1.1092 1.1086 0.4360
6 1.6312 1.5684 1.5260 1.3902 0.9046
7 2.0789 1.7094 1.2537 1.1010 0.4422
8 2.0390 2.3063 2.0452 1.4689 1.1202
9 2.1378 1.8060 1.7768 1.7486 1.0508
10 1.6609 1.6616 1.1414 1.1074 0.8399
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significant impact and torsion forces, which can easily lead to joint damage. Secondly, 
the characteristics of tennis also increase the risk of wrist injury. Tennis players need 
to frequently perform movements such as swinging and hitting the ball, which gener-
ate significant pressure and impact on the wrist joint. Especially in  situations where 
technical movements are incorrect or unreasonable, the wrist joint is more susceptible 
to injury. Improper training is also one of the reasons for wrist joint injuries. If the 
Strength training of the wrist joint is ignored during training, or if the training load is 
too large, resulting in muscle fatigue, the risk of wrist injury will increase.

In tennis matches, it usually takes a long period of time, so athletes need to have 
extremely strong endurance to cope with prolonged sports during the competition. If the 
level of endurance is insufficient, it is likely to lead to Sports injury. In order to improve 
the endurance quality of tennis specialized athletes, specialized teachers can adopt vari-
ous effective training methods and means. For example, training programs such as timed 
standing and lying support, continuous squat running, and timed running steps can be 
used to design appropriate time, intensity, and frequency based on the actual situation 
of the athlete. These training programs can effectively improve the endurance level of 
athletes and enhance their physical endurance quality.

Through the use of light imaging technology, athletes can be monitored in real time 
during training posture and movement status, as well as the change of exercise load. 
Optical imaging transforms these data into quantifiable indicators, such as muscle 
fatigue, exercise load and endurance capacity, thus providing accurate data support for 
the prevention of sports injuries. By monitoring the posture and movement state of ath-
letes, incorrect movements and postures can be found and corrected in time, thus reduc-
ing the occurrence of sports injuries. For example, light imaging detection can detect if 
an athlete’s arms, waist, and legs are positioned and moving correctly during a shot to 
avoid unnecessary sprains or strains. By assessing the athletes’ exercise load and endur-
ance level, the risk of sports injury can be identified in time and appropriate preventive 
measures can be developed. Light imaging can provide detailed data on muscle fatigue, 
exercise load and heart rate changes to help coaches and athletes understand training 
results and body status. According to the guidance of the optical imaging detection data, 
the training intensity and time can be appropriately adjusted to prevent the occurrence 
of sports injuries.

Table 5  RMSE of five prediction algorithms

Sample linear prediction Support Vector 
Regression

BP Neural network Gaussian process GCA-GPR

1 0.1713 0.1358 0.0983 0.0588 0.0429
2 0.1482 0.1477 0.1216 0.0767 0.0510
3 0.1644 0.0650 0.0659 0.0531 0.0515
4 0.1448 0.1128 0.0538 0.0395 0.0412
5 0.1795 0.1584 0.0817 0.0513 0.0495
6 0.1667 0.1054 0.0634 0.0388 0.0303
7 0.1689 0.1353 0.1113 0.0557 0.0364
8 0.1098 0.1128 0.0849 0.0662 0.0481
9 0.1644 0.1340 0.0621 0.0382 0.0296
10 0.1552 0.1029 0.0574 0.0624 0.0527
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In addition to endurance, other physical qualities such as strength, speed, flexibility, 
and coordination are equally important. Coaches can design corresponding training plans 
based on the characteristics and needs of athletes, including weightlifting training, explo-
sive training, agility training, flexibility training, etc. These training programs can com-
prehensively improve the physical fitness of athletes and make them perform better in 
competitions.

Relaxation activities after training can eliminate fatigue, promote physical recovery, and 
avoid the occurrence of cumulative damage. Some relaxation activities, including relaxa-
tion running, can relieve muscle soreness and pain. For students who have already suffered 
injuries or old injuries, special protective measures are required. For example, using pro-
tective equipment to stabilize the injured area, or using patches to support joints. This can 
reduce the risk of injury and protect already injured parts from further damage.

5  Conclusion

Tennis players are prone to various sports injuries during competitions, which not only 
affect their performance, but can also lead to long-term injury conditions. Therefore, devel-
oping an effective method of sports injury prevention is essential to protect the physical 
health of athletes and improve their level of competition. Light imaging detection is a non-
invasive biological imaging technology that can capture subtle changes in the movement of 
athletes. By analyzing the light imaging data, the surface temperature and muscle activity 
of each part of the athlete’s body can be obtained. These data can be used to assess the 
athlete’s athletic status and physical condition, including muscle fatigue, muscle imbalance 
and other factors. Cluster analysis, on the other hand, is a data analysis method that groups 
similar data points to find patterns and patterns. The optical imaging detection based on 
cluster analysis has potential application value in the sports injury prevention of tennis 
players. The data obtained through optical imaging detection can be used for the predic-
tion and prevention of sports injuries. By preprocessing the optical imaging data, including 
converting the original data into a finite state model and linear normalization processing, 
the features and changes of the data can be better extracted and described. The processing 
of optical imaging data by cluster analysis can help to find the specific patterns and trends 
of different body parts of athletes during exercise. Through the analysis of these patterns 
and trends, the athlete’s sports status and physical health status are assessed, and the poten-
tial risk of sports injury is predicted in advance. Cluster analysis can also help to identify 
the factors and correlations related to sports injuries, and provide a basis for formulating 
targeted prevention strategies. Therefore, the optical imaging detection based on cluster 
analysis is expected to be a new and effective method for the prevention of sports injuries 
in tennis players. It can help coaches and medical teams to better understand the physical 
condition of athletes, take appropriate preventive measures in time, reduce the occurrence 
of sports injuries, and improve the performance of athletes and physical health.
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