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Abstract
The focus of this paper is on developing and evaluating a practical methodology for deter-
mining if and when different types of traffic can be safely managed within different class 
of services and satisfying reliability criteria. Our approach relies on an analytical model 
developed under a number of simplifying assumptions, which we test using several real 
traffic traces under fault condition corresponding to different types of services for clients 
and satisfying reliability degree for the connection request of link failure and searching of 
backup path dynamically that can give rise to substantial performance deviations with dif-
ferent class of service that is high, medium and low class. The results show that a hop-by-
hop, link-state routing protocol, like Open shortest path first, can be extended to efficiently 
support class-based Quality of Service traffic differentiation. We have used auxiliary graph 
based open shortest path heuristic (AGBOSPH) technique to select back up path as a res-
toration strategy. It is found that average bandwidth utilization for large scale network is 
12.62% less than previous studies. At the time of starting both have similar performance 
but under restoration AGBOSPH is more satisfactory and give excellent performance for 
higher scale of network. The proposed algorithm shows improvements at all traffic loads. 
At heavy loads the improvement is more pronounced and average improved performance 
for high degree of traffic load is of the order of 28.56%.

Keywords Auxiliary graph · Failure · Protection · Restoration · Reliability · Availability

1 Introduction

Failures of link causes variation in traffic performance depending on the type of protection 
switching mechanism adopted (Tacca et  al. 2003; Pandi et  al. 2004; Wosinska et  al. 2003; 
Zhou et al. 2004; Zhang et al. 2003; Wu et al. 2003; Gerstel and Sasaki 2002). Automatic pro-
tection switching mechanism is adopted with randomly searching of shortest path. In Differ-
entiated Services (DS) model Open Shortest path algorithm is adopted for distinct degree of 
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services and reliability. Commercial available differentiated services are generally designated 
as Platinum, Gold, Silver, Bronze and Iron.In the latest literature various optical networking 
techniques primarily focused on cost effective broadband user access has been compared on 
several factors such as network constructions, technical characteristics and status of standardi-
zation (Saradhi and Murthy (2002); Sridharan et al. 2002; Fumagalli and Tacca 2006; Fuma-
galli and Tacca 2001a; Fumagalli and Tacca 2001b; Chlamtac et al. 2001; http www.infon etics 
.com, resources, whitepaper. xxxx). The significant application of Differentiated Services (DS) 
is to divide traffic into distinct degree of multiple classes, and manage them differently, espe-
cially for optimum utilization of resources and to reduce network, operational and capital cost. 
DS is characterized by 2 properties: one is not depending on resource reservation or admission 
control; and second relying on prioritization for resource arbitration. The importance of DS 
model is good scalability, incremental deployment and relatively simple network operations.
DS structure is defined by Reference for Communication (RFC 2474) which is renamed by 
Type of Service (ToS) by Differentiated Services Code points (DSCP). DSCP denotes the for-
ward treatment the packet should receive and signifies Packet per Hop Behavior (PHB). DS 
standardized Assured Forwarding (AF) group and Expediting Forwarding (EF) group the Per 
Hop Behavior (PHB) group by (RFC 2597) and (RFC 2598).This groups are used for real time 
applications and virtual private Network respectively. The DS at present extended to Multi-
Protocol Level Switching (MPLS) support for DS [RFC3270] and DS-aware Traffic Engineer-
ing (DSTE) [RFC3564].The most promising solutions have been analyzed to narrow down 
to the techniques for more economical network technologies and virtual network topology 
implementation. Presently compared to voice, data and video services are expanding at faster 
rate yielding more revenues. Technologies should also address to vital factors such as future 
expansion and effectiveness for management. All these factors should be looked with the 
broadband access methods that would enable the user to know the performance and partially 
control the broadband (Doshi et al. 1999; Kant et al. 1999; Iannone et al. 2000a,OPTIWAVE 
2000b; Wosinska 2001, 1983; Wosinska and Thylen 1998). All these important characteristics 
are available in optical fiber broadband networks (www.optiw ave.com; Marson et al. 1999; 
Fumagalli et al. 2001; Saxena and Goel 2012, 2011, 2011, 2011, 2009). Now the additional 
focus is being given to delivering differentiated services up to the customer’s premises and 
the reliability issues. High reliability means smaller failure rate but that comes at the higher 
cost of WDM system. Because of this sometimes it becomes necessity to match the reliabil-
ity requirement of the client irrespective of increase of failure rate. This necessitates that we 
have a method to analyze different degree of reliability in given optical Wavelength Division 
Multiplexing (WDM) network (Ho and Mouftah 2003; Ho 2003, 2004; Wu et al. 2009; Ho 
and Mauftah 2000; Ho et al. 2006). Basics of differentiated reliability in WDM network have 
been introduced. Here a graphical technique to analyze and interpret differentiated reliability 
in topology of a WDM optical network has been proposed for reliability based route selection 
which is one of the key parameters in optical WDM network design. The main objectives are 
to reduce network resources thus reducing network cost and at the same time satisfy the client 
requirement as per reliability requirements. Proposed methodology is extendable to any WDM 
optical network. Using this methodology dynamic routing of connection requests with Dif-
ferentiated Reliability (DiR) requirements can be investigated. There are three Reliability and 
availability criteria as per International Telecommunication Standard (ITU) (www.opnet .com; 
Ho and Mouftah 2004; Bin et al. 2010; Tapolcai 2008; Hongbin luo et al 2012; Kong et al. 
2016). As the bandwidth demand is increasing exponentially dynamic network services based 
on the latest technology like cloud computing in which availability of data centers is of prime 
importance, big data and virtualization of services for optimum utilization of resources and 
services are the predominant area of research studies (Kong et al. 2016; Tang 2019). Various 
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cloud computing data centers are spatially dispersed in the network. This greatly increases the 
traffic demand pattern with geographically asymmetrical scenario increases the complexity for 
managing traffic efficiently.The high capacity optical transport networks currently in use have 
been mostly designed assuming bidirectional symmetric traffic. This leads to poor utilization 
of network capacity when the traffic is asymmetric (Sheng et al. 2018; Tang et al. 2018; Chen 
2015). Availability aware algorithm with protection or restoration schemes will provide opti-
mum utilization of network resources and restoration strategy will focus on high availability 
criteria that is of six nine (Castro et al. 2014; Savi 2017). Both terms Reliability and availabil-
ity are used for assessment of network operation for continuity of service in terms of five nine, 
four nine and three nine availability criteria. Lena Wosinska et.al in (Wu et al. 2009; Ho and 
Mauftah 2000; Ho et al. 2006) have explained mean downtime in depth with all availability 
criteria. First is five nine availability criteria (99.999%), second is four nine availability criteria 
(99.99%) and the third is three nine availability (99.9%) criteria (Zhang et al. 2015; Pavon-
Marino 2015; Pandey and Goel 2013). Six minutes in a year refer to down time of five nine 
availability criteria. Sixty minutes down time in a year refer to four nine availability criteria 
and 600 min in a year to three nine availability criteria. Networks are subject to a wide vari-
ety of unintentional failures caused by natural disasters (earthquakes, fires, and floods), wear 
out, overload, software bugs, human errors, and so on, as well as calculated outage caused by 
maintenance accomplishment or sabotage. Any of these failures cause disruption in the nor-
mal transmission over the network which eventually affects the services to both and individual 
customers.

Telephone and other type of communication services has become lifeline of social and 
economic activities. Any disruption in communication will result in unpredictable problems. 
Planned commercial functions also explain a rising dependence on communication services. 
For business customers, interruption of communication can delay critical operations. This 
may cause a significant loss of revenue which customer may decide to recover from service 
provider and customer. It is important to remember that service provider is the first customer 
of its own services for managing and maintaining its own communication path and services. 
For all customers support, it is thus vital to provide a high level of service availability of order 
of six nine or five nine. This depends on the permanence of those network functions required 
to make the differentiated communication services run and to maintain high quality of service 
with quality of transmission in access network (Pandey and Goel 2014, 2016, 2014; Ibrahi-
mov et al. 2020). Before discussing the type of failures that can happen in a communications 
network and their impact on differentiated services, we define some terms commonly used 
in the context of network reliability. Considering the drastic nature of some failures and the 
unacceptable impact on crucial communication services, we take a broad variety of actions 
to overcome the burden caused by frequently occurring outage. The emerging technologies 
with the implementation of 5G technology will be new innovative research technologies and 
WDM optical network as a backend support for large scale network [Zhang et al. 2015; Zhang 
et al.2003; Zhou et al. 2004].

2  Methodology

Each link can accommodate one fiber that carries W wavelengths. Each link is bidirec-
tional so if any fault occurs than propagation in light paths is interrupted in both directions. 
Each link (i, j) is represented by two parameters one is cost c(i, j) and the other is the link 
failure probability represented by  Pf(i, j). The link failure probability is expressed as the 
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conditional probability that the identified link is faulted giving the occurrence of single 
outage. We have assumed single outage at a time and probability of more than one fault 
is negligible. The probability of link failure is numerically equal to  Pf(i, j) = τ. length(i, j)/
SFP, τ is the link downtime ratio, length(i, j) is the length of fiber link and SFP is the over-
all single fault probability (Fumagalli and Tacca 2001a).The cost of path expressed as C(P) 
is the sum of link cost of the links that is given by C(P) =

∑

(i,j)∈P c(i, j).
The connection request is given by four parameter (s, d, b, r) where s is source, d is the 

destination, b is the bandwidth and r is the maximum allowed down time ratio. The maxi-
mum allowed downtime ratio is the fraction of time during which the connection is not 
available due to optical network failure (Fumagalli and Tacca 2001a). An analytical tech-
nique has been proposed for reliability based route selection that has been one of the key 
parameters in optical WDM network design. High reliability means smaller failure rate but 
that comes at the higher cost of WDM mesh or ring based system. It becomes important to 
match the reliability requirement of the client irrespective of increase of failure rate. This 
necessitates that we have a method to analyze different degree of reliability in given optical 
WDM network. Here a graphical method has been proposed with main objectives to reduce 
network resources thus reducing network cost and at the same time satisfying the client 
requirement of degree of reliability. Evidence of this trend over the last decade has been 
to incorporate the concept such as Quality of Service (QoS) (Fumagalli and Tacca 2001a; 
Ho 2003; Wu et al. 2009; Ho and Mauftah 2000; Ho et al. 2006) and differentiated services 
where multiple level of service performance can be provided in the same network.

In this concept each connection in the network layer under consideration is guaranteed 
a minimum absolute reliability allowed for the connection. Each connection is individually 
analyzed to choose the reliability matching the client’s requirements. Sometimes the cli-
ent’s requirement of QoS may be different for voice and data services. For such multiple 
degree of service requirements reliability is chosen for the application whose reliability 
requirement is more stringent. Auxiliary graph technique is used for resource allocation 
and service request for optimum utilization of bandwidth and to satisfy availability and 
reliability criteria to satisfy client requirements.

Here we propose a graphical methodology to analyze and interpret differentiated reli-
ability in topology of a WDM optical network. A simple WDM network with nodes A, B, 
C, D, and E is shown in Fig. 1 where  AS1,  AS2,  AS3 and  AS4 are active paths and illus-
tration with respect to Differentiated reliability is given in Fig. 2. Proposed methodology 
is extendable to any WDM optical network. Basics of differentiated reliability in WDM 
network have been introduced. Using this methodology dynamic routing of connection 
requests with Differentiated Reliability (DiR) requirements can be investigated.

Our objective is to satisfy the reliability degree for that feasible active path (AP). A fea-
sible active path (AP) is that path in which the reliability degree is satisfied.

Definition–“Feasible active segment (AS) of an active path (AP).Given an active seg-
ment (AS) an active path (AP) is said to be feasible if the sum of the failure probability of 
those links that are in active path (AP) but not in the active segment (AS) is less than the 
required reliability (r)” (Fumagalli and Tacca 2001a).

The key findings of our work.
Network delay of 150 ms would meet the requirements of even the highly video interac-

tive applications like Video On demand. Network delay up to 150–400 ms is acceptable 
for video interactive applications. Therefore, this requirement is largely applicable to all 
video and voice interactive applications. Network delay is defined as the time the first bit 
of the packet is put on the wire near the source reference point to the time the last bit of the 
packet is received at the receiver reference point [RFC2679].This is referred to by ITU-T as 
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IP Packet Transfer Delay (IPTD), and sometimes explicitly as one-way delay. Delay varia-
tion can be caused by the following factors:

(1) Different packets can have different queuing delays at the same networking device.
(2) Different packets can have different processing delays at the same networking device. 

The difference will usually be small for modern networking devices that use hardware-
based packet forwarding but can be big for legacy networking devices that use software-
based packet forwarding with caching.

(3) Different packets may travel via different network paths and accumulate different queu-
ing delays and propagation delay.

(4) Network delay variation below 50 ms would meet the need of even the applications with 
stringent delay variation requirements. Many applications don’t even have an explicit 
requirement on delay variation. Packet loss ratio below 0.1 percent would meet the 
need of most interactive video applications.

The motivation and key findings of research work are Auxiliary Graph Based Open 
Shortest Path Heuristic (AGBOSPH) with restoration technique is used to satisfy reliabil-
ity and availability criteria with minimum down time. It can be applied for medium and 
large scale network. By using AGBOSPH network performance is improved with optimum 
utilization of resources. To manage busty traffic like video on demand services minimum 

Fig. 1  WDM network for reli-
ability definition

Fig. 2  An illustration of reli-
ability calculation in six nodes 
WDM ring network
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extra bandwidth cost is incurred to maintain Quality of services and to satisfy client 
requirements.

3  A simple graph based heuristic algorithm (SGBH)

Consider the network topologies of Fig.  1. The number next to each link is its failure 
probability.

Let AS is the Active segment, AP is the Active Path, r is the required reliabil-
ity,  ra is the actual reliability,  Pf is the Probability of failure of optical link. For fea-
sible active segment  ra≤r, suppose required reliability r = 0.2 and our objective 
is to find the actual reliability for active segment  AS1,  AS2,  AS3 and  AS4,  ra for 
 AS2 = ΣPf(C,D) +  Pf(D,A) = 0.01 + 0.02 = 0.03. Since  ra ≤ r,  ra for  AS1 is said to feasible. 
 ra for  AS3 = giving  ra = 0., so  AS3 is also feasible.  ra for  AS3 covers all the nodes, so actual 
reliability is zero. Source node is itself a destination node. Here according to definition 
there is no active segment. Therefore,  ra = 0 ≤ 0.2, so  ra for  AS3 is feasible.  ra for  AS4 
 ra =  Pf(A,B) giving  ra = 0.1 ≤ 2, so  AS4 is also feasible.

Now consider a typical WDM optical mesh network topology as shown in Fig. 2 above. 
Suppose a request is generated for connection A-B-C-D and r = 0.6. This will offer two 
solutions as following:

(1) Active path A-F-E-D with  ra = 0.5(< r), but with no backup active segment.
(2) Active path A-B-C-D with  ra = 0.4(< r), and backup active segment C-E-D, (total 

 ra = 0.5 (= r). Meet the reliability requirement for a failure of single link C-D. Links 
A-B and B-C shall remain unprotected.

Always with the connection request, bandwidth requirement is also sent. Considering 
that the bandwidth requirement of each link is 1, than for the backup path we have to spare 
5 units of bandwidth in Fig. 2. If required reliability is 0 than we have to consider two dis-
joint path pair (A-B-C-D) and (A-F-E-D) and we have to spare 6 units of bandwidth. We 
conclude that by improving the reliability degree the network cost has been increased.

Now if r = 0.5, both the solutions above cannot meet the reliability requirement even 
under single link failure. Such situations can be handled by suitably providing auxiliary 
paths as explained in the next algorithm.

4  Auxiliary Graph Based Open Shortest Path Heuristic Algorithm 
(AGBOSPH)

In some cases, especially for dynamic arrival of connection requests, Simple Graph Based 
Heuristic (SGBH) is not able to provide solutions. In such cases connection requests are 
dropped, even though the solution might exist. First a simple example of failure of SGBH 
will be shown. Then, the possible solution will be discussed which will be AGBOSPH. At 
the end algorithmic step shall be given. Consider Fig. 3 with connection request as (s, d, b, 
r) where s is the source, d is destination, b is the bandwidth and r is the required reliability 
(A, E, 1, 0.1). For simplification bandwidth 1 is assumed for all links.

Figure 4 illustration for the active path A-B-C-D-E,  ra = 0.16 > 0.1, hence request will be 
dropped, because no BS is available to protect the active path such that  ra ≤ r.
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In actual scenarios, the topology is much more complex Fig. 4 and spare capacity 
is shared. It can be safely assumed that from such complex topology, certain links can 
selected (links have sufficient spare capacity) as shown in Fig. 5. (Selection can be dif-
ferent, very simple or more complex; the present selection is only to explain the work-
ing of AGBOSPH).

Now by selecting the backup segments A-F-B, B-G-C and D-H-E, the links A-B,B-
C and D-E of the selected active path A-B-C-D-E are fully protected giving  ra = 0.1 = r. 
Hence the request can be admitted. Thus AGBOSPH looks for the possible active seg-
ments in the complex topology to achieve the required reliability, which is not done by 
SGBH. At times different links have different cost. In this situation if more than one 
option is available, it is desirable to have the lower cost active segment. Such search 
may take longer time than admissible. A method is then to choose first alternate path 
whose total cost is  ≤ present cost of the active path + v. Otherwise search continues. If 
no such alternate path is found, alternate path with minimum value is chosen.

Fig. 3  Representative graph of 
WDM Network Topology, Con-
nection request (A, E, 1, 0.1)

Fig. 4  Active path A-B-C-D-E 
for the request (A, E, 1, 0.1)
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4.1  AGBOSPH Algorithm

AGBOSPH Algorithm: 
Objective: For a given Graph G, a connection request (s, d, b, r) search an Active Path  AP, if necessary also search one or more 
Backup Segment BSs such that AP and BS combination fulfill ra <= r and has least cost. 
Assumption: Each link in graph (G) has adequate spare capacity > b, to be shared. 
Algorithm: 
Step 1: Search for a least cost AP between s and d. If found go to step 2, else drop the request.  
Step 2: Compute reliability ra of AP. If ra <= r, return AP, else go to step 3. 
Step 3: For each link in AP search minimum possible AS = [vi…..vn].

 For each vi, i to n in AS calculate reliability  
 Search for least cost reliability combination of AP + ASs such that ra <= r. 
 If such combination of AP+ASs exist, return AP, else drop connection request. 

In this paper basics of differentiated reliability in WDM network have been introduced. 
Using this methodology dynamic routing of connection requests with (DiR) requirements 
can be investigated. It has also been observed that in order to meet DiR requirement of 
different application of customer, in some cases a protection topology may be necessary. 
Since a complex restoration process is required for shared protection, the restoration time 
cannot be guaranteed on failure (Saxena and Goel 2011; Ho and Mouftah 2003).

5  Result and Discussion

In our simulation case study with Network Simulator 2.28, we have randomly chosen a 
network with 26 nodes with 39 links and different designated optical routers as shown in 
Fig. 6. Node 0 as shown in simulation environment is a source node and node 18 is consid-
ered as destination node. A connection request is set up between source node 0 and desti-
nation node 18. Our investigation study is carried under failure scenario that is failure of a 
link to maintain continuity of service with minimum congestion, delay and with reduction 

Fig. 5  Auxiliary graph (Backup 
Segment) for A-B-C-D-E
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of actual bandwidth required. There are two concepts for maintaining continuity of service. 
One is protection and the other is restoration. In protection environment the network cost is 
increased because we have to install back up links with optical component. The advantage 
is that the switching time is less as compared to restoration. Restoration with less usage of 
network resources works under dynamic environment with selection of back up path using 
different routing technique. In our simulation study we have not considered backup protec-
tion of any link. We have used AGBOSPH technique to select back up path dynamically. 
In dynamic environment the switching time is more but network resources used in Failure 
scenario are less. Thus network cost is reduced.

Three types of differentiated services one is fully devoted to data oriented services 
whose priority is designated to be the lowest. The other services called as convergent ser-
vices (data and voice known as convergent services) work under medium priority level. 
The third level of services is data, voice and video which is a designated level of differenti-
ated service to be assigned with highest priority i.e. high level of reliability and availability. 
All the three types of services have been considered. In our research investigation differen-
tiated reliability concept is implemented in network. This is simply a set of techniques that 
allows telecom operators to match the level of reliability to different services and applica-
tion requirements. In our simulation study single failure occurs in dynamic fashion and 
probability of failing two links at a time is assumed to be negligible. Single failure occurs 
at non uniform time interval. The link failures and time of failures have been as following:

Link between node N1 and N2 down after 3 s.
Link between node N5 and N10 down at 4.20 s.
Link between node N1 and N5 down at 5.20 s.
Link between node N2 and N10 down at 5.50 s.
Link between node N2 and N13, down at 6.10 s.
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Fig. 6  Failure outage of link between Router 1 and 4 of node 1 and 2 after 3 s
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The link failures are shown practically in Fig.  6. Failures of link causes variation in 
traffic performance depending on the type of protection switching mechanism adopted. 
Automatic protection switching mechanism is adopted with randomly searching of short-
est path. In Differentiated services model Open Shortest path algorithm (OSPF) is adopted 
for distinct degree of services and reliability. Commercial available differentiated services 
are generally designated as Platinum, Gold, Silver, Bronze and Iron. It has been assumed 
that nodes are fully reliable, only links fail and also that all the wavelength channels of a 
link have same reliability. It is further assumed that all links have equal length and link cost 
is 1. Each link carries 16 wavelengths. Connection requests arrive according to Poisson 
process with an average arrival rate λ, mean waiting time 1/λ. Each request is (1, 18, 16, 
and 0.95). Two algorithms AGBOSPH and previous work (Kong et al. 2016) AGUHT have 
been discussed for performance assessment. Performance assessment is done between the 
proposed heuristic algorithm AGBOSPH techniques under faulty conditions. The objective 
is to meet customer requested reliability at relatively lowest cost under network link failure 
scenario. If one of the link fails than alternative back up path is set up with shortest path. 
This proposed technique improves the overall network performance without increasing the 
network cost. Mainly extra computational overhead is causing delays. But the failures of 
different links have been too frequent. If failures are not often but occur once in a while, 
the extra computational overhead will be absorbed in due course of time.

Recent trends have large volume of multimedia applications with distinct degree of 
Quality of service requirement and the degree of reliability. Protection or restoration is not 
required at all levels or for all applications. Critical applications like video conferencing 
cannot be delayed even for millisecond whereas email services can be delayed for some 
time. The main research criterion is that delay in services should be unnoticeable or it 
should be within QoS limits. As shown in Fig.  7 after some random time link between 
nodes N5, N10 (randomly chosen) fails and therefore without any break in availability 
traffic is rerouted by dynamically selection of backup path. Figure 8 shows two link fail-
ure in a small interval of time between node N1 and N5 and N2 and N10, respectively. 
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Fig. 7  Failure outage of a link between node 5 and node 10 from  source to destination connection request
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Like this backup paths come in to picture with remaining link failures as well. Links are 
down at random discrete time interval and the traffic of failed links are reestablished with 
rerouted back up path within switching time of Optical Cross Connect. In our simulation 
study we have taken maximum fragmented size 1024 byte, UDP header of 8 byte and IP 
header of 20 byte and packet size of 1052.Traffic scenario is taken as Pareto type with burst 
time of 500 ms. UDP presents the worst scenarios because unlike TCP, it does not provide 
acknowledgement and retransmission so the protection totally depends on the mechanism 
offered by the network. After failure of the links shortest path is selected with proposed 
AGBOSPH algorithm. The proposed Heuristic algorithm is developed with new approach 
to develop a communication layer between transport and service layer, thus providing 
service differentiation and to maintain QoS according to customer need and service level 
agreements. In case of failures dynamic shortest path is selected by AGBOSPH. By this 
technique restoration of the failed link is done between 100 and 200 ms with burst time set 
to be at 500 ms.

The nature of data traffic and video traffic is shown in the results as shown in Fig. 9. X 
axis in data traffic is dividing in time slot and on Y axis traffic in bytes/msec. With respect 
to data traffic it is shown to vary uniformly with respect to time whereas video traffic is 
more dynamic in nature so high reliability and availability is expected with highest prior-
ity. The network of video traffic is busty that works under critical dynamic environment 
as shown in Fig. 10. Media services are generally differentiated into three classes one is 
for data services. Data services accumulate large volume of bandwidth and assigned with 
lowest priority of traffic that is known as best effort (BE) services. Expedited forwarding 
class (EF) is assigned for high priority of service with stringent QoS (data + voice + video). 
Assured forwarding class (AF) is assigned for medium priority classes (data + voice). It is 
obvious that handling video traffic with busty environment in which delays beyond ITU 
standard are not permissible, which makes management of video data much more complex 
than normal data traffic.

It can be seen that the overall bandwidth used by the proposed algorithm is less. Band-
width utilization for the proposed scheme is sufficiently managed and there is no bottle 
neck and reserve capacity is always there under faulty condition. After repeated iterations 
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of run time simulations it is found bandwidth shared for complete request is 8.89% less 
than previous studies for small and medium scale network and for large scale network it is 
profound to be more significant of 12.64% (Kong et al. 2016). Both performance for higher 
scale of network as shown in Fig. 11. Both algorithm AGBOSPH and AGUHT work with 
similar performance linearly for lower number of nodes and confidence level limit of 5% 

Fig. 9  Graph between data traffic 
and time slot

0
2
4
6
8

10
12
14
16
18
20

0 1 2 3 4 5

Tr
af

fic
 lo

ad
 (B

yt
es

)
Time slot (units)

Traffic(Bytes)
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whereas for large scale network the non linearity behavior dynamics persist with significant 
confidence level difference from 8 to 12%.At the time of starting both have similar per-
formance but under restoration AGBOSPH is more satisfactory and give excellent perfor-
mance for higher scale of network as shown in Fig. 11. Figure 12 display results for lower 
loads very significant difference around 8–10% is observed in blocking probability and 
it significantly increases for higher number of loads.The performance of proposed algo-
rithm is linear for higher number of loads and previous work shows non linear dynamics 
for blocking probability results. The proposed algorithm shows improvements at all traf-
fic loads. At heavy loads the improvement is more pronounced, and the average improved 
performance at heavy loads is found to be 28.56%. In proposed scheme availability of 
backup path is always there of the order of 99.99–99.999 and with negligible amount of 
variation with similar performance linearly for lower number of nodes and confidence level 
limit algorithm AGBOSPH and AGUHT have similar performance, but under restoration 
AGBOSPH is more satisfactory and give excellent performance of 5% confidence level,for 
large scale network the non linearity behavior dynamics persist with significant confidence 
level difference from 8 to 12%. For higher loads the difference in blocking probability is 
nonlinear and it is significant from the results.

The three techniques for restoration and protection is Differentiated services with resto-
ration, Differentiated services with protection and Differentiated service aware restoration 
technique. Figure 13 below display the cost for achieving three different level of reliability. 
For high reliability level cost is almost double of the cost for low level of reliability. The 
increase in cost is almost linear. Cost for medium level of reliability is in between. This 
difference in cost was very much expected. As the bandwidth increases the relative differ-
ence in the cost will also increase. The cost of providing the same level of reliability (0.95) 
to highest level of service (data + voice + video) is almost twice of the cost for same level 
of reliability to only data service.Low priority services that involve large volume of data 
services in which network delay of 100 ms would meet the need of even the highly interac-
tive applications. Network delay up to 350–400 ms is acceptable for interactive applica-
tions. Roughly speaking, network delay of 75–100 ms is equivalent to end-to-end delay of 
130–150 ms, which is recommended by ITU [G.114], and is commonly referred. There-
fore, this requirement is largely applicable to all interactive applications involving humans. 
Network delay variation below 50 ms would meet the need of even the applications with 
stringent delay variation requirements. Packet loss ratio below 1 percent would meet the 
need of most applications.

Fig. 12  Comparison of results of 
blocking probability AGBOSPH 
proposed with AGUHT
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Medium priority services which involves QoS requirements for voice and data involve 
cost more than low priority applications and based on real-world testing, Cisco recom-
mends end-to-end performance objectives for voice-over IP [Szigeti] with delay of 150 ms 
for high quality and 200 ms for acceptable quality Packet loss ratio is 1 percent which are 
the key findings in our studies, for voice video and data applications respectively.

An example of interactive video is video teleconferencing which comes under High 
level of services. The QoS requirements of interactive video can vary significantly depend-
ing on quality requirement of the picture, degree of interactivity, amount of motion, and 
size of the picture. International Telecommunication Union [ITU] did not recommend any 
explicit delay, delay variation, and packet loss ratio, but to manage high quality services 
a high value cost is invested in provisioning of 18–20 percent more bandwidth over the 
average rate to account for burst and headers which are the key findings in our studies in 
Fig. 13.

Figure  14 shows some marginally extra computation is required by AGBOSPH. On 
other performance parameters, like blocking probability, packet delivery ratio, bandwidth 
utilisation the proposed algorithm gives better performance. Relative network costs for 
three different types of services have been compared.

Fig. 13  Comparison of network 
cost and Bandwidth with three 
distinct level of reliability
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5.1  Conclusion

This paper is concerned with the problem of satisfying quality of service when it is pos-
sible to managed different class of services when both resource allocation like bandwidth 
management and performance monitoring is done at the class level. Our goal is to develop 
a reasonably simple methodology of satisfying reliability degree for specific connection 
request that can generate significant performance deviations. The methodology we propose 
is based on a set of Auxiliary graph and open shortest path first algorithm and was simu-
lated in network tool. The effectiveness of the methodology is evaluated through simula-
tions by exploring its prediction ability across a number of scenarios involving real traffic 
environment. The paper establishes that the methodology, though simple, is quite success-
ful and robust in identifying different class of services that can result in performance devia-
tions for distinct degree of services. The amount of additional bandwidth needed to pro-
vide for high class users and the cost involved increases as compared to low and medium 
class users. AGBOSPH is used for distinct degree of reliability services with high class of 
clients have the privilege to avail highest availability of services designated as Platinum. 
Gold, silver, and bronze comes under lower priority with less network infrastructure as 
compared to platinum. Types of service are also differentiated on the basis of Quality of 
service and type of services provided to client. By our result discussion it has been proved 
that the cost incurred to have same level of reliability for (voice + video + data) is twice as 
compared with data services.
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