Optim Eng (2012) 13:57-78
DOI 10.1007/s11081-011-9159-x

Topology optimization using the finite cell method

J. Parvizian - A. Diister - E. Rank

Received: 14 May 2009 / Accepted: 26 May 2011 / Published online: 1 July 2011
© Springer Science+Business Media, LLC 2011

Abstract Huge effort has been spent over the past decades to develop efficient nu-
merical methods for topology optimization of mechanical structures. Most recent in-
vestigations have focused on increasing the efficiency and robustness, improving the
optimization schemes and extending them to multidisciplinary objective functions.
The vast majority of available methods is based on low order finite elements, as-
suming one element as the smallest entity which can be assigned material in the
optimization process. Whereas the present paper uses only a very simple, heuristic
optimization procedure, it investigates in detail the feasibility of high order elements
for topology optimization. The Finite Cell Method, an extension of the p-version of
FEM is used, which completely separates between the description of the geometry
of a structure and cells, where the high order shape functions are defined. Whereas
geometry is defined on a (very) fine mesh, the material grid, shape functions live on
a much coarser grid of elements, the finite cells. The method takes advantage of the
ability of high order elements to accurately approximate even strongly inhomoge-
neous material distribution within one element and thus boundaries between material
and void which pass through the interior of the coarse cells. Very attractive properties
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of the proposed method can be observed: Due to the high order approach the stress
field in the optimized structure is approximated very accurately, no checkerboarding
is observed, the iteratively found boundary of the structure is very smooth and the
observed number of iterations is in general very small.

Keywords Topology optimization - Finite cell method

1 Introduction

Topology optimization for the minimum compliance and a constrained weight is in
a mature stage of technology, where a significant number of commercial software
tools are available and many industrial applications have been established. Excellent
surveys on methods and applications are provided, for example, by Eschenauer and
Olhoff (2001) and Bendsge and Sigmund (1995, 2004). Even though, increasing the
efficiency of optimization procedures is still a major field of attraction for research
activities (Andreassen et al. 2010; Challis 2010; Huang and Xie 2010; Tang et al.
2010).

Central to all approaches is a method to define and modify the topology of the
structure to be optimized. The topology can be changed either by inserting holes in
the body, that may vary in size or even merge (Eschenauer et al. 1994; Parvizian
and Fenner 1997), or by changing the density of the material in different regions,
so that a zero or low density defines a void in the body. Since a different number
of holes may lead to different (locally) optimal solutions, insertion of initial holes
has not been broadly investigated during the last decade, although the basic idea
has gained attention recently in the level set literature as a trigger for the topology
optimization procedure (Sethian and Wiegmann 2000; Allaire et al. 2004; Allaire
and Jouve 2006).

An alternative way to change the topology of a structure has been followed in
many different, yet similar element based approaches. They all modify the mate-
rial density in each element during the optimization process according to its role
in bearing the load determined by the equivalent stresses or, more general, the
role the element has in changing the objective function determined by a sensitiv-
ity analysis. Therefore, each element can have a constant density in a range start-
ing from zero to some positive value, while zero density means a void element—
the soft kill technique. In the alternative hard kill technique (Xie and Steven 1997;
Huang and Xie 2010), the density of each element can have only two discrete values,
either zero for a void or the density of the material used. A total removal of elements
introduces corners and may thus cause artificial singularities that effect the decision
taken in the next steps based on the stress levels, see Fig. 1a. So far, most algorithms
ignore such singularities, arguing that they do not have any physical meaning. How-
ever, this makes it difficult to report an accurate stress distribution in a body optimized
this way. The hard kill technique also may result in non-admissible topologies (Zhou
and Rozvany 2001), if void elements detach an essential boundary totally from the
support (Huang and Xie 2008). A review on stress-based topology optimization can
be found in Le et al. (2010).
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Topology optimization using FCM 59

Fig. 1 (a) (left) In most element based topology optimization the boundary moves according to the el-
ements. (b) (right) In the cell-based algorithm, cells can be cut by a polygonal boundary defining the
interface between material and void region

Homogenization techniques assume that elements are made of composite mate-
rials and determine the stiffness based on homogenization analysis of the material
(Bendsge 1995; Bendsge and Sigmund 2004; Bendsge et al. 2005); while in methods
commonly known as Solid Isotropic Material Penalty (SIMP), through a constitutive
equation, the original stiffness of the solid material, Eo, is multiplied by the density
p to give the equivalent stiffness of the element as E = p)‘Eo, where 0 < p < 1.
The exponent X is gradually increased starting from 1 in the process of optimization
to ensure that the density of each element is close to limit values, i.e. zero or one
(Rozvany 2001). Using this power law, the procedure depends both on A and also on
the finite element mesh used. Some extra constraints, on the perimeter for example,
might resolve this dependency.

Many topology optimization methods result in layouts which may be meaningless
from a practical point of view, as they yield a large number of small holes or void
regions in the domain. To overcome this problem, the designer is forced to introduce
a heuristic spatial filter which limits, e.g., the total perimeter of the holes (Rahmatalla
and Swan 2004). Thus, the design depends eventually on the filter characteristics.
More details on filtering can be found in Sigmund and Petersson (1998), Bourdin
(2001), Sigmund (2007).

Associated with many element-based topology optimization techniques is also the
checkerboard problem, referring to oscillation between solid and void across ele-
ments, due to a possible lack of C” continuity of the design variable field. An impor-
tant recent contribution to overcome this problem is a node based algorithm (Rah-
matalla and Swan 2003, 2004), where the discretization nodes, not elements, are cho-
sen as design variables; thus the density can vary within each element (Sigmund and
Clausen 2007). The method seems to be successful only if a fine mesh is used.

Considering the question of accuracy and efficiency of topology optimization, not
only the optimization procedure itself but also the interplay with the underlying dis-
cretization method has to be addressed. Most known approaches use finite elements
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of low order—linear triangles or bilinear quadrilaterals—being suitable for the ele-
ment or node based design variables. Therefore, an increase of accuracy of the finite
element approximation can be obtained only by mesh refinement according to the
h-version of FEM. As an alternative, the element size, 4, can be kept fixed, and con-
vergence is obtained by increasing the polynomial degree p of shape functions locally
or globally. During the past two decades, the p-version of FEM has become more and
more attractive, and a vast literature is now available on its performance for a large
variety of problems. Applications range from linear to nonlinear problems in two and
three dimensions, static and dynamic computations and multifield or multiscale sim-
ulation in virtually all fields of computational mechanics. For a survey the reader is
referred to Szabd et al. (2004).

The major advantage of the p-FEM compared to the #-FEM is its often dramati-
cally higher accuracy for the same computational cost, especially when problems are
smooth, i.e. no singularities are present in the exact solution to be approximated. For
this case, exponential rate of convergence in energy norm can be proved. This can be
considered as a first hint that high order elements might be attractive for topology op-
timization, as—at least in the case of an optimal shape and topology—the stress dis-
tribution in the structure should be smooth and thus, no artificial singularities should
be present.

Furthermore, high order elements are very robust against locking effects and high
aspect ratios. Most important for an application to topology optimization is the abil-
ity of high order elements to vary material properties within one element. As high
order shape functions demand for high order numerical integration schemes, each
integration point can be assigned individual material—the key point for topology
optimization in cases the design variables are defined based on units smaller than
elements.

In this paper, for the purpose of topology optimization, we use the Finite Cell
Method, developed recently by the authors (Parvizian et al. 2007; Diister et al. 2008).
Instead of generally shaped quadrilateral or hexahedral elements, squares or cubes
are used as basic cells for the discretization of a (fixed) reference domain containing
the (iteratively adjusted) physical domain; hierarchical shape functions are defined on
this reference domain. Although the potential of the p-version is fully exploited for
high polynomial degrees, in this paper it is also demonstrated that the FCM provides
good results even with a relatively low degree, e.g. p =4.

The basic idea of the proposed topology optimization algorithm is to strictly sepa-
rate the discretization of the displacements and that of the geometry. To this end, the
Ansatz for the displacement field is defined on a (coarse) finite cell grid, using hierar-
chical shape functions. Additionally, an independent (fine) material grid is introduced
only for geometric description. The material grid defines the material nodes. Using
the results of the finite cell method at each iteration, the equivalent stress is deter-
mined for each material node. Then, a heuristic criterion determines if the material
node should be in the material (o« = 1) or void (o = 0) part of the reference domain.
Adjacent material points define a distribution of material by bilinear interpolation
and thus control the numerical integration for all finite cells in the next iteration. To
consider different meshes, i.e. the finite element mesh, the design variable mesh and
the density mesh to represent material distribution has been however considered by
other researchers only recently (Nguyen et al. 2010).
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Fig. 2 Standard quadrilateral Ny Es N3
element: definition of nodes,
edges and polynomial degree
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The structure of the paper is as follows. Section 2 briefly explains the high or-
der finite element method. The basic ideas of the FCM are given in Sect. 3. Then,
Sect. 4 summarizes the optimization procedure, while Sect. 5 starts with a detailed
study of the benchmark problem of a cantilever beam to provide an insight how to
choose different parameters. Finally, further numerical experiments are presented to
demonstrate the robustness and capabilities of the method. For simplicity, we restrict
all explanations and examples to two dimensions, although 3D results are already
available (Diister et al. 2010).

2 High order approximation

The (two-dimensional) implementation of the p-version is based on a quadrilateral
element, using the Ansatz functions introduced by Szabé and Babuska (1991). Fig-
ure 2 depicts the standard quadrilateral finite element.

The tensor product space (Szabé et al. 2004) is used for definition of the Ansatz
functions. It consists of all the polynomials on Q7, =[(—1, 1) x (=1, 1)] spanned by
the set of monomials Si n/ withi =0,1,..., ps and j =0, 1,..., p,. By construc-
tion, the two-dimensional shape functions can be classified into three groups:

1. Nodal modes

. 1 .

N Em = A+ &A+ ). i=1.....4 §))
are the standard bilinear shape functions, which are familiar from the isoparamet-
ric four-noded quadrilateral element. (&;, n;) denote the local coordinates of the
i-th node. Figure 3 (left-hand side) depicts the mode for node 1.

2. Edge modes These modes are defined separately for each individual edge, while
they vanish at all other edges. The corresponding modes for edge 1 read:

1
NEE ) = 5 (L =mei(®) 2)
with ¢; (€) given by (4). Figure 3 (middle) plots the mode for edge 1 with i = 2.
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Node 1: Edge 1: Internal mode:
(i=2): (i=j=2)

Y7~
L 7Z
N\ e

Fig. 3 Examples of hierarchical shape functions for quadrilateral elements

3. Internal modes
N™(E, n) = i (E); () 3)

are purely local and vanish at the edges of the quadrilateral element. Figure 3
(right-hand side) depicts the internal mode for i = j = 2.

As already indicated, the indices 7, j of the shape functions denote the polynomial
degrees in the local directions &, 1. The two-dimensional hierarchic shape functions
are based on tensor products of

2j—1 (¢
GENES / Pi_i(t)dr
—1
1

Zﬁ(Pj(g)_Pj—Z(é))» i=23,... )
where P; (&) are Legendre polynomials
dk
Pk(f)zzk—k!@(éz—l)k, k=0,1,.... (5)

Crucial for the application of higher order shape functions in the context of topol-
ogy optimization is their ability to accurately approximate problems where material
properties are strongly varying. This will be addressed in the next section where the
Finite Cell Method is briefly presented.

3 Finite cell method

The Finite Cell Method (FCM) (Parvizian et al. 2007; Diister et al. 2008) is a com-
bination of a fictitious or embedding domain approach with high order finite element
methods. It combines a trivial and thus very fast generation of meshes with high con-
vergence rates. In fictitious domain methods, the original or physical domain is em-
bedded in a geometrically larger domain of a simpler shape. The embedding domain
can be readily discretised with structured or Cartesian meshes. Different discretiza-
tion methods can be applied, ranging from finite difference to finite volume and fi-
nite element methods. The name “fictitious domain method” was coined by Saul’ev
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Q\Q Q.

Fig. 4 The domain 2 is extended to 2,

(1963) in the early sixties. Since then, many variants of fictitious domain methods
have been developed and applied to problems arising in different areas of computa-
tional mechanics. For an overview of the huge body of literature, see, for example
Ramiere et al. (2007), Glowinski and Kuznetsov (2007).

In contrast to classical fictitious domain approaches the FCM uses high order ap-
proximation spaces allowing a complex interior structure in each element, which can
be cut even by curved boundary of the physical domain. Accurate integration schemes
serve to capture both the boundary and possible material discontinuities. To distin-
guish these geometrically simple yet structurally complex elements from classical
finite elements, they are called cells and the mesh of all cells is called finite cell grid.
In fact, the discretization effort is mainly replaced by a more accurate numerical in-
tegration.

To be precise, let us begin with the weak formulation of the equilibrium equations
of elastostatic problems as

B(u,v) =F(v) (6)

in which

B(u,v) = / [Lv]” C[Lu]d$
Q

i @)
F(V):/ vadSZ+f vitdr
Q Ty

where u is the displacement vector, v the test function, L the standard strain-
displacement operator, C is the elasticity matrix, f denotes volume loads and t cor-
responds to prescribed tractions at the Neumann boundary I'y. In (7) € denotes
the original domain and 02 = I'p U I'y represents the boundary with I'p denoting
the Dirichlet boundary. The original domain €2 is extended to €2, that includes also
all voids of the domain, such as those appearing while changing the topology, see
Fig. 4.

In topology optimization, often the boundaries on which traction and displace-
ments are specified, cannot be changed in the optimization procedure. Therefore, for
the purposes of the current paper, the extended domain, €2,, is chosen such that the
specified Dirichlet and Neumann boundary conditions can be applied at the boundary
of Q,.
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Fig. 5 The extended domain
Q. is discretised using simple
quadrilateral cells

|

For a more general investigation of boundary conditions, the reader is referred to
Parvizian et al. (2007), Diister et al. (2008). Voids or holes are considered as part of
the structure *without material’, modeled by a zero-valued elasticity matrix. Thus (6)
turns to:

/ [Lv]T C[Luld$ + / [Lv]7 O[Lu]d$
Q Q\Q

=/ vad§2+/ O~vadS2+/ vitdr (8)
Q Q. \ Q2 Cen
or simply,

/ [Lv]? «C[Lu]d$2 = / av £dQ + / vitdr 9)

Qe Qe l—‘e.N
with

1 inQ
"‘={0 inQ,\ Q (19)

The extended domain is now discretised by a mesh of n. cells being independent of
the original domain. For simplicity, it can be assumed that cells €2, are quadrilaterals,
Fig. 5. The union of all cells forms the extended domain €2, = U:“zl Q.

At the discretised level (9) turns to:

ne ne ne
Z/ [Lv]” «C[Lu]d$2 = Z/ avadQ+Z/ vitdr (11
=178 =178 c=1YTenOTe
A standard Bubnov-Galerkin approach yields the following equation system
KU=F (12)

The major difference between (12) and the usual finite element equation is, phys-
ically speaking, that not each cell must be filled completely with the material, see
Fig. 5. Therefore, in exterior cells, containing no material and hybrid cells cut by
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Fig. 6 A perforated plate is 7, =100
discretised by four rectangular TSR S S S S S S Y S S S S N
cells

O O 0 OO0 0 OO0 0 O O

O O

[e]

O O O 0 O 0 O O O 0O 0 OO0 0

the boundary of €2, the field variable, i.e. the displacement, is not uniquely defined.
Yet, all extensions of the original solution u of (6) beyond the boundary of €2 solve
(9), as no additional energy is added by those parts of the energy functional, where
integration is to be performed outside €2. Using the best-approximation argument of
Galerkin’s method, it is concluded from this observation in Parvizian et al. (2007),
that the numerical solution of (12) actually approximates a smooth extension of u.

To calculate the stiffness matrices, for material cells, « = 1, and the usual proce-
dure of integration is applied. In void cells, = 0 and the integration could be by-
passed at all. However, a small number, e.g. 1 x 10719 is used for the corresponding
terms in the global stiffness matrix to avoid ill-conditioning.

An accurate numerical approximation clearly demands for a precise observation of
the boundary of 2. If low order shape functions are used, allowing only for constant
material properties in one element, cut cells need to be small in order to avoid large
integration error. If higher order shape functions are used finite cells may even contain
voids, and still yield very accurate results. Provided that the numerical integration of
cell stiffness matrices is performed accurately, it has been demonstrated in Parvizian
et al. (2007), Diister et al. (2008) that exponential convergence rate can be obtained.

To illustrate the performance of the FCM by an example, Fig. 6 shows a linear
elastic perforated plate under uniform tension discretised by four quadrilateral cells
which do not conform to the geometry of the circular boundary. The reference value
for the strain energy is provided by an overkill solution applying a standard p-FEM
approach with an exact representation of the curved boundary of the hole. A standard
h-version finite element analysis with a low polynomial degree (p =1 or p = 2)
would result in an algebraic rate of convergence of the error in energy norm. Since the
exact solution of this problem is sufficiently smooth, a p-extension on a fixed mesh
with high order elements yields an exponential rate of convergence in energy norm,
see Fig. 7. The results of the FCM obtained by increasing the polynomial degree of
the shape functions of the cell are also plotted in Fig. 7. It is evident that the FCM
yields an exponential rate of convergence.

To summarize, a high order polynomial approximation space plus an accurate
adaptive integration scheme form the core of the FCM. Voids in the topology op-
timization procedure will be treated similar to the hole at the center of the plate in
this example. For each integration point, the parameter « is calculated using a bilinear
interpolation over the material nodes. When o = 1.0E — 10, the point is considered
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100

0.1 |

Error in Enrgy Norm, %

0.01 |

0.001 : .
10 100 1000 10000

number of degrees of freedom N

Fig. 7 The relative error in energy norm is plotted versus the degrees of freedom for a p-extension and
the FCM

to be in a void, and the corresponding term in the Gauss quadrature can simply be
ignored.

4 Topology optimization algorithm

A slightly modified version of the Finite Cell Method is now used for topology op-
timization, where the boundary of the optimized domain €2 is not known a priori
but obtained during the iterative optimization process. We apply a heuristic updating
algorithm in which « can take values between 0 and 1; this way our algorithm is
similar to SIMP. On the other, for the current paper no gradient based optimization
algorithm is used, but pointwise values of the von Mises stress are taken to update .
To this end, a refined material grid composed of material cells is applied, providing
a piecewise bilinear interpolation of « defined at the material nodes, see Fig. 8. This
approach avoids introducing singularities which otherwise could be expected when
removing a material cell. If the stress in the remaining material exceeds a permissible
limit it is possible to recover the material by increasing the value of « for neighboring
material nodes.

Note that, in general, the material grid is not conforming to the grid of finite cells.
Whereas the finite cell grid is the basis for defining shape functions, the (indepen-
dent) material grid is used to describe the shape of 2 during the optimization process.
Therefore, the geometric description (or equivalently material density) is completely
separated from the discretization of the displacement field and the resolution of each
quantity (geometry/material and displacement field) can be adjusted separately. To
emphasize, the key advantage of the proposed method lies in the fact that, by ap-
plying a bilinear interpolation over a fine material grid, the scale of design variables
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Fig. 8 8 x 8 material grid (left-hand side), and independent finite cell grid with 2 x 2 cells

is reduced from large cells to small supporting areas (the material cells) and their
material nodes.

In Fig. 8 an example for a material grid and a finite cell grid is depicted, both
defined on the embedding domain €2,. Information concerning the geometry/density
of material is related to the 8 x 8 material grid. For each material node, two values
are stored: @ > 0 which defines the material density and 8 which can be either O or 1.
The latter quantity determines whether for a node « is fixed or it can be changed.
This enables the user to define regions which remain either material or void during
the optimization procedure.

Based on the equivalent stress o
sponding « is changed according to

gVm\ P
o= <m) (13)
in which 0°%/ is the objective stress and p > 1 is a numerical parameter still to
be defined. If 0" < ¢°%, then the material is weakened by the factor «. If 0" >
S.F.x o, where S.F. > 1 is a user-defined stress factor to control the upper limit,
then the von Mises stress at the material node is considered as too high. In the absence
of singularities, this indicates that more material is necessary in this neighborhood to
carry the high stresses. Therefore the « value of adjacent material nodes is set to 1 in
order to reduce the stress level. At most for two additional material nodes, one on the
top or the bottom, and one on the left or right, « is modified. Apparently, the material
node with smaller « in each direction, as shown in Fig. 9, is the mechanically moti-
vated reasonable choice. This ensures that the algorithm is not locked into a highly
stressed region and can expand the material domain if necessary to carry the load.
Therefore the alpha value of adjacent material nodes is set to 1 in order to reduce
the stress level.

v computed at each material node, the corre-
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Fig. 9 Each material node (k, 1)

is surrounded by four adjacent r\(k’l +1)

nodes. If the von Mises stress is \v%

too high at node (k, /), then

o =1 is set on the left or right,

also either on the fop or bottom M ‘ M
N N

neighbor. Therefore, at most two
of the four neighbors will—in (k=1,1) (k1) (k+1.0)
addition to the node (k, 1)
itself—be setto ¢ = 1

N
N

(k,1—1)

Algorithm A.1 Topology optimization algorithm using the FCM and a material grid

1: Define the embedding domain €2, boundary conditions, objective stress 0%
2: Generate uniform material grid and initialize values o ; and B ; for all nodes
3: Generate structured finite cell grid
4:1=0
5. repeat
6: i=i+1
7:  Perform a finite cell computation
8:  for all material nodes do
9: 1. evaluate a,’;’ ; according to (13)
10: 2. modify a,’;, ; according to stress concentrations
11: if 0"} > S.F. x o°% then
12: set a,‘;’ ; = 1 also for adjacent material nodes (see Fig. 9)
13: end if
14: 3. restrict oz,’;’ ; to [omin, 1]

15:  end for '
16: until ((||oz,’c I a,’c_ll || < TOL) or (i > maximum number of iterations) )

At the last step, any o > 1 is replaced by o = 1, and any @ < € is set to o =
amin = 10719, in which € is a small tolerance like 10~8. The algorithm results in
a design in which the von Mises stress at any point is in the acceptable range of
0% <o < §.F. x 0°% except for inherent singularities at supporting corners for
example. The procedure stops when the change of the ax ; = (g, yr) values between
two consecutive steps is less than a prescribed tolerance or the maximum number of
iterations is exceeded. The algorithm is summarized in Algorithm A.1.

During the iteration of the topology optimization algorithm, the stiffness matrices

K. =ff§BCT(E,n)a(X(E,n))CBc(S,n)dethdEdﬂ
n

Nsc

= Z‘/./BCT(E(”,S),U(LS))

sc=1

x a(x(E(r,s), n(r, $))CB.(E(r, s), n(r, s))det J. detjf.c drds  (14)
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(&))" =Ql(ris))

é oL
| r r
cell ¢ sc=1 sc=2
Fig. 10 A cell is subdivided into 2 x 2 sub-cells for integration purposes
ofthec =1,..., n. cells need to be computed. In (14) B, denotes the standard strain-

dlsplacement matrix and, due to the rectangular shape of the cell, J. = grad” Q.(, )
denotes the constant Jacobian matrix. To accurately compute the stiffness matrix, cell
¢ is subdivided into a uniform grid of n. integration cells or sub-cells for integration
purposes only. These sub-cells should not be confused with the material cells. An
additional mapping function (£, )T = Qsc(r s) from the local coordinates (r, s) of
the sub-cell sc to the local coordinates (&, n) of the cell ¢ is introduced, resulting in
the additional (constant) Jacobian matrix J“ = gradTQ” On each of the ng. sub-
cells a standard Gaussian quadrature is performed to integrate the corresponding part
of the stiffness matrix of cell ¢, see Fig. 10.

The accuracy of the integration can be controlled by either increasing the number
of sub-cells or the number of Gaussian points in each sub-cell or by a combination
of both. Since the integrand of cells broken by the boundary is discontinuous, an
increase of the number of sub-cells is of advantage avoiding oscillations which would
occur when choosing a small number and a high integration order. The integration of
the cells is carried out in an adaptive approach, applied in two steps.

In the first step the integration error is estimated. To this end, the integration order
is fixed and the number of sub-cells is increased until the change of the computed area
(or volume) of the broken cell is less then a pre-defined threshold. This approach is
computationally very cheap. Once the number of sub-cells is adaptively determined,
in a second step the stiffness matrix is integrated.

The material density « is computed according to (13) for each integration point.
To this end, the location of the Gaussian point (r;, s;) defined in the local coordi-
nates of the sub-cell is mapped to the local coordinates of the cell (§;, ;) and from
there into the global coordinate system (x, y). We apply linear mapping functions,
ie (&, )T = Qic(r, s) and (x, y)T = Q.(&, ) to compute the change of variables,
see Figs. 8 and 10. As a structured material grid is used, the corresponding material
cell containing the integration point under consideration can be readily determined.
To finally obtain the value of o (x(&; (;, s7), n; (i, sj))), a bilinear interpolation from
the four surrounding material nodes is performed. The mapping of a Gaussian point
(of cell ¢ = 3) is exemplarily sketched in Fig. 8.
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1.0

1.5

Fig. 11 The cantilever beam is discretised using 42 x 33 cells

Having computed all cell stiffness matrices and the solution of the resulting me-
chanical system, in a post-processing step the stresses and, based on (13), a new value
for o ; is computed for all nodes (xi, y;) of the material grid. Inverse mapping func-
tions are used now, which are linear due to the Cartesian nature of all used grids. The
situation is exemplarily depicted in Fig. 8, where (x¢, y1) lies in cell ¢ = 2.

5 Numerical examples
5.1 Cantilever beam

In this section, several numerical examples are provided to demonstrate the perfor-
mance of the method. In all examples, the material used is steel with £ =206.9 GPa,
and v = 0.29. Examples presented here are solved using AdhoC, which is a 4 and
p-version finite element code (Diister et al. 2004) modified for the finite cell formu-
lation. Paraview is used for post-processing aims.!

The optimum solution achieved by an algorithm is subject to the set of parameters
chosen, as well the filtering scheme. Therefore, it is difficult to compare quantita-
tively the outcome of different approaches; although each approach may converge to
a solution which, only within its defined measures, is optimum.

As a first example we investigate a cantilever beam, which has frequently been
used as a benchmark problem for topology optimization algorithms. Figure 11 shows

ISee http://www.paraview.org.
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Fig. 13 von Mises stress distribution for the reference solution shown in Fig. 12

the initial configuration. The beam is discretised using 1386 finite cells. The load is a
uniform traction applied at the mid-cell of the right-hand side of the beam. The under-
traction boundary is not subject of any change through the optimization procedure.
For description of the domain €2, the resolution of the material grid used is 1500 x
1000. Note that the material grid and finite cell mesh are intentionally chosen so that
nodes do not match. A high order Gaussian integration is necessary to approximate
the discontinuous material. To improve the numerical integration, each cell is divided
to sub-cells if necessary. The required number of sub-cells is determined adaptively
as prescribed in Sect. 4.

The objective von Mises stress is set to 0°” = 25 MPa. To produce a reference
solution, the solution is computed with p =15 and ng, = 16 x 16 Gaussian integra-
tion points in each sub-cell. The final material distribution of the converged topology
optimization is depicted in Fig. 12.

Figure 13 shows the von Mises stress distribution in the beam. High stresses occur
only at the supporting regions, and throughout the domain the stress is distributed
very smoothly. Figure 14 shows that there is no artificial singularity induced in the
problem even at the tip when two levers meet.
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Fig. 14 von Mises stress
distribution at the tip of the
reference beam shown in Fig. 12

Fig. 15 Checkerboard pattern
forp=1
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To examine the robustness of the method by changing computational parameters,
let us start with low order elements, e.g. a polynomial degree of p = 1, yet with
the same high resolution of the material grid as before. The checkerboard pattern in
Fig. 15 indicates, that the poor approximation property of low order elements is the
source for an unphysical solution.

Next, the influence of the quality of the spatial discretization is studied. Figure 16
shows the result for p =3 and ng, =4 x 4 Gaussian points per sub-cell while the
resolution of the material grid is 300 x 200. For the same material grid, Fig. 17 shows
the result for p = 6. Comparing Figs. 17 (300 x 200 grid) and 12 (1500 x 1000 grid)
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Fig. 16 p =3, material grid
300 x 200

Fig. 17 p =6, material grid
300 x 200

indicates, that a finer material grid is only necessary if more details of the stress
distribution or a smoother boundary is demanded.

Figure 18 demonstrates the convergence behavior of the algorithm in reducing the
area (weight) of the beam, for the problem defined in Fig. 17. After only 10 iterations,
convergence is obtained.

To demonstrate that the algorithm does not produce checkerboarding with a dif-
ferent settings, a longer beam is now considered while o°” = 45. Figure 19 presents
the result. In many more 2D and 3D examples, never any filtering has been applied
in the present algorithm, yet never checkerboarding was observed, provided that the
polynomial degree was high enough.

To illustrate the capability of the algorithm to exclude specified regions from the
optimization procedure, the cantilever beam, Fig. 11, is considered again. For prac-
tical reasons, such as piping, a specific region must often be kept as void. Figure 20
gives the details. Therefore o = 0 is fixed for nodes that are within the circular hole.
Figure 21 shows the result. It is interesting to note that both the finite cell grid and
the material grid are relatively coarse. A smoother boundary can be achieved if only
a finer material grid is used. The general configuration however remains the same.
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Fig. 18 Convergence of the
area plotted against iteration
step

Fig. 19 A beam with
dimension 4 x 1 is discretised
using 1564 cells, and a material
grid of 800 x 200, p =10, and
the objective stress is 0% =45

Fig. 20 A perforated beam with
dimension 1.5 x 1 discretised
using 384 cells. The circular
hole is at (0.5, 0.5) and its
radius is 0.3

Fig. 21 The perforated beam;
material grid is 150 x 100,

p = 10, and the objective stress
is 0% =25
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Fig. 22 =180, S.F. =14 = —100
ety =5 mater g (LT
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5.2 Bridge

Initial geometry and boundary conditions of this problem are defined in Fig. 22 (upper
part). The bridge like structure is subject to a uniformly distributed load applied on
the upper stiff platform. The optimized design is strongly depending on the objective
stress and the stress factor. The chosen parameters are listed in the caption of Fig. 22.

As shown in the lower part of the figure, the stress at any point but the singular
corners is within the chosen limits. Since in the first few iterations, a large part of the
material is removed and the stress level in the remaining part passes the permissible
limit, the recovering procedure takes more material into such regions. This is essential
to obtain an admissible solution.
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5.3 Discussion of the numerical examples

Like in any optimization algorithm, different parameters have interacting effects. Our
numerical tests show that for p < 3 the results are very often not acceptable. Yet,
starting from p = 4 the convergence of the optimization algorithm is good and the
results are physically reasonable. With increasing polynomial degrees the stress dis-
tribution of the optimized structures gets smoother and smoother, and a consecutive
increase of the polynomial degree leaving all other parameters unchanged can be
used to judge the stability of the optimized solution. Yet, we observed for a large
number of numerical examples that the general layout of the structure did not change
significantly for polynomial degrees beyond 5.

Although different values of p were also investigated, in all numerical tests per-
formed p = 3 was a good choice. The size of the material grid proved to have no
major effect on the final configuration as long as the grid is relatively finer than the
finite cell mesh. Finer grids will represent smoother boundaries in the final design,
yet a finer material grid may also reveal relatively small low stressed regions, which
might be ignored when the grid is coarse and which are not relevant from a practi-
cal point of view. The number of cells has a considerable effect on the approximate
solution. High order polynomial shape functions allow using relatively coarse cells.
For the cantilever beam, similar result as those shown in this paper can be achieved
by only 160 cells, and a material grid of 300 x 200.

In the presented examples element instabilities did not emerge; therefore the need
for filtering is not triggered. However, better looking results can be expected if suit-
able filtering is included. As far as mesh-independency is concerned, in the FCM,
the mesh is just a rectangular mesh, and the result depends rather on the order of the
approximation Ansatz, and the integration scheme.

Unlike similar approaches in topology optimization, the outcome of the presented
algorithm is black and white. This can be explained by the nature of the algorithm
which keeps even small part of an element as material and removes it if the stress is
lower than the specified object. Therefore, there are no in-between densities.

6 Conclusions

The main feature of topology optimization using the Finite Cell Method is in pro-
viding the possibility to separate the design space from the approximation space and
thus to use a material description which is strongly refined compared to the scale
of the computational mesh. A key point for this method is the use of high order
shape functions for approximating the displacement field. As demonstrated by ex-
amples, artificial singularities in the stress field are completely avoided and very
accurate stress distribution are obtained. Furthermore, despite filtering was not ap-
plied, checkerboarding was never observed in any of the vast numerical experiments
for polynomial degrees p > 3. With a moderately high polynomial degree (p > 4)
mechanically acceptable results could be obtained in all test cases.

The heuristic optimization algorithm taken here for simplicity of description is
not the only algorithm that could be combined with the FCM. It is expected that the
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performance of the method is even improved if more advanced optimization proce-
dures like gradient-based methods are used, yet no principle differences in the general
observations are expected.

Acknowledgement The authors would like to thank Professor Kai-Uwe Bletzinger and Professor Ole
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