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Abstract

This paper takes a spatial modelling approach in specifying and testing for contagion among

emerging market economies. Our approach enables us to estimate asymmetries such as the

magnitude of contagion of one country upon others, as well as how that country in turn is af-

fected, on average, by the events of others. The approach also enables us to test for contagion in

a formal, straightforward way and to take account for distance and trade linkages among coun-

tries. The results suggest that contagion is a statistically significant factor in foreign exchange

markets and, furthermore, its effects are not uniform across the countries considered.

A prominent feature of crises in foreign exchange markets during the past

ten years or so has been the extent to which instability in these markets was

quickly transmitted from one economy to others in the same region, and in

some cases, beyond. This process has come to be known as contagion and it

has given rise to an expanding empirical literature that tests for its existence.

In order to test for the presence of contagion, research has mainly focused on

two types of channels through which a crisis in one country is transmitted to

other countries. These channels involve trade and financial spilloversamong

countries.1 As one example, according to the trade-spillovers approach,

when a particular country experiences a devaluation of its currency due per-

haps to a change in one of its fundamentals, trading partners may experience

a deterioration in their competitiveness. This change in the competitiveness
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respective institutions.



424 KELEJIAN, TAVLAS AND HONDROYIANNIS

of the trading partners, in turn, may provoke a currency attack on them. Since

this attack was initiated by a change in a fundamental, this scenario is not

thought to be one of contagion since contagion is often assumed to be an

influence which is above and beyond the effects of the relevant fundamental,

see e.g., (Edwards, 2000).2

In an attempt to isolate the effects of such “pure” contagion, some empir-

ical studies have sought to control for the role of the fundamentals. In this

connection, Claessens, Dornbusch, and Park (2001) identify several empir-

ical approaches that have been applied.3 One approach has been to es-

timate changes in correlation coefficients of asset prices (e.g., Baig and

Goldfaijn, 1998; Forbes and Rigobon, 2001; Hernandez and Valdes, 2001;

Fratzscher, 2003; Corsetti, Pericoli, and Sbracia, 2005; Candelon, Hecq, and

Verschoor, 2005); a significant increase in correlations among different coun-

tries’ markets, after controlling for the fundamentals, is considered evidence

of contagion.4 A second approach is to study conditional correlations or con-

ditional probabilities; a commonly-used methodology is to examine whether

the likelihood of a crisis in a given country is higher when there is a crises

a “ground zero’’ country, or in several countries (e.g., Glick and Rose, 1999;

Kaminsky and Reinhart, 2000; Rigobon, 2002). A third approach, (Dellas and

Stockman, 1993; Ahluwalia, 2000) attempts to separate similarities in eco-

nomic weaknesses from shifts in investors’ expectations (i.e., signals) as

investors consider these signals to be sorting devices; the aim is to exam-

ine whether macroeconomic similarities can play a proximate role in causing

contagion by coordinating shifts in investors’ sentiments. Yet another ap-

proach estimates spillovers in volatility, i.e., cross-market movements in the

second moments of asset prices, often using ARCH or GARCH techniques

(e.g., Edwards, 2000; Edwards and Susmel, 2001). In general, the empiri-

cal work appears to have provided some support for the view that there is

both interdependence among the asset prices of different countries due to

common factors and contagion.5

This paper takes a different approach in specifying and then testing for

contagion. First, we feel it is evident that if, for whatever reason, the funda-

mentals of a given country, say country A, change, the exchange markets

in that country may be affected. If there are spillovers (contagion) relating

to a neighboring regional country, say country B, exchange markets in that

country may also be affected. Continuing in this fashion, if there are spillovers

from country B to still another neighboring regional country, say country C,

exchange markets in that country may also be affected. The extension of

this argument to its obvious limit suggests that, if there are spillovers, ex-

change markets in each and every country in a region will be affected by

all relevant fundamentals in all neighboring regional countries, and perhaps

in countries which are not even in the region being considered. Second,

and in a similar view, it follows that exchange markets in each and every

country in a given region, and, perhaps, in countries beyond that region, will

be affected by a random macro shock in any country in that region. All of

this suggests that a model of an exchange-market variable must account
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for all relevant fundamentals and macro shocks in all of the neighboring

regional countries, and perhaps in countries beyond that region. Notice,

in the absence of spillovers (contagion), one would expect exchange mar-

kets in each and every country to only relate to the fundamentals of that

country.

In modeling an exchange market variable the challenge is to account for all

of these factors in a reasonably parsimonious fashion, and, if spillovers relate

to such factors as geographical distance, trade, or both, to take account of

those factors. Our spatial modeling approach of contagion does just that.

In addition, it suggests a straightforward test for the absence of contagion.

Our formulation also enables us to estimate asymmetries such as the mag-

nitude of contagion of one country upon others, as well as how that country

in turn is affected by the events in others. To the best of our knowledge the

results of a spatial modeling approach applied to exchange markets have

not been reported in the literature. A final point should be noted. Our mod-

eling approach is such that contagion is the vehicle with which the effects

of fundamentals in one country are transmitted to other countries. There-

fore, in our framework, the effects of the fundaments and those of conta-

gion are closely and in-separately intertwined. As we demonstrate below, the

specification of ”contagion” is just a convenient way of specifying complex

interactions!

Our empirical results are based on a sample of 25 emerging market

economies (EMEs)—(Argentina, Brazil, Chile, China, Colombia, Czech

Republic, Hungary, India, Indonesia, Israel, Jordan, Malaysia, Mexico,

Pakistan, Peru, Philippines, Poland, Russia, Singapore, South Africa, South

Korea, Sri Lanka, Thailand, Turkey, and Venezuela) during six crises—namely,

the Mexican peso crisis of 1994–95, the Asian crisis of 1997–98, the Russian

crisis of 1998, the Brazilian crisis of 1999, the Turkish crisis of 2001 and the

Argentinean crisis of 2002. The particular sample of EMEs and the crises

episodes are representative of the focus of much of the literature on conta-

gion in foreign-exchange markets.6

As a preview, we first suggest two measures which describe the impacts of

contagion. The first is an emanating elasticity which describes how a change

in a fundamental in one country affects exchange markets in other countries.

The second is an own contagion elasticity. This describes how a change in

a fundamental in one country effects the exchange markets of that country

above and beyond what that effect would be in the absence of contagion.

We provide empirical results relating to a general empirical model, as well as

with respect to both measures of contagion.

Our empirical results suggest that contagion is indeed a statistically sig-

nificant factor in determining foreign-exchange-market instability. They also

suggest that the magnitude of contagion, while small, was not the same dur-

ing the Mexican and Asian crises, as it was for the Russian, Brazilian, Turkish,

and Argentine crises. Furthermore, for certain countries contagion was af-

fected primarily via trade linkages, while for others geographic distance was

of primary importance. As an illustration of the magnitudes involved, during
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the Mexican and Asian crises, the elasticity of an exchange market crisis

index in a country other than Malaysia with respect to a change in the real

GDP in Malaysia was, on average, roughly −.32 , with a (rather large) stan-

dard deviation of roughly 1.82. As we explain below, the negative coefficient

reflects a reinforcing effect of contagion from Malaysia to the other countries

of our sample. These figures indicate quite a bit of variability in contagion re-

sponse! Results with respect to a change in other fundamentals in Malaysia,

or in other countries, are somewhat similar.

The remainder of this paper is divided into four sections. Section 2 de-

scribes the model and variables, and our expectations concerning the effects

of the variables on foreign-exchange markets. In Section 3 we give a matrix

formulation of the model. This formulation is convenient for describing the

ramifications of contagion as it relates to spillovers in foreign-exchange mar-

kets from one country to another. Empirical results are reported in Section

4. Conclusions and suggestions for further work are given Section 5. Certain

technical details are relegated to the appendix.

1. The model and data

The model we consider is essentially an expended version of the model

considered by Glick and Rose (1999).7 Specifically, we consider the model

INDq
it = a0 + a1Asiai + a2Latini + a3Middlei + β1

(
RGDPq

it−
)

+ β2

(
RERq

it−
) + β3

(
SDRESq

it−
) + β4

(
CREDq

it−
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(
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it−
)
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[
DUMqCT 1

q
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[
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q
it
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q
it
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q
it

] + β10

[
DUMqCD1

q
it

] + β11

[
(1 − DUMq )CD1

q
it

]
+ β12

[
DUMqCD2

q
it

] + β13

[
(1 − DUMq )CD2

q
it

] + ε
q
it ;

t = 1994, 1997, 1998, 1999, 2001, 2002; q = M, A, R, B, T, AR (1)

which, as will become shortly evident, looks a bit more complex than it really

is. Each variable is explained in detail below. At this point, we give a brief

overview of the model which should facilitate the interpretation of the more

detailed presentation below.

1.1. A brief overview

The dependent variable, INDq
it , is a foreign exchange crisis index for country

i at time t during crisis q, where q = M, A, R, B, T, and AR which denote,

respectively, the Mexican, Asian, Russian, Brazilian, Turkish, and Argentine

crises.

The first three regressors in (1) are regional dummy variables relating to

Asian, Latin America, and the Middle East. Their values are 1.0 if country i is

in the indicated region, and zero otherwise. Further details relating to these
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regions and the associated countries are given below. The next five regres-

sors, RGDPq
it−, RERq

it−, SDRESq
it− CREDq

it−, and EXPq
it−, are the fundamentals of

each country being considered. These variables relate to GDP, the exchange

rate, short term debt, domestic credit, and exports. The minus sign relating

to the time subscript on these variables is meant to indicate that they are

defined at an earlier point in time than the dependent variable, INDq
it . Further

details on this are given below.

The next eight regressors are variables which are meant to capture con-

tagion spillovers with respect to trade and geographic distance between

countries. The reason there are eight contagion variables, and not just two,

is that we allow the coefficients to be different for two sets of crises, and for

two sets of countries. For example, stylized facts indicate that contagion ap-

pears to have been more prevalent during the Mexican and Asian crises than

in the remaining four crises (Kaminsky, Reinhart, and Vegh, 2003, p. 61).8 We

therefore allow the model contagion coefficents to be different for the Mexi-

can and Asian crises than for the Russian, Brazilian, Turkish, and Argentine

crises. We also allow the model contagion coefficients to be different for

the 20 emerging countries that are thought to be more centrally involved

in contagion (henceforth, centrally involved countries), than for 5 countries

which were less centrally involved (henceforth, less centrally involved coun-

tries), perhaps, due to capital controls and/or large geographic distances

from the crisis epicenter.9 Thus, e.g., there are 4 contagion variables that re-

flect trade consideration, namely (ignoring subscripts to be explained below)

DUM*CT1, (1-DUM)*CT1, DUM*CT2, and (1-DUM)*CT2. The variable CT1 re-

lates to centrally involved countries, and CT2 relates to the less centrally

involved countries. The variable DUM is a dummy variable whose value is

1.0 for the Mexican and Asian crises, and is zero for the other four crises.

To illustrate the notation, the coefficient of DUM*CT1 relates to the extent

of trade contagion for the 20 centrally involved countries during the Mexi-

can and Asian crises; the coefficient of (1-DUM)*CT2 relates to the extent of

trade contagion for the 5 less centrally involved countries during the Russian,

Brazilian, Turkish, and Argentine crises, etc. The notation for the next four

contagion variables is similar but relates to geographical distances between

the involved countries. For example, the coefficient of DUM*CD1 relates to

the extent of contagion resulting from the geographic distance between the

20 centrally involved countries during the Mexican and Asian crises; the coef-

ficient of (1-DUM)*CD2 relates to the geographic distance contagion effect of

the 5 less centrally involved countries during the Russian, Brazilian, Turkish,

and Argentine crises, etc.

Finally, ε
q
it is an error term which we assume has a mean of zero, is inde-

pendently distributed over all i and t , and, in order to account for size and

other differences between the countries, it is heteroskedastic over i namely,

var(ε
q
it ) = σ 2

i , i = 1, . . . , 25.
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1.2. Further details

The use of a crisis index to measure contagion was developed by

Eichengreen, Rose and Wyplosz (1996). The particular crisis index used (and

updated) in this paper was developed by Kaminsky and Reinhart (1999). The

index is a weighted average of reserve losses and exchange rate deprecia-

tion (local currency against the U.S. dollar), with weights such that the two

components have equal sample volatility. This weighting scheme prevents

the much-greater volatility in exchange rates (owing to several very large

devaluations during periods of foreign exchange crises) from dominating the

crisis measure (Kaminsky and Reinhart, 2000, p. 150). Because changes in

the exchange rate enter the index with a positive weight and reserves enter

with a negative weight, large positive readings of this index indicate a spec-

ulative attack. The higher the value of the index, the more severe the crisis

in a particular country.

In dating the beginning of each of the crises, we follow Kaminsky, Rein-

hart, and Vegh (2003, pp. 53–54) as follows: December 1994 for the Mexican

crisis, July 1997 for the Asian crisis, August 1998 for the Russian crisis,

January 1999 for the Brazilian crisis, February 2001 for the Turkish crisis and

December 2001/January 2002 for the Argentinean crisis. The crisis index is

constructed employing the intervals 1994M11–1995M4, 1997M5–1997M10,

1998M7–1998M10, 1998M12–1999M2, 2001M1–2001M10 and 2001M7–

2002M6 for the six crisis periods respectively. That is, the length of the

Mexican crisis, for example, is assumed to last six months (November 1994

through April 1995); the starting date for the crisis index is the month prior

to the onset of the crisis and the ending date is the month in which the crisis

index peaked.10,11

Again, stylized facts suggest that contagion appears to have had a strong

regional element. As one example, the countries hardest hit by the Asian

crisis were Indonesia, Korea, Malaysia, the Philippines and Singapore

(Goldstein, 1998). To deal with the regional phenomenon, our model con-

tains three regional dummy variables, namely Asiai , Latini , and Middlei so

that the constant term relates to countries in fourth region. The variable Asiai

includes all Asian countries in our sample; Latini relates to all Latin American

countries in our sample; finally, the variable Middlei relates to Israel and Jor-

dan. Given these definitions, it follows that the constant term relates to the

European countries plus South Africa.

In constructing the fundamental macroeconomic variables, we follow the

methodology used in the literature (e.g., Ahluwalia, 2000; Zhu and Yang,

(2004). RGDPq
it− is, for the i-th country during crisis q, real GDP growth the year

before the onset of the crisis. Low (or negative) real GDP growth is used as

a measure of macroeconomic imbalance in the country that may have made

the economy vulnerable to financial market contagion. Therefore we expect

β1 < 0. RERq
it− is the change in the real effective exchange rate between

December of the year preceding the year in which a crisis started and De-

cember three years earlier. A decrease in RER signifies an appreciation of the
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real exchange rate. Ceteris paribus, the more appreciated the real effective

exchange rate (the less is RER) the greater the impending need for adjust-

ment in the nominal exchange rate. Therefore, we expect β2 < 0. SDRESq
it− is

the ratio of short-term debt to reserves minus gold in the six-month period

immediately prior to the crisis episode.12 It is a measure of the amount of

domestic money that can easily be converted into foreign exchange. We,

therefore expect β3 > 0. CREDq
it− is the corresponding percentage change

in the domestic credit over the previous period ending in December of the

year preceding the crisis year. A large positive value could indicate a lending

boom. Accordingly, we expect β4 > 0. EXPq
it− is the percentage growth of

the domestic currency value of exports over the previous year. We expect

β5 < 0.13

1.3. The contagion variables

We describe our 8 contagion variables in terms of two trade and two dis-

tance weighting matrices, both of which are interacted with a dummy vari-

able. The trade weighting matrices are meant to account for the effects of

trade spillovers that involve common third markets, namely the United States,

Japan and the European Union countries. For example, at the time of the

Asian crisis, both Thailand and Singapore exported many of the same goods

to these third countries. It follows that an exchange depreciation in one of

these countries could have an effect on the exchange markets of the other

country. To capture such third market trade spillovers we first defined a basic

trade weighting matrix, say TW, and then construct two variations on it. One

of these variations relates to the twenty emerging centrally involved coun-

tries; the other relates (mostly) to the five emerging less centrally involved

countries. These variations in our model allow trade spillovers effects to be

different for these two sets of countries.

Following Glick and Rose (1999), we took the i, j element of our basic trade

matrix TW, wT
i j :

wT
i j = Xi A + X j A

Xi + X j
∗

⎡⎣1 −

∣∣∣ Xi A
Xi

− X j A

X j

∣∣∣
Xi A
Xi

+ X j A

X j

⎤⎦ (2)

to be a weighted average of the importance of exports by countries i and

j to the United States, Japan and the European Union countries, where this

weighted average is adjusted for the size of countries i and j . In (2) Xi A and

X j A are the exports of countries i and j to the United States, Japan, and

the European Union countries; Xi and X j are the total exports of countries i
and j . The importance of exports to the United States, Japan and European

Union Countries for spillover effects between countries i and j should be

greatest when these export markets are of equal importance to both i and j .
Consistent with this, the definition of wT

i j above is such that, ceteris paribus,
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the magnitude of wT
i j is larger for countries i and j that are more equal in size

than for countries that are not. Once we constructed wT
i j , we took our basic

trade weighting matrix as: TW = [wT
i j ]

25
i, j=1.

The i, j element our first variant say, wT
i j,1, relates to the 20 centrally involved

countries. In particular, wT
i j,1 is exactly the same as wT

i j except that wT
i j,1 is zero

if either i or j , or both correspond to the 5 less centrally involved countries,

e.g., it is non-zero only if i and j relate to the 20 centrally involved countries.

Thus, our first variant of the trade weighting matrix is TW1 = [wT
i j,1]25

i, j=1.

As an illustration, if our 25 countries are ordered such that the 20 centrally

involved countries were ordered first, followed by the 5 less centrally involved

countries, then all of the elements of TW1 would be zero except those that

are in the upper 20 × 20 block. Consistent with typical specifications of all

weighting matrices, we also specify the diagonal elements of that upper 20

× 20 block to be zero.

Our second variant of the basic trade weighting matrix, say TW2, is some-

what similar with respect to the 5 less centrally involved countries, but has

fewer zero elements which permits for interactions between the two sets of

countries. Specifically, the i, j element, say wT
i j,2, of our second variant is the

same as wT
i j except that wT

i j,2 = 0 if i and j both relate to the 20 centrally

involved countries: TW2 = [wT
i j,2]25

i, j=1. Again, if the 20 centrally involved coun-

tries are ordered first followed by the 5 less centrally involved countries, the

upper 20 × 20 block of TW2 would be a zero matrix; however, the (1,2), (2,1)

and (2,2) blocks of this matrix would not be zero matrices. Again, consis-

tent with all specifications of weighting matrices, all diagonal elements of

TW2 are taken to be zero. Interpretations of the matrices, TW1 and TW2, are

described below.

For each crisis q = M, A, R, B, T, AR we define our trade contagion vari-

ables CT1
q
it and CT2

q
it as CT1

q
it = ∑25

j=1 wT
i j,1INDq

jt , CT2
q
it = ∑25

j=1 wT
i j,2INDq

jt
The four trade contagion variables then result by interacting these variables

with the dummy variable, DUMq . Further interpretations of these variables

are given below.

The four distance contagion variables are defined in a similar way. That

is, we first define a basic distance weighting matrix, say DW, and then two

variants of it. The i, j element of DW is wD
i j = d−1

i j where di j is the arc distance

between two countries i and j .14 Again, we take the diagonal elements of

this matrix to be zero.

The elements of our first variant, DW1, are wD
i j,1 which are equal to those

of DW except that wD
i j,1 = 0 if either i or j relate to one of the 5 less centrally

involved countries. Again, for the same ordering of the countries as that

above, the upper 20 × 20 matrix of DW1 would be its only block which is

nonzero. The elements wD
i j,2 of our second variant DW2 are equal to those

of DW except that wD
i j,2 = 0 if i and j both relate to one of the 20 centrally

involved countries. Similar to the case for TW2, the upper 20 × 20 matrix of

DW2 would be a zero matrix, but is other blocks would not be zero matrices.
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Given these definitions of wD
i j,1 and wD

i j,2, the distance contagion variables

CD1
q
it and CD2

q
it in (1) are, for each crisis q = M, A, R, B, T, AR

CD1
q
it =

25∑
j=1

wD
i j,1INDq

jt , CD2
q
it =

25∑
j=1

wT
i j,2INDq

jt , for all i = 1, . . . , 25, (4)

where INDq
jt is the dependent variable in (1).

The specification of the contagion variables in (3) and (4) imply, via (1),

a number of things. First, the crisis index for one of the centrally involved

countries will react via trade competitive issues to a change in the cri-

sis index of another centrally involved country via the contagion variable

CT1; its reaction via trade issues to a change in the crisis index of one

of the less centrally involved countries will be via the contagion variable

CT2. Similarly, the crisis index of one of the less centrally involved coun-

tries will react via trade issues to a change in the crisis index of another

less centrally involved country, or to a centrally involved country, via the

variable CT2; however, these effects will not be the same because the el-

ements of the underlying weighting matrices are different. The interaction

of these variables with the dummy variable DUM implies that the coeffi-

cient will not be the same for the Mexican and Asian crises, as for the other

four crises. Competitive trade issues clearly suggest that the coefficients

β6, β7, β8 and β9 should be positive. The same pattern of reactions with

respect to geographic proximity issues are described by the distance conta-

gion variables, CD1 and CD2, which are interacted with the dummy variable

DUM. Again, one would expect the coefficients of these variables, namely

β10, β11, β12, and β13 to be positive. Note that since these distance contagion

variables are defined with respect to the inverse of distances, that positive

effect will be less for countries that are far apart than for those that are

close.

On an intuitive level, our specifications imply that a change in a fundamen-

tal in one country which effects the crisis index of that country will effect the

crisis index of other countries due to both trade and distance spillovers be-

tween countries. At this point one might think that the coefficients in equation

(1) describe these affects completely. They do not. The reason for this is that

a change in a fundamental in one country, say country i , affects the crisis

index of that country i, which in turn effects the indices of other countries,

which then feed back to the crisis index of country i . A complete description

of this is given in Section 3 in matrix terms. At this point we note that our

parameter expectations are

β1 < 0, β2 < 0, β3 > 0, β4 > 0, β5 < 0, β j > 0, j = 6, . . . , 13
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2. A matrix formulation of the model and corresponding

implications15

There are 150 observations relating to (1). These observations result from the

six crises and the 25 EMEs. Let INDq be the 25 × 1 vector of observations on

the dependent variable corresponding to the q-th crisis, where, again, q = M
(Mexican), A (Asian), q = R (Russian), q = B (Brazilian), q = T (Turkish) and

q = AR (Argentinean). Similarly, let

X1q = [e25, Asian, Latin, Middle]

X2q = [RGDPq
−, RERq

−, SDRESq
−, CREDq

−, EXPq
−]

where e25, Asian, Latin, and Middle are the 25 × 1 vectors corresponding to

the constant term, and the three regional dummy variables, and RGDPq
−,

RERq
−, SDRESq

−, CREDq
−, and EXPq

− are the vectors of observations on the

fundamentals in (1).

Note that the corresponding vector of observations on the four contagion

variables in (3) and (4) can be expressed as

CT1q = [TW1 × INDq ]; CT2q = [TW2 × INDq ] (5)

CD1q = [DW1 × INDq ]; CD2q = [DW2 × INDq ] (6)

Given this notation, and our definition of the dummy variable DUMq , the

model in (1) during crisis q can be expressed as

INDq = X1q A + X2q B + β6DUMqTW1xINDq + β7(1 − DUMq )TW1xINDq

+ β8DUMqTW2xINDq + · · · + β13(1 − DUMq )DW 2xINDq + εq (7)

where εq is the corresponding disturbance vector, and where

A′ = [α0 . . . α3] and B ′ = [β0 . . . β5] (8)

Note that in a given crisis, the dummy variable DUMq will either be 1.0 or 0.0.

Therefore, our general model in (7), which is the one we estimated, will only

contain four contagion variables in a given crisis. Actually, our estimation

results below suggest that the coefficients of two of these four contagion

variables are not statistically significant, and so our final empirical model

given below only contains two contagion variables in a given crisis. At this

point we discuss the properties of the general model in (7) which facilitates

the discussion below of our empirical model for the various crisis.

We first describe contagion spillover effects relating to fundamentals, as

well as to the error terms, in terms of the solution of the model in (8). The

solution of (7) for IND is

INDq = M−1[X1q A + X2q B] + M−1εq (9)
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where

M = [I − β6DUMq T W 1 − β7(1 − DUMq )T W 1 . . . − β13(1 − DUMq )DW 2]

The expression in (9), which is a reduced form equation, is informative on a

number of levels. First, it should be clear that the dependent vector INDq ,

depends on the disturbance vector εq . Since all of the contagion variables

in (7) depend on the dependent vector, all of those contagion variables must

be viewed as endogenous in the estimation of (7). We therefore estimated

(7) by an instrumental variable technique. Secondly, the variance-covariance

matrix, say VC, of the reduced form disturbance vector M−1εq in (9) is VC =
M−1 Diagq (M ′)−1 where Diagq is a diagonal matrix due to the heteroskedas-

ticity of the disturbance term. Simple calculations will quickly indicate that

VC is not diagonal and so the error term in the reduced form Equation (9)

is spatially correlated. Thus, e.g., a “disturbance shock” to any one of the

countries can be expected to have spillover effects to the other countries.

Third, given the lags involved, the expected value of the dependent vector

conditional on the fundamental is

E[INDq ] = M−1[X1q A + X2q B] (10)

It should be clear from (10) that the elements of INDq , namely the crisis index

for the 25 countries during the crisis q = M, A, R, B, T, AR depend not only

upon the “within country’’ values of the regressors (e.g., the corresponding

elements of X2q ), but also upon the values of the regressors in all neighboring

countries. In more detail, let gi j be the i, j-th element of M−1. Then, the

change in the expected value of the crisis index in the j-th country during

crisis q with respect to a change in a fundamental, say real GDP growth in

the i-th country, namely, RGDPq
it− is, via (10)

∂E
(
INDq

jt

)
RGDPq

it−
= g jiβ1, j = 1, . . . , 25 (11)

Similar expressions clearly exit for cross derivatives with respect to a change

in one of the other fundamentals.

In general, g ji will not be zero unless βi = 0, i = 6, . . . , 13, i.e., there is no

contagion. Alternatively, in the absence of contagion the dependent variable

in each country will only respond to a change in one of its own fundamen-

tals. Clearly, the magnitude of the cross derivative in (11) depends upon the

direct within country effect of RGDPq
it− upon the crisis index of that country,

which is β1, and an indirect spillover effect due to contagion, which is g ji .

Generalizing, it should now be clear that the crisis variable in a given country

will be affected by the values of all of the significant variables in (1) in all

related neighboring countries because of spillovers due to issues related to

trade and distance issues.
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2.1. Two measures of contagion: emanating and own

At least two measures of the extent of contagion are suggested by (11). The

first is a measure of how a change in a fundamental in one country, say

country i , effects the crisis index in other countries, say j . We define this

measure as the emanating effect. The second relates to how a change in

a fundamental in a given country i influences the crisis index of that country

after the spillover effects due to contagion are accounted for. We define this

effect as the own contagion effect.

2.2. The emanating effect

In light of (11) the elasticity, at sample mean values, of a change in the crisis

index in country j with respect to a change in RGDP of country i is

E M ji = g jiβ1(RGDPi/IND j ) (12)

where RGDPi and IND j are, respectively, the sample averages RGDP in coun-

try i and the crisis index in country j . Corresponding elasticities with respect

to the other fundamentals in the model (1) should be evident.

2.3. The own contagion effect

Now consider how the existence of contagion influences the effect that a

change in a fundamental in a given country has on the crisis index of that

country after the effects of contagion are accounted for. In the absence of

contagion, the effect of, say RGDP, in a given country on the crisis index of

that country would be β1. In the presence of contagion that effect would be

given by (11) when i = j which is not the same as β1. Again, the reason for

this is that a change in a fundamental in a given country would effect the

crisis index of that country, which would in turn effect the crisis indices of

other countries which would then feed back to the crisis index of original

country. We take the own contagion effect as the difference between the

elasticities which would result in the presence of contagion, and that which

results in its absence. Thus, our own contagion elasticity at sample means

is

OWNi = (gii − 1)β1(RGDPi/INDi ) (13)

In passing we note that the development of the measure in (13) was in terms

of the variable RGDPM
i t−. Again, corresponding own elasticities with respect

to the other fundamentals in the model (1) should be evident. Clearly these

results imply that the effects of the fundamentals and those of contagion are

inseparable.
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3. Empirical results

The empirical results relating to our basic model, Equation (1), are reported

in column 1 of Table 1.16 The following results are worth noting. First, the

regional dummy variables Latin and Middle are individually significant at the

two tail 5%; also the three regional dummy variables are jointly significant at

the 5% level; specifically the calculated statistic (not given in Table 1) is 9.38 >

χ2
3 (.95) = 7.82. The suggestion is that there are important regional issues in

exchange markets. Now notice that all 5 of the fundamental variables have

the anticipated signs, and except for exports, are all individually significant

at the 5% one tail level. On the other hand, of the eight contagion variables

only four are individually significant at the 5% one tail level. We also note

that the other 4 contagion variables are not jointly significant in that their

calculated Chi-Square statistic = 2.2 < χ2
4 (.95) = 9.49.

Of the four significant contagion variables two relate to trade namely,

CT2∗(1-DUM) and CT2∗DUM. These two variables relate to trade issues be-

tween the 5 less centrally involved contagion countries during the Mexi-

can and Asian crises [DUM = 1.0] , and also during the Russian, Brazilian,

Turkish, and Argentine crises [DUM = 0]. Trade issues do not seem to be

significantly involved in the contagion experience between the 20 centrally

involved countries. The other two individually significant contagion variables,

namely CD1∗DUM, CD1∗(1-DUM), relate to the geographic distance between

the 20 centrally involved contagion countries during both the Mexican and

Asian crises, as well as during the Russian, Brazilian, Turkish, and Argentine

crises. Interestingly, geographic distance does not seem to play a role in

contagion issues between the less centrally involved contagion countries.

Our final model is the same as our basic model except that the 4 contagion

variables which are not jointly significant in our basic model are dropped.

Results relating to this model are also given in Table 1. Note that again the

regional dummy variables Latin and Middle are significant at the two tail 5%

level. Perhaps more interestingly, note from the table that all 5 of the fun-

damental variables have the anticipated signs, and all are significant at the

two tail 5% level. Note also that the coefficients of all four of the contagion

variables have the anticipated signs, and three of them are significant. The

one contagion variable that is not significant relates to trade during the Mex-

ican and Asian crises; however, the joint test of significance relating to both

trade variables suggests significance: for the two trade variables in our final

model, the corresponding Chi-Square statistic = 12.01 > χ2
2 (.95) = 5.99.

These results suggest that contagion may be a factor in exchange mar-

kets even after the effects of relevant fundamentals are accounted for. The

empirical results based on our final model suggest that trade linkages are

statistically significant during all of the crises but only for the five non cen-

tral contagion countries: Israel, Jordan, India, China, and South Africa. Ge-

ographic distance seems to have been the force behind contagion for the

centrally involved contagion countries.
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Table 1.

Model estimates

Variables Basic model Final model

Constant −3.585 −3.201∗∗∗
(−2.53) (−2.30)

ASIA 3.68∗∗ 2.887∗
(1.91) (1.86)

LATIN 5.751∗∗∗ 4.809∗∗
(2.71) (2.00)

MIDDLE 6.541∗∗ 3.782∗∗
(2.41) (2.09)

RGDP −0.674∗∗∗ −0.758∗∗∗
(−13.61) (−6.01)

RER −0.132∗∗∗ −0.131∗∗∗
(−4.98) (−7.35)

SDRES 0.023∗∗ 0.024∗∗∗
(2.38) (2.83)

CRED 0.057∗ 0.065∗∗∗
(1.77) (2.00)

EXP −0.031 −0.036∗
(−1.51) (−1.76)

CT1∗DUM −0.012

(−0.27)

CT1∗(1-DUM) 0.001

(0.06)

CT2∗DUM 0.025∗ 0.029

(1.77) (0.98)

CT2∗(1-DUM) 0.042∗∗ 0.060∗∗∗
(2.20) (2.61)

CD1∗DUM 105.025∗∗∗ 96.772∗∗∗
(17.00) (18.54)

CD1∗(1-DUM) 86.068∗∗∗ 91.453∗∗∗
(6.99) (4.67)

CD2∗DUM 11.282

(0.76)

CD2∗(1-DUM) −8.183

(−0.51)

Standard error of equation 16.28 16.51

Notes: t-statistics are given in parenthesis. ∗∗∗,∗∗ , ∗ indicate 1%,

5% and 10% level of significance respectively.
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We also determined numerical results relating to the emanating elastic-

ities during, respectively, the Mexican and Asian crises, and the Russian,

Brazilian, Turkish, and Argentine crises with respect to a change in real GDP

growth. The results are not given here due to space limitations. However,

those results can be obtained by writing to the authors.

Our calculations suggest that contagion that emanates from a given coun-

try does not effect the other countries in a uniform fashion. As one example,

the figures for South Africa range from to −0.28 to 0.13 with an average

of −0.008 and a standard deviation which is ten times larger, namely 0.08.

Actually, for all countries and for both of our crisis periods the standard de-

viations of the emanating elasticities are at least as large, and in most cases,

considerably larger than the average of those elasticities, which is typically

small. To take the case of Malaysia for the Mexican and Asian crises, the

emanating elasticity with respect to real GDP ranges from −8.46 to 1.85 with

an average of −0.31 and a standard deviation of 1.84. Perhaps the reason for

this variation is that Malaysia is an immediate neighbor to Singapore (−8.46)

so that a change in growth of real GDP in Malaysia affects the exchange rate

pressure in Singapore, whereas it is far away from other countries such as

Brazil (−.06). This insight is given in an intuitive manner; however, the reader

should note that the emanating effects are the result of a complex interaction

between all of the countries involved with respect to both trade and regional

distance issues, see equations (7)–(9), and so such simple analyses may not

always yield “intuitive insights”. We also estimate the own contagion elas-

ticities during the two sets of crises with respect to a change in real RGDP
growth are estimated. Again, the results are similar with respect to the other

fundamentals involved but are not given here due to space limitations. Those

results can be obtained by writing to the authors.

Our own contagion elasticity estimates again suggest that the results are

not uniform. For example, the estimated own contagion elasticities during

the Mexican and Asian crises range from −6.22 for Singapore to 0.40 for

Korea. Of the 25 elasticities, 14 are negative and 11 are positive. Since the

coefficient of RGDP is negative, the negative own contagion elasticities re-

flect a reinforcing effect while the positive elasticities reflect a moderating

contagion effect. For example, a negative own contagion elasticity indicates

that the effect of a change in RGDP in, say country i , on the crisis index of

country i will be more negative in the presence of contagion effects than in

its absence—see Equations (11) and (13); a positive elasticity indicates the

reverse.

4. Summary and suggestions for further work

Among other things, our modelling approach enabled us to test for conta-

gion in a formal, straightforward way. It also enabled us to obtain measures

of contagion which emanate from one country to others, as well as conta-

gion effects which impact, or feedback, to a given country. Our contagion
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variables are continuous variables and so we are able to account for degrees

of contagion, which clearly cannot be done in a dummy variable formulation.

We have also given interpretations of our contagion specification in terms of

a structural simultaneous equation, and described its solution as a reduced

form equation. Our results suggest that trade linkages are statistically sig-

nificant during the Mexican and Asian crises, as well as for the other crises,

but only for the five less centrally involved countries Israel, Jordan, India,

China, and S. Africa. On the other hand, contagion via geographic distances

is statistically significant during both sets of crises, but only for the 20 cen-

trally involved countries. Two types of contagion elasticities are suggested

and estimated. The emanating elasticities relate to how a change in a funda-

mental in one country effects other countries; the own contagion elasticites

relate to how contagion feeds back to a given country. Both sets of elas-

ticities are generally small, on average, but have a large standard deviation

which indicates that the results are not uniform over the countries.

One suggestion for further work would be to estimate a spatial model such

as ours in terms of an extended data set which includes non-crisis as well as

crisis periods. If such a model were properly specified, contagion could turn

out to be a “continuum’’ that may be more intense during crisis periods, but

exists never-the-less during non-crisis periods. Another suggestion would

be to develop a nonlinear spatial model which is able to account for possible

nonlinearities in the relationship between foreign-exchange-market activity

in one country and that of its neighbors.

Appendix

As an over-view, the instruments used in estimating our basic model are the

regional dummies, the five fundamental variables, and interactions of the fun-

damental variables with the trade and distance weighting matrices, as well

as with the dummy variable DUM. However, since, the trade weighting matrix

was constructed with 1998 data, we viewed that matrix as endogenous dur-

ing the first three crises and hence did not interact it with the fundamental

variables during those periods to construct IVs. Instead, during the first three

crises we used the rate of inflation, the rates of broad money to international

reserves, and changes in major stock market indexes.

The Instruments:17 Let RGDP be the stacked 150 × 1 vector of values of the

RGDP variable over the six crises, and let RGDP∗D1∗DUM and RGDP∗D1∗(1-

DUM) be the RGDP variable pre-multiplied in each crisis by the weighting

matrix D1 and, respectively, by the dummy variable DUM and (1-DUM). Let

RGDP∗D2∗DUM and RGDP∗D2∗(1-DUM) be defined similarly with respect

to the weighting matrix D2. Let this notation extend to the other variables

and weighting matrices in (7), and let C denotes the 150 × 1 vector of unit

elements which corresponds to the constant term. Let INF, M21, and ST

be the corresponding vectors of values of the rate of inflation, the rates of

broad money to international reserves, and changes in major stock mar-

ket indexes. Finally, let DUM1 be a dummy variable whose value is 0.0 in
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1998 and for periods earlier than that, and whose value is 1.0 otherwise.

Then our IVs are: C, Asian, Latin, Middle, RGDP, SDRES, RER, CRED,

EXP, RGDP∗D1∗DUM, SDRES∗D1∗DUM, RER∗D1∗DUM, CRED∗D1∗DUM,

EXP∗D1∗DUM, RGDP∗D1∗ (1-DUM), SDRES∗D1∗(1-DUM), RER∗D1∗(1-DUM),

CRED∗D1∗(1-DUM), EXP∗D1∗ (1-DUM), RGDP∗D2∗DUM, SDRES∗D2∗DUM,

RER∗D2∗DUM, CRED∗D2∗DUM, EXP∗D2∗DUM, RGDP∗D2∗(1-DUM), SDRES∗

D2∗(1-DUM),RER∗D2∗(1-DUM),CRED∗D2∗(1-DUM), EXP∗D2∗(1-DUM),RGDP∗

T1∗DUM1, SDRES∗T1∗DUM1, RER∗T1∗DUM1, CRED∗T1∗DUM1, EXP∗T1∗

DUM1, RGDP∗T2∗DUM1, SDRES∗T2∗DUM1, RER∗T2∗DUM1, CRED∗T2∗

DUM1, EXP∗T2∗DUM1, INF∗(1-DUM1), ST∗(1-DUM1), M2I∗(1-DUM1).

Notes

1. Surveys of the empirical literature are contained in Claessens, Dornbusch, and Park (2001),

Forbes and Rigobon (2001), Kaminsky, Reinhart, and Vegh (2003) and Candelon, Hecq, and

Verschoor (2005).

2. Edwards (2000, p. 880) defines contagion as “a situation where the extent and magnitude

of the international transmission of shocks exceeds what was expected (based on the

fundamentals) by market participants.’’

3. For a somewhat different classification, see Pericoli and Sbracia (2001).

4. Kaminsky and Reinhart (2002) analyze the degree of co-movement in asset prices across a

large number of countries for four different asset classes. Although the study is not strictly

concerned with contagion, the results indicate that there are important differences in the

degree of responsiveness of different asset markets to external shocks.

5. Studies that do not find some evidence of contagion include Boyer, Gibson, and Loretan

(1999), Corsetti, Pericoli, and Sbracia (2005), Forbes and Rigobon (2002) and Candelon,

Hecq, and Verschoor, (2005).

6. These are the same 25 countries as those identified by Goldstein (2002) in his study of

exchange-rate regimes for EMEs. The crises are the same as those identified by Kaminsky,

Reinhart, and Vegh (2003). To our knowledge, the two most recent crises—i.e., those of

Turkey and Russia—have not yet been incorporated into the literature dealing with conta-

gion. Zhu and Yang (2004) incorporated the Brazilian crisis in their data sample.

7. The model used by Glick and Rose, in turn, is a generalisation of the models used by Sachs,

Tornell and Velasco (1996), Tornell (1998), and Bussière and Mulder (1999). As discussed

below, the specifications relating to the fundamental variables are similar to those used by

previous authors. In addition, we note that some authors (e.g., Ahluwalia, 2000) considered

contagion but modelled it essentially as a dummy variable which shifts the intercept.

8. Kaminsky, Reinhart, and Vegh (2003, pp. 60–61) note that spillovers effects were associated

with the Russian crisis of August 1998. These authors also point out, however, that it is not

clear whether the spillovers emanated from the Russian loan default or the crisis sparked by

the collapse of Long Term Capital Management (LTCM) which occurred in the fall of 1998.

9. The 20 centrally involved countries are: Argentina, Brazil, Chile, Colombia, Czech Republic,

Hungary, Indonesia, Malaysia, Mexico, Pakistan, Peru, Philippines, Poland, Russia, Singa-

pore, Sri Lanka, South Korea Thailand, Turkey, and Venezuela. The 5 less centrally involved

countries are: China, India, Israel, Jordan, and South Africa.

10. The intervals for the first four crises correspond to those used by Ahluwalia (2000) and

Zhu and Yang (2004), who, in turn, follow Sachs, Tornell and Velasco (1996) in determining

the interval for the Mexican crisis. In constructing their crises indices, these authors begin

with the month prior to the onset of the crisis. In determining the end of the crises, these

authors used the month in which the crisis index peaked. For the Turkish crisis we followed

a similar methodology. For the Argentinean crisis we used July 2001 as the beginning of

the interval because, after the announcement of the “zero deficit” on July 11, 2001, the
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country’s emerging market bond index (EMBI) spread widened more than 300 basis points.

As a result large amounts of bank deposits were withdrawn, resulting in large pressures on

domestic interest rates and on tax revenues. See IMF (2001).

11. In constructing this index, we used the end-of-period monthly exchange rate against the

U.S. dollar (IFS line ae) and total reserves minus gold (IFS, line IL. D). The sample variances

of the monthly percentage changes in the exchange rate and reserves are estimated of the

period 1990–2002. Because of the unavailability of data, the periods are different for the

Czech Republic (1993M2-2002M12) and Russia (1994M12-2002M12).

12. Data on short-term debt were obtained from the Bank for International Settlements.

13. In addition, some other variables such as the inflation (INF), the rates of broad money to

international reserves (M2I) and changes in major stock market indexes (ST) were used in

a preliminary specification. These variables, however, were not significant in explaining the

crisis indicator. As discussed below, these three variables are used as instruments in the

estimation of Equation 1.

14. In constructing the no row standardized matrix D the following procedure is used. First,

the co-ordinates for the capital of each country are collected. Next, the two co-ordinates

(latitude X and longitude Y) are transformed into decimal employing the following for-

mula: decimal = degrees + minutes times 0.01666667 + seconds times 0.00027778. The

arc distance di j between two countries i and j is then calculated. Data for the two co-

ordinates were obtained at the following website:www.mapsofworld.com/utilities/world-

latitude-longitude.htm.

15. See kelejian and Prucha (1998, 1999) for further spatial modeling results.

16. A generalized IV method with cross section weights was used in a panel estimation. Cross

section standard errors were adjusted for heteroskedacity and corrected for non-zero co-

variances. A listing of the instruments used is given in the appendix.

17. See Kelejian and Prucha (1998) for suggestions as to how to construct instruments in a

spatial model.
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