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Abstract Existing explanations of systematic undersupply of policy (e.g., institutional

frictions, policy drift, and loss aversion) highlight the role of institutional and cognitive

factors in the policy process while paying little attention to the role of emotions and

emotional sentiments (e.g., policy mood). To bridge this gap, this article conceptualizes the

role of negative emotions (e.g., fear, anger, hatred, disgust) and emotional sentiments in

driving systematic policy underreaction (or what I have termed a negative policy bubble).

Regarding the birth of emotion-driven negative policy bubbles, the behavioral under-

standing advanced here points to (1) an endogenous process that affects opinion formation,

attention, learning, behavior, and attitudes; (2) an exogenous shock that ‘‘turns on’’ an

endogenous process; (3) emotional manipulation by emotional entrepreneurs, or (4) a

process by which the psychological context within which the policy process takes place

conditions policy dynamics. Self-reinforcing processes interact with the contagion of

emotions, imitation, and herd behavior to reinforce the lack of confidence in the policy,

thereby creating a lock-in effect of systematic undersupply of policy. This process may be

interrupted following modest endogenous or exogenous perturbations; a decrease in the

intensity and duration of negative emotions and/or an increase in their speed of decline by

emotional entrepreneurs, as well as following the reduction in negativity bias when the

information environment becomes predominantly negative. The paper also provides

guidance on productive directions for future research.
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Introduction

At times, a public policy may be undervalued by the political elite and/or the general

public because of moral concerns, negative emotions toward the target population, cost–

benefit concerns (e.g., wastefulness), as well as other ideational or symbolic concerns

(Schneider et al. 2014; Conlan et al. 2014). This is especially the case when the policy at

hand is the product of directional goals (Baumgartner et al. 2009a; Burstein 2014) rather

than accuracy goals (Kuhn 1977). This, in turn, may lead to policy undersupply or gov-

ernment underinvestment in a policy instrument below its instrumental value in achieving a

policy goal. Policy undersupply may be sustained by self-reinforcing processes over a

relatively long period of time, despite an increase in the severity of the policy problem,

which may or may not be apparent. This process is bound to be reversed when the severity

of the policy problem reaches a stage that the general public and/or the political elite

become aware of it and of the need to immediately address it.

I term the aforementioned process a negative policy bubble and define it as a policy

underreaction—or underinvestment in a policy instrument below its instrumental value in

achieving a policy goal—which is propelled by self-reinforcing processes over an extended

period of time.1 Policy underreaction refers to ‘‘systematically slow and/or insufficient

response by policymakers to increased risk or opportunity, or no response at all’’ (Maor

2014a: 426). The aforementioned process is the exact opposite of a policy over-reaction

(Maor 2012), or over-investment in a policy instrument above its instrumental value in

achieving a policy goal, which is reinforced by positive feedback over an extended period

of time—a phenomenon known as a policy bubble (Jones et al. 2014; Maor 2014b).

Conventional explanations for systematic undersupply of policy suggest the following

mechanisms: institutional frictions, which result from the interaction of decision costs and

cognitive costs (Jones and Baumgartner 2005; Baumgartner et al. 2009b); policy drift,

which results from the failure of policy makers to update policies due to pressure from

actors exploiting veto points in the political process (Hacker 2004); loss aversion, which

results from the tendency of individuals to strongly prefer avoiding losses to acquiring

gains (Weaver 1986; Hood 2010); and trade-offs over time which result from governmental

unwillingness to inflict immediate pain on citizens for gains that will only arrive over the

long run (Jacobs 2011). These mechanisms highlight institutional and cognitive factors in

policy processes while paying little attention to the role of emotions and emotional sen-

timents (e.g., policy mood).

The idea underlying this article is that intense negative emotions regarding the policy

content, policy instrument, and/or target population, may lead to systematic undersupply of

public policy.2 The article develops this relatively unappreciated explanation by building

on robust findings in psychology, indicating that negative emotions exert a great deal of

influence on decision making and risk taking (e.g., Johnson and Tversky 1983). The

1 The term negative bubble is imported from the area of finance where it commonly refers to a process
characterized by pressures toward panic accompanied by strong herding leading to disproportionate selling
(e.g., Sornette and Cauwels 2014). The term negative policy bubbles is therefore not derived from the term
negative emotions.
2 The term negative emotion is a coherent scientific term only when it includes emotions which have array
of negative (read, destructive) consequences (e.g., fear, anger, hatred and disgust). It is not coherent when
anxiety enters into the fray, because the range of consequences include abandoning extant convictions,
learning, attention to new solutions, and willingness to entertain new coalitions, or aversion, whose con-
sequences include a fight to preserve and defend valued goals (e.g., Marcus and MacKuen 1993; Valentino
et al. 2011).
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behavioral understanding advanced here points at a process by which emotionally driven

negative policy bubbles emerge when negative emotions pervade the policy system in four

different ways: an endogenous process that affects opinion formation, attention, learning,

behavior and attitudes; an exogenous event that ‘‘turns on’’ an endogenous process,

emotional manipulation by emotional entrepreneurs (Maor and Gross 2015),3 and a process

originating in the psychological context within which the policy process takes place. Self-

reinforcing processes interact with the contagion of emotions, imitation, and herd behavior,

as well as with the mobilization of pessimism by elected and unelected policy actors, and

with the media, which undermine the worth of policy, thereby creating a lock-in effect of

systematic undersupply of policy. This may be interrupted following modest perturbations

(Pierson 2004), such as endogenous (e.g., a shift in public attention due to short attention

span) or exogenous ones (e.g., positive external events); a decrease in the intensity and

duration of negative emotions and/or an increase in their speed of decline by emotional

entrepreneurs, and a reduction in negativity bias when the information environment

becomes predominantly negative (Soroka 2014).

The article proceeds as follows. The second section briefly elaborates on studies of

emotion and public policy and provides few examples which highlight the substantive

conceptual bite proposed in this article. The third section discusses the rationale for

integrating emotion as sources of bias, rather than as adaptation, in public policy processes;

the fourth discusses the causes of the birth of an emotionally driven negative policy bubble,

and the fifth elaborates on the self-reinforcing processes which interact with the contagion

of emotions, imitation and herd behavior to reinforce the lack of confidence in the policy.

The sixth discusses the burst of such bubbles; the seventh elaborates on the measurement

of this phenomenon, and the final section presents an agenda for future research.

Definitional and motivational grounds

Contemporary scholars usually define emotions by focusing on three core features (Gross

2008). First, emotions are generated in the context of meaningful situations. The meaning

of these situations may be enduring or fleeting, biologically based or culturally derived,

and personal or widely shared. When attended to and evaluated with respect to one’s goals,

these situations can give rise to emotional responses. Second, emotions are multifaceted

phenomena, comprised of subjective aspects (i.e., feeling), behavioral aspects (which

include relatively rapid changes in the face and posture, in addition to relatively slower

instrumental behaviors), as well as physiological aspects, which provide metabolic support

for these behavioral changes. Third, emotions are malleable: Although they may disturb

what one is doing and impose themselves on one’s awareness, they are not obligatory and

can thus usually be regulated (Frijda 1986). Emotions affect opinion formation, attention,

learning, and political behavior (for recent reviews see Brader et al. 2011; Brader and

Marcus 2013), as well as attitudes on a wide range of issues related to world politics, such

as nuclear proliferation, the logic of deterrence, the war on terror, motives for war, alli-

ances and defense policies, ethnic conflicts, and humanitarian intervention (e.g.,

Hutchinson and Bleiker 2014).

3 Emotional entrepreneurs refer to ‘‘individual and collective actors that attempt to advance a political and/
or policy agenda by regulating expected or actual emotions generated during political and policy processes’’
(Maor and Gross 2015: 3).
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Emotions have not been completely missing from policy studies. Bounded rationality,

for example, recognizes that decisions are channeled by their cognitive and emotional

architecture (Simon 1983), that decision makers are prisoners to their limited attention, and

that the key to its allocation is emotion (Jones 1994, 2001; Simon 1983; Jones and Wolfe

2010). In addition, standard studies of the policy process point to the importance of

emotions in policy processes (Kingdon 1995; Jones and Baumgartner 2005; Cox and

Béland 2013). However, in the last decade or so, we have been witnessing a revolution in

decision making and emotions (e.g., Kahneman 2011; Lodge and Taber 2013) which has so

far gone largely unnoticed in studies of the policy process. This article attempts to

meaningfully bring the insight that emotions matter in people’s assessment of public

problems, policy instruments and target populations into a conceptual framework which

addresses the role of negative emotions in driving a negative policy bubble.

A salient example from the domain of health policy, which revolves around the

response of the US government to the AIDS epidemics, highlights the substantive con-

ceptual bite proposed in this article and the motivation for writing it. In the early 1980s, a

deadly and contagious epidemic had begun to appear in the USA and was primarily hitting

two marginal and stigmatized groups: homosexual or bisexual men and intravenous drug

users. By 1987 AIDS-related mortality had reached 16,461 (Francis 2012: 293). However,

although the Center for Disease Control and the Surgeon General had provided a good

level of understanding of the disease and a focal point for public discussion (Perez and

Dionisopoulos 2014; Francis 2012; Shilts 1988), and political mobilization of HIV-infected

people had started in some cities as early as 1984, the Reagan administration was reluctant

to infuse substantial resources to prevention and education programs, to fund research on

AIDS, and to form task forces to deal with AIDS (Francis 2012; Shilts 1988; Fox 1989:

60). In addition, there was presidential silence over this public health crisis during

1981-1986 (Perez and Dionisopoulos 2014; Francis 2012; Shilts 1988) even though the

powerful information regarding the enormity of the disease had become ‘‘common

knowledge’’ (Hewitt 2005; Baumgartner 2015).

The intense emotions surrounding AIDS may have significantly contributed to the

undersupply of policy in this case. The AIDS epidemic created fear and prejudice

(Epstein 1996) which was ‘‘so intense that it embrace[d] the entire range of public policy

[…]’’ (Fox 1989: 59). For most Americans, AIDS seemed ‘‘a ghastly retribution for a

repulsive vice […]’’ (Sobran 1986: 220). According to Conrad (1989), ‘‘It is certain that

fear of AIDS was amplified by the widespread and deeply rooted ‘‘homophobia’’ in

American society’’ (p. 780), and that ‘‘the fear of contagion fuels the reaction to AIDS’’

(p. 79). Fear and stigma also led to a resistance to information about AIDS, indicative of

which is the finding that ‘‘more knowledge was significantly negatively correlated with

general fear of AIDS and with anti-gay attitudes among risk groups’’ (Temoshok et al.

1986, quoted in Conrad 1989). In some parts of the USA, fear of AIDS verged on

hysteria, leading to extensive AIDS-related discrimination (Thomas 1985). Only in 1987,

after the number of Americans that had died of the disease was nearing 20,000, and the

number of those who were infected with the HIV virus had passed one million (Nichols

1989), and after the media attention given to the 1986 Surgeon General’s Report on

AIDS, a critical mass had been achieved to make the issue a pivotal one, leading to a

significant policy investment (Shilts 1988).4

4 For a concise list of policies enacted in 1987, see: https://www.aids.gov/hiv-aids-basics/hiv-aids-101/aids-
timeline/. Accessed 16 August 2015.
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Entirely consistent with this illustration are Abrajano and Hajnal’s (2015) findings that

when media coverage adopts the Latino threat narrative, whites who are fearful of

immigration tend to respond with a shift to the Republican Party. Additionally, in states

with larger and faster growing Latino populations (i.e., where the need for public spending

is greatest), there is a long-term propensity to disinvest in public goods provision, espe-

cially in the area of education, and increase funding for prisons and criminal justice. This

trend is exacerbated by the media’s profit-driven incentives to frame immigration in a

negative manner, and by Republicans’ vote-driven incentives to repeatedly highlight the

ills of undocumented immigration and to adopt anti-immigration platforms. This trend is

reversed in states wherein the Latino population passes a threshold, that is, when the Latino

population is large enough to influence policy on its own following an increase in the

number of Latino elected officials (Abrajano and Hajnal 2015).

Why we seek to integrate affect and emotion in the study of policy
change?

Thought processes, decisions and everyday behaviors may be significantly affected by

emotion (Simon 1945). At the outset, dual models of information processing differentiate

between the cognitive and affective systems (e.g., Finucane et al. 2003; Kahneman 2011).5

The former is analytical, slow, and governed by rules and normative thought (Kahneman

and Frederick 2002), whereas the latter is reflexive and quick as it relies on images,

associative links, and experiences rather than on thinking.6 Although the cognitive system

may be able to detect biases caused by the affective system, for example, once exposed to

statistical information (Kahneman 2011), time constraints and multitasking reduce its

ability to do so (Isen and Geva 1987).

Emotion and affect influence behavior in two distinct ways. First, people anticipate and

factor in their likely emotions about the potential consequences of different modes of

actions. Second, people may be influenced by immediate emotions experienced at the

moment of choice (e.g., Rick and Loewenstein 2010). Two interrelated streams of

research—one concerns affect (i.e., good/bad feelings) which is represented by the affect

heuristic, and another concerns affect-as-information—provide ample evidence of the

impact affect and emotion have on subjective probabilities, value, and risk–benefit balance

(for a review, see: Finucane 2013). The affect heuristic refers to people’s tendency to base

their judgment of a product, activity, or policy on what they think and feel about it (e.g.,

Finucane et al. 2000: 5). ‘‘If they feel good about a [policy], they tend to judge risks as low

and benefits as high; if they feel bad about it, they may judge the opposite […]’’ (Peters

2011: 90). This tendency has been recorded by numerous political scientists and sociol-

ogists. For example, the emotional quality of an idea explains why some ideas are more

successful than others (Cox and Béland 2013).

5 According to Finucane et al. (2003: 328), affect refers to ‘‘‘‘goodness’’ or ‘‘badness’’ (1) experienced as a
feeling state […] (2) demarcating a positive or negative quality of a specific stimulus. ‘‘Affect is thus critical
to identifying stimuli as either rewarding, hence justifying approach, or punishing, thus justifying avoid-
ance’’ (Brader and Marcus 2013: 167; see also Lodge and Taber 2013).
6 A recent advance posits affect-driven, dual-process modes of thinking and reasoning, that is, that ‘‘[…] all
thinking is suffused with feeling, and these feeling arise automatically within a few milliseconds […] of
exposure to a sociopolitical object or event’’ (Lodge and Taber 2013: 19).
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The affect-as-information literature ‘‘asserts that affective reactions serve as informa-

tion about what one likes or dislikes’’ (Clore and Palmer 2009: 22). According to this line

of thought, Zajonc (1980, 1984), Bargh (1984), and LeDoux (1996) have demonstrated that

affective reactions to stimuli are faster than cognitive evaluation and therefore provide a

crude assessment of the behavioral options people face. These assessments guide cognitive

processes toward potentially high-priority concerns (e.g., Armony et al. 1997; de Becker

1997). The direct impact of affect on attitudes was also evident in the positive relationship

recorded between positive affect and problem solving abilities (e.g., Ashby et al. 1999;

Isen 2001, 2010). Emotional arousal, for example, increases the accuracy and efficiency of

decision-making processes (Clore and Storbeck 2006).7

An additional stream of research which tries to understand the impact of specific

emotions on decision-making processes—the Theory of Affective Intelligence (Marcus

et al. 1995, 2000)—has produced some interesting findings. Fear and anxiety, for example,

were found to trigger a surveillance-processing system and thereby increase information

seeking and deliberation. Anger was found to be leading to heuristic or simplified decision

making (Bodenhausen et al. 1994), as well as to a bias in favor of negative information

(Huddy et al. 2007).8 Perhaps most relevant to the concept developed here, Geva and

Skorick (2006) incorporated emotion in the model of Cognitive Calculus of Decision

(Geva et al. 2000). They argued that ‘‘[…] negative emotions (e.g., fear and anger) reduce

the cognitive capacity thereby decreasing the amount of information acquired and pro-

cessed per choice [and that] these emotions introduce a thematic bias that affect the

relevance of the information in correspondence with the theme of the emotion […]’’ (Geva

and Garcia 2013: 7). The discussion so far implies that if the goal of policy scholars is to

explain why people do what they do (Lupia et al. 2000: 7), people’s emotion regarding the

policy at hand must be integrated into their analytical frameworks.

Attention now turns to a conceptual account of the emergence, growth, and termination

of an emotionally driven negative policy bubble. Each mechanism discussed here repre-

sents a theoretical process hypothesis which can be divided into three subhypotheses,

reflecting the possibility that emotions or emotional sentiments may cause a negative

bubble (i.e., long-term underestimation) in the importance of the policy problem, when one

regards a problem as less important than it is objectively; in the policy instrument, when a

certain instrument becomes less valuable relative to objective merit, and in the target

population, when one regards a target audience as less deserving than it is objectively

(Schneider and Ingram 1993).9 From a conceptual point of view, attention should be

directed at the outcome of each of these processes in terms of the demand by the political

elite and/or the general public for less policy. Although, in reality, the aforementioned

processes may be confounded with each other, the conceptual distinction among them is

crucial.

7 It is important to recognize that ‘‘[…] from affect-as-information perspective, the critical factor is not
affect itself, but its information value’’ (Clore and Palmer 2009: 26). This, in turn, depends on tacit
attributions about the source and apparent meaning of the effect (Schwartz and Clore 1983; Clore and
Storbeck 2006), as well as on contextual factors (Martin 2001).
8 For criticism on this stream of research, see Nadeau et al. (1995), and Valentino et al. (2008).
9 I thank Ezra Zuckerman for raising this important point.
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How do emotionally driven negative policy bubbles start?

Existing theories points to four ways in which emotion-driven negative policy bubbles

could emerge. The first way is through the independent influence of people’s emotions on

their choices regarding the policy problem, policy instrument and/or the target population.

This endogenous mechanism is well known from research in political psychology. For

approach–avoidance theories (e.g., Fishbein and Ajzen 1975; Lodge and Taber 2013), the

key idea (read, hypothesis) is that an individual’s affect is critical to identifying the policy

problem, policy instrument, and/or target audience as either rewarding, hence justifying

approach, or punishing, hence justifying avoidance. For appraisal theories (e.g., Lazarus

1991; Scherer et al. 2001), the main idea is that emotions bias the cognitive interpretations

of the significance of the policy problem, policy instrument and/or target audience. And for

neural process theories (Marcus 2002; Marcus et al. 2000), the key idea is that anger may

invoke neural processes that in turn influence cognitive and behavioral processes relating

to the policy problem, policy instrument, and/or target audience.

The second way emotion-driven negative policy bubbles can emerge is when negative

emotions pervade the policy system in the wake of an external event (i.e., ‘‘exogenous

shock’’), in a sudden or in a slow-motion mode. This mechanism is based on an exogenous

event that ‘‘turns on’’ an endogenous process by increasing the valence of affective states.

For example, an external event may create policy mood, defined as the general dispositions

of the public regarding a public policy (e.g., Page and Shapiro 1983, 1992; Stimson 1999).

Mood influences whether people focus on the forest or on the trees (Zadra and Clore 2011:

3). People in a negative mood tend to adopt a local perceptual style, as opposed to a global

perception generated by a positive mood (Gasper and Clore 2002). The findings that policy

mood has been an important determinant of US public policy (e.g., Page and Shapiro 1983;

Wlezien 1995; see also Burstein 2003 for a review) as well as policies of other govern-

ments (e.g., Franklin and Wlezien 1997; Quinn and Toyoda 2007), indicate the potential

outcomes which may be derived from negative policy bubbles generated by these emo-

tional sentiments.

At the core of the third way is the idea that emotional entrepreneurs (Maor and Gross

2015) up-regulate (i.e., increase) the intensity, duration, and/or speed of emergence of

negative emotions regarding the policy problem, policy instruments, and/or target popu-

lation. This mechanism is well known from research on the use of fear mongering to stir

public opinion, the use of outrage at opposition members to cue in-group members to

participate in action against the out-group members who have committed the outrage, the

use of emotion-laden appeals to garner public support for the war on terror, the use of

emotion regulation to change political attitudes in intractable conflicts, and the use of

emotions to effect foreign policy outcomes (for a review of these literatures, see: Maor and

Gross 2015).

A salient example from the domain of welfare policy revolves around the long-standing

policy response of the US government to the problem of poor African-American mothers

(Hancock 2004). During the 1995–1996 debates about welfare reform, politicians prepared

the ideological justification for continued reliance of poor African-American mothers on

welfare rather than achieving a permanent departure from the welfare rolls by ascribing

racial stereotypes that have stirred up disgust to members of the aforementioned group.

Targeting the public identity of the ‘‘welfare queen,’’ politicians have labeled welfare

recipients as lazy, black and hyperfertile; they have pointed to the animal-like qualities of

this group (e.g., brood mares, alligators, wolves or mules) and have framed public
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understanding in a way that limited the range of conceivable policy prescriptions. Fol-

lowing the denial of welfare recipients’ political legitimacy, female lawmakers advocated

the continuation of child support as a policy option designed to lift families out of poverty,

despite research showing the greater efficacy of a college education and livable wages in

achieving permanent departure from the welfare rolls (Hancock 2004).

The fourth way for the emergence of emotion-driven negative policy revolves around

the psychological context within which policy actors operate. The key idea is that emotions

may be experienced by individuals because of their identification with particular groups

(e.g., Smith and Mackie 2008), including enduring sentiments in contexts of intergroup

conflicts, such as the Israeli–Palestinian one (Bar-Tal et al. 2007). For example, an emo-

tional climate (e.g., de Rivera 1992) of hate may delegitimize a policy audience; a climate

of despair may lead to the view that the policy problem is irresolvable; a climate of fear

may lead to the view that there is low control over the situation; a climate of hatred may

lead to the view that it is impossible for a positive change to take place; and a climate of

disgust in the realm of moral purity (Schnall et al. 2008), such as in the case of homo-

sexuals infected with AIDS, may lead to the view that no policy is necessary because the

policy audience ‘‘deserved’’ their illness. The narrowing of possible courses of action to a

specific set of behavioral options is based on the fact that many theories which focus on

negative emotions link each emotion to a distinct action tendency (e.g., Frijda 1986; Frijda

et al. 1989; Lazarus 1991).

Prolonged situations which evoke emotions may lead not only to narrow response

tendencies but also to less flexible tendencies, thereby contributing to the continuation of

policy underreaction. In addition, some emotional repertoires regarding a policy may

become culturally approved following a process of socialization (Fiske et al. 1998), and

this, in turn, may lead to the continuation of policy underreaction. Attention now turns to

the feedback mechanisms that propel such processes, and lead to the growth of emotionally

driven negative policy bubbles.

How do emotionally driven negative policy bubbles grow?

For an emotionally driven negative policy bubble to grow, negative emotions should propel

self-reinforcement processes. Existing theories point to three ways this could occur. The

first way is through reinforcing spirals of negative emotions. At the outset, negative events

may exert a long-lasting impact on memory (e.g., Ybarra and Stephen 1996) and psy-

chological distress (Wells et al. 1999), as well as powerful effects on daily mood (David

et al. 1997), forecasting (Gilbert et al. 1998), neurological processes (Smith et al. 2003),

and physiological ones (Taylor 1991). When accompanied by loss aversion behavior (e.g.,

Tversky et al. 1990), people may tend to have stronger short-term reactions to negative

events, behavior and information.

Emotional states can affect people’s cognitive assessment of risk (e.g., Johnson and

Tversky 1983). ‘‘These cognitive evaluations, in turn, can affect the individual’s emotional

states. Because these effects exert reciprocal self-reinforcing influences, there is a potential

for self-reinforcing feedback effects’’ (Loewenstein et al. 2001: 278). According to Lang

(1995), for example, fear increases arousal and this, in turn, increases new fear. Further-

more, (collective) depression in the aftermath of a disaster may preclude attention and

action. This may also characterize states in which important positive reinforcers regarding

a particular policy, such as positive news, have been absent for a considerable time.
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Although the political elite and the general public may respond differently to negative

events, negative emotions may trickle down over time from policymakers to the general

public (or vice versa), subduing people’s appetite for risk and high expectations, thereby

leading to the gradual inflation of an emotionally driven negative policy bubble.

The second way revolves around self-reinforcing effects of policy calibration. The

longer the policy appears calibrated (Lichtenstein et al. 1981: 307)—that is, there is a

relatively high correspondence between pessimistic policy predictions and their actual

occurrence—the more over-pessimistic the policymakers become. The same process may

occur with the general public. Policymakers and individuals who are over-pessimistic may

put less effort into looking outside their social group when searching for new sources of

information. They may also fail to draw on valuable outside information, even when that

information could easily be obtained (Janis 1972). In this ‘‘willful blindness,’’ ‘‘mounting

warning signals [are] systematically cast aside or met with denial, evidence avoided or

selectively reinterpreted, dissenters shunned’’ (Bénabou 2011: 1). Situations which are

vulnerable to the development of such overly pessimistic expectations by policymakers

and/or the general public may be recorded during catastrophic events, national grief,

national and international failures, and so on. Such conditions, as well as weakening

confidence in government leaders and political institutions, may render mobilization of

pessimism possible.

The third way revolves around self-reinforcing effects of serial information processing

(Simon 1983). Attentional limitation implies that people cannot possibly be attuned to all

the information available and to all dimensions of choice at any time. Once people pay

attention to limited and/or negative information regarding the policy at hand, their decision

to avoid the policy is determined. Afterward, attention is shifted toward new issues—a

‘‘serial shift’’ of attention (Jones 1994)—as new information and dimensions of choice

emerge. Self-reinforcing processes at the individual level are heavily affected by attention

shifting (Baumgartner and Jones 2002).

Self-reinforcing processes interact with the contagion of emotions, imitation and herd

behavior to reinforce the lack of confidence in the policy. Regarding emotional contagion,

a move from parallel to serial processing is always accompanied by participants’ emotional

arousal (Jones 1994), which, in turn, may result in shifts in attentiveness. When these shifts

involve a public policy surrounded by negativity, emotional contagion may emerge. Per-

son-to-person contagion of emotions, spurred by a negative event or a change in the mode

of thinking, may amplify pessimistic stories, rumors and stigmas regarding the policy,

thereby feeding an emotionally driven negative policy bubble. ‘‘Just as diseases spread

through contagion, so does confidence, or the lack of confidence […] Epidemics of con-

fidence or epidemics of pessimism may arise mysteriously simply because there was a

change in the contagion rate of certain modes of thinking’’ (Akerlof and Shiller 2009: 56).

As a policy is bashed, the demand for the policy declines faster and faster, reinforcing the

stories and the common wisdom about the value of the policy, imbuing stories about the

policy with no-go signs, and reaffirming people’s mental models (Ostrom 2005) regarding

the policy at hand. Because people rarely make decisions in a social vacuum, the infor-

mational value of these stories becomes detrimental to the growth of an emotionally driven

negative policy bubble. Here, emotions may enter into the fray, affecting people’s choices

in the relevant policy subsystem. In such a situation, a feeling prevails that everything can

go wrong with a policy. When people’s confidence is weak and pessimism mushrooms,

people’s activity in relation to the policy at hand will be subdued.

Regarding imitation and herd behavior, people’s activity in a given policy area requires

information, some of which may be learned from others (e.g., peers and non-peers) through
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communication and persuasion, as well as through mimicking and cue-taking (Baum-

gartner and Jones 2002). Cue-taking and imitation often lead to distortions and exagger-

ations by spreading information, rumors and gossip. In its strongest manifestation,

imitation leads to herding behavior. ‘‘Herding occurs when individuals’ private informa-

tion is overwhelmed by the influence of public information about the decisions of a herd or

group’’ (Baddeley et al. 2012: 2). Imitation may therefore be the key factor that com-

municate lack of confidence in the policy to others, inflate pessimistic expectations

regarding the policy, and thereby propels the persistence of an emotionally driven negative

policy bubble. In this case, sources of herding may include excessive pessimism and

extreme risk aversion (e.g., Minsky 1986), uncertainty (Baddeley 2013: 227), and negative

emotions, such as fear (Baddeley 2013: 229).

In these situations, self-reinforcing processes gain explanatory force when there are

strong sources of herding (e.g., Asch 1952; Banerjee 1992; Scharfstein and Stein 1990).

Herding therefore constitutes an essential element in emotionally driven negative policy

bubbles. Self-reinforcing processes involve a correlation between human herding and

policy payoffs. As long as there is anticipation for lower policy payoffs, self-reinforcing

processes of low hopes overcome self-correcting processes of high expectations. However,

since persistent policy cost cannot occur forever, elements of diminishing returns, at some

point in time, are bound to replace these self-reinforcing processes.

The aforementioned self-reinforcing processes, which interact with the contagion of

emotions, imitation and herd behavior to reinforce the lack of confidence in the policy,

may result in a lock-in effect (Pierson 2004) which occurs when underinvestment in policy

deepens due to self-reinforcement. Existing theories point to numerous ways in which

lock-in effect may emerge. Lock-in effect may occur when external threats or shock

paralyze decision makers, thereby leading to the maintenance of the status quo. Further-

more, loss aversion behavior (e.g., Tversky et al. 1990), blame avoidance considerations

(Weaver 1986; Hood 2010), problem denial (Cobb and Ross 1997), and congealed pref-

erences (Riker 1980) may all make policy reversal very difficult. The establishment of

coalitions which share deep beliefs and coordination patterns (Sabatier and Jenkins-Smith

1999), and the establishment of policy monopolies (Baumgartner and Jones 2009) may

have the same effect. This is because they maintain the false consensus and the limited

intellectual perspective by ignoring contrarian views—made by those who find themselves

outside of these coalitions and the institutional settings that endorse the particular policy—

thereby encouraging herd mentality and solidifying the institutional structure that gives this

perspective legitimacy.

Lock-in effect may also occur when people internalize the causal story which is

strategically communicated by policy actors and shapes the policy problem (Stone 2011),

and when they become emotionally and/or cognitively committed to the policy (under-

reaction) at hand. It may also emerge when government commitment to undersupplying the

policy becomes the status quo due to bureaucratic incentives, when entrenched interests

protect their gains which are derived from the underinvestment in policy.

The role of the media in underemphasizing or undermining the worth of policy, thereby

creating a lock-in effect, is of paramount importance. The media may demote a policy by

intensively reporting negative news about it and creating a disinvestment culture around it.

For example, the US media has intensively covered environmental disasters such as the

Exxon Valdez oil spill in 1989, but has ignored successful implementation of environ-

mental regulation, such as the improvement of US surface water quality since 1960 (e.g.,

Lake Erie along with other waterways) and air quality since 1970 (Bailey 1993; Koger and

Winter 2010: 20). Another example is the finding that ‘‘when the issue of immigration is
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brought to the attention of the [U.S.] public, it is generally with an emphasis on the

negative consequences of immigration’’ (Abrajano and Hajnal 2015: 20), such as the talk

of the sleeping ‘‘Latino giant’’ (p. 30).

Given that the media does have an influence on governing elites when salient issues

directly experienced by the public are concerned (Soroka 2002), and that it has an influence

on the salience of particular issues (McCombs 2005), one could reasonably expect that the

negative information generated by the media might result in the undersupply of policy. The

fact that media content, public opinion, and the design of political institutions tend to focus

on negative information (Soroka 2014) may further exacerbate this process. According to

an alternative causal path, commonly known as indexing theory (e.g., Bennett 1990; for

empirical support see: Jones and Wolfe 2010), politicians, who may gain from the

undersupply of policy, tell the media to write about the poor performance of the policy, the

streams of costs derived from the policy, the policy’s negative forecasts, and so on.

Politicians, according to this line of explanation, may manipulate the magnitude of neg-

ativity bias.

Negative information, supplemented by other sources, may contribute to the creation of

familiarity bias (Tversky and Kahneman 1974), letting people think that they know and

understand the intricate details of a policy. It may also create emotional detachment from

the policy, a decrease in the dispersion of opinions in society, and the formation of more

negative assessments of the policy. This process may be accelerated when intertwined with

shifts in the socialization of negative emotions, that is, when these emotions are culturally

scripted as to ‘‘when’’ to feel and ‘‘how’’ to express these feelings (e.g., Gordon 1981;

Peterson 2006).

The creation of disenchantment with the policy and lowering expectation regarding its

future may furthermore let people believe that the policy offers no potential, and that it will

create streams of costs to those who subscribe to it. The derived skepticism may persuade

people that the policy may be moving in one direction only, and this, in turn, may subsequently

lead to self-reinforcing processes with the effects of degenerative policy spirals (Schneider and

Ingram 1997) and undersupply of the policy. In addition, lack of media attention and policy

activities may also become entangled in cyclical feedback processes as it may lead to less

policymaking activity, which, in turn, may lead to no media and public attention.

A lock-in effect may also emerge under the radar of the media. This may occur by slow-

moving processes, when people’s pessimism or over-pessimism is amplified by self-at-

tribution bias (e.g., Gervais and Odean 2001) and the illusions of control (Langer 1975),

rather than by the media coverage of the policy at hand. Needless to say, different emo-

tionally driven negative policy bubbles (e.g., fear- or disgust-based negative policy bub-

bles) are likely to have different self-reinforcing mechanisms, and the processes which are

by and large responsible for these mechanisms may operate independently of one another.

How do emotionally driven negative policy bubbles burst?

Emotions do not operate in a vacuum and so is the hypothesized cyclical process described

above. This emotion-driven process will remain the same until self-reinforcing processes

are interrupted or terminated. Existing theories point to three possible ways in which

emotion-driven negative policy bubbles could burst. First, an emotion-driven negative

policy bubble may burst following modest perturbations (Pierson 2004) for various rea-

sons, such as endogenous (e.g., a shift in public attention due to short attention span,

Policy Sci (2016) 49:191–210 201

123



changes in society members’ needs and goals, disruption in the mechanism by which

emotional contagion operates) as well as exogenous ones (e.g., positive external events

which redirect attention or has positive psychological implications). This implies that some

emotionally driven negative policy bubbles may burst instantly, for example, due to an

external event, while others may burst in an inertial way. To complicate matters further, the

variation in the way an emotion-driven negative policy bubble bursts may also depend on

the type of emotions involved. Fear-driven negative bubbles may burst differently than

hate- or shame-driven ones because of the different impact of each emotion on motivation

for personal and policy action, policy opinion, information processing, and decision

making, and because of different self-reinforcing process.

Second, the burst of emotion-driven negative policy bubbles may occur because neg-

ativity bias shifts in periods of predominantly positive or negative information. According

to Soroka (2014):

The negativity bias is reduced when the information environment becomes pre-

dominantly negative. This helps explain why we are not endlessly negative – at the

same point, when things are particularly bad, we start focusing on the positive. This

finding opens up the possibility that negativity in politics is self-correcting (p. 48).

Third, the burst of emotion-driven negative policy bubbles may also occur due to efforts

by emotional entrepreneurs to down-regulate emotions, that is to decrease the intensity and

duration of negative emotions and/or increase their speed of decline. While there is a small

body of research on the use of emotional appeals in elections or other campaigns in an

attempt to sway audiences (e.g., Brader 2006), as well as on the use of emotional strategies

in political communication (e.g., Brader and Corrigan 2005), research on emotion control

in political processes is relatively rare. Still, emotion-driven negative policy bubbles may

be considered by policy actors as occasions for down-regulating public emotions by, for

example, suggesting moderate frames of policy-related aspects or events in order to lead to

moderate cognitive appraisals (Maor and Gross 2015). The success of institutional

strategies, however, will depend on the society’s emotional climate as well as its collective

emotional orientation. In a society characterized by high fear and low trust, institutional

attempts to control emotions may be perceived with a flavor of suspicion.

The burst of an emotionally driven policy bubble can wreak havoc on the policy system,

especially if the government is unable to meet the sudden growing demand for the policy at

hand. The more severe the consequences of a bubble burst are, the more relevant the burst

of the bubble is. Modeling the aforementioned dynamics is a major challenge facing policy

scientists.

Identifying emotionally driven negative policy bubbles

The identification of negative policy bubbles requires scholars to ascertain the level of

government underreaction or underinvestment in the policy instrument, the self-reinforcing

mechanism, and the extended period of time. The difficulty inherent in gauging the former

variable is obvious. The level of government underreaction or underinvestment in a policy

instrument requires first and foremost the measurement of the appropriate or proportionate

level of government reaction or investment. But this, in turn, is often the product of

advocacy (e.g., Burstein 2014; Baumgartner et al. 2009a). Even the reliance on cost–

benefit analysis, regulatory impact analysis, the views of the professional community and
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other policy valuation methods is not without problems. Therefore, one should preferably

measure the changes in the levels of true and observed policy valuation over an extended

period of time (e.g., 50 years). Doing so may enable the establishment of a reliable

baseline of these two variables,10 thereby facilitating an analysis of the causes of sub-

stantial changes in these variables.11

Once one identifies a negative policy bubble, the next step is to gauge whether it is

emotionally driven. There are four perspectives which can be used in the identification and

measurement of emotion-driven negative policy bubbles. An attentional perspective

involves measuring the valence and emotional content of congressional/parliamentary and

media concerns, and public opinion regarding the policy at hand, preferably over 50 years

or more, combined with the severity of the policy problem and government investment in a

policy instrument. An emotionally driven negative policy bubble will be identified if

congress/parliament, the media, or public opinion builds up emotionally driven negative

concerns regarding a public policy. This is follows by a decline in government investment

in a policy instrument despite an increase, at some point, in the severity of the policy

problem.

A transmission perspective for the identification of an emotionally driven negative

policy bubble involves measuring the operation of different transmission mechanisms in

human herding. I refer here particularly to mechanisms by which people infer other

people’s emotions regarding the policy problem, policy instrument and/or target popula-

tion. Sentiment analysis of verbal and nonverbal communication in social networks,

especially instant messaging, may capture emotional contagion (e.g., Feldman 2013). The

process whereby emotional contagion spreads throughout social networks with or without

people awareness can also be investigated by using formal analysis, agent-based modeling,

and data mining (Barash 2011). Emotional contagion can also be measured by employing

the Emotional Contagion Scale, or by assessing the extent to which people mimic others’

facial, vocal, and postural expressions (Hatfield et al. 2014).

An attitudinal perspective for the identification of an emotionally driven negative policy

bubble revolves around studying pessimistic expectations and individuals’ lack of confi-

dence in a policy over time (Shiller 2000). The idea here is to complement an analysis of

the historical and institutional context within which people make their opinion of public

policies, with a direct examination of people’s attitudes regarding the value of policies.

Scholars may use surveys and interviews in an attempt to gauge whether the political elite

and/or the general public believe the policy problem, policy instrument and/or target

population is undervalued, without priming the idea of a negative policy bubble. Scholars

may also ascertain the prevailing beliefs of the aforementioned groups regarding the value

others attach to the policy at hand. In both cases scholars should gauge the possible

emotional motive undergirding those beliefs. Surveys and interviews may also be utilized

to gauge peoples’ perception of the value of the policy problem, the policy instrument, and

10 I thank Frank Baumgartner for raising this important point.
11 Doing so may also raise an important question: How do we know whether a change in the level of true
policy valuation will bring it back to an appropriate level of policy response or to an overreaction level. It is
reasonable to suggest that when the effects of the policy response on different segments of society are
widely disproportionate, the response could be classified as a policy overreaction. An example that springs
to mind is the dramatic rise in the arrest rate in New York City for lower-level crimes—the brunt of which
fell on young black and Hispanic men—which eclipsed arrests for more serious offenses. The arrest rate for
these more minor crimes had risen 190 percent by 2013, when the police made 225,684 such arrests
(Chauhan et al. 2014).
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the target population before and after policy adoption and/or policy implementation, when

more people are directly influenced by the policy.

If the majority of the respondents regard the policy as undervalued, the researchers may

analyze emotion-related processes that could be attributed to the demand of the general

public and/or the political elite for less policy. The researchers may examine the impact

individuals’ emotion and emotional sentiments, external shocks, emotion regulation

strategies, and the psychological context of the policy process, may have had on the level

of policy demand exerted by the political elite and the general public. Similar techniques

may be used to test group-based emotions that derive from the emotional experiences of an

individual in response to group-related events (e.g., Smith 1993), and collective emotions

that arise when the society as a whole, or its parts thereof, experience the emotions (e.g.,

Niedenthal and Brauer 2012).

An experimental perspective revolves around examining the role of emotions in the life

cycle of emotion-driven negative policy bubbles. Participants may take part in a laboratory

policy domain in which they make demands for more or less policy. Prior to these deci-

sions, the participants’ emotional state may be manipulated with short videos; for example,

a positive emotion (excitement) may be compared with two negative emotions (fear and

sadness), and with one unemotional intervention (neutral). After the emotion induction,

participants may take part in a policy domain simulation. Negative policy bubbles may be

measured and compared across the four conditions. Throughout this experiment, emotional

responses may be measured by electroencephalographic (EEG) techniques, functional

magnetic resonance imaging (fMRI) and other biologically oriented methods.

Finally, in field settings, emotional manipulation/regulation may be measured by using

interventions, such as conveying messages through the education system, dialogue groups,

dramatic performances, and soap operas, as well as the use of reappraisal training (or not—

control group) to survey participants (for a review, see: Halperin 2014).

Conclusions

This article argues for a new way of approaching systematic policy underreaction or

underinvestment in a policy instrument by highlighting the role of emotions, rather than

institutional and cognitive factors, in policy processes. It provides theoretical support for

the claims that emotionally driven negative policy bubbles emerge when negative emotions

pervade the policy system, that the key mechanisms for the growth of such bubbles are

self-reinforcing and interact with the contagion of emotions, imitation and herd behavior to

reinforce the lack of confidence in the policy, that various emotionally driven negative

policy bubbles may have different self-reinforcing mechanisms, that such bubbles always

involves undersupply of policy because of self-reinforcing processes, and that emotionally

driven negative policy bubbles cannot be sustained forever.

If validated, these assertions may indicate that there are distinct policy processes worthy

of academic attention because they can explain variations in systematic policy underre-

action or underinvestment in a policy instrument in a much more nuanced way than the

notion of ‘‘error accumulation’’ (Jones and Baumgartner 2005). For example, the idea that

emotion-driven negative bubble may be the result of deliberate manipulation by emotional

entrepreneurs (Maor and Gross 2015) undermines the reliance on ‘‘error accumulation’’ as

the sole trigger for (negative) policy bubbles. Furthermore, these assertions also represent a

more nuanced view on policy image, which is based on a reliance of individuals on one set

204 Policy Sci (2016) 49:191–210

123



of facts at a time (Baumgartner and Jones 2009). By highlighting the emotional biases in

the interpretation of reality, attention is directed at a possible outcome which may be only

remotely related to the facts of the policy at hand (e.g., vaccine hysteria).

In addition to testing the process hypotheses put forward so far, future research may try

to gauge how the state of emotion toward a particular policy changes over time, and how

such changes impact upon the supply of the policy at hand. Scholars of public policy and

emotions could test the hypothesis that variation in policy familiarity generates different

causal routes by which people develop action tendencies, physiological responses,

expressive behavior and feelings toward public policies. This is because the more

encounters people have with policies, the more automatic emotions become. Using

experimental manipulation that produces emotion-free and emotion-related policy out-

comes, future research could gauge the way people appraise information generated by the

media regarding policy performance, the streams of costs derived from the policy, and the

negative forecasts of the policy. Thereafter, scholars may examine the impact of people’s

appraisals of the policy on their self-reported subjective experiences and the impact of

these experiences on their demand for policy.

Another exciting direction for research revolves around the description of emotion

specifications (Clore and Ortony 2013). Here, the focus is less on emotional patterns of

response (i.e., a process model) and more on the policy situations they represent. Future

research may distinguish between policy outcomes, policy strategies, and target popula-

tions. One can be happy or sad about policy outcomes, can be proud or ashamed of policy

strategies, and can like or dislike the target populations. The challenge of this approach is

to distinguish emotions in terms of their core situational meanings and to comprehend the

extent to which they reflect reactions for coping with particular policy situations.

The main cornerstones of this framework rely on robust findings in emotion and

decision making. The important task facing public policy scholars is to verify or falsify the

claims proposed here.
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