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Abstract

In this paper, three new third-order accurate schemes are proposed and analyzed for the
phase field crystal equation modeled by the Swift-Hohenberg energy functional with
periodic boundary conditions based on three types of convex splittings. Firstly, using a
third-order backward differentiation formula for the temporal discretization, we treat
the convex and concave parts produced by the energy splitting implicitly and explicitly,
respectively. Next, we develop three nonlinear third-order semi-discrete schemes and
present rigorous proofs of the mass conservation, unique solvability, and the energy
stability. The Fourier pseudo-spectral method is utilized for the spatial discretization
and some advanced nonlinear iterative solvers are applied to solve the discrete sys-
tem. Furthermore, various numerical experiments in two and three dimensional are
presented to demonstrate the accuracy, energy stability, and mass conservation of the
proposed schemes.
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1 Introduction

The phase field crystal (PFC) model proposed by Elder et al. [1, 2] has been frequently
used to simulate the microstructural evolution of crystal growth on atomic length and
diffusive time scales. The PFC model can nucleate crystallites at arbitrary locations
and orientations and contain elastic and plastic deformations. At present, the PFC
model has been successfully applied to simulate many physical phenomena, including
grain boundary structures, elastic and plastic deformations of crystals, crystal growth
in a supercooled liquid, dendritic and eutectic solidification, and epitaxial thin film
growth, see, for example, [2-6].

It is challenging to develop efficient, stable, and structure-preserving numerical
schemes for solving the PFC equation due to high-order spacial derivatives and its non-
linearity. There are various numerical schemes proposed for solving the PFC equation
in recent decades. At first, Elder et al. [1, 2] applied an explicit Euler scheme for solv-
ing the PFC equation, which is simple and easy to implement. However, the explicit
Euler scheme leads to severe time step restrictions, which makes long-time numerical
simulations very difficult. In order to take a larger time step to solve the PFC equation
more efficiently, quite a few semi-implicit methods emerged later. Backofen et al. [7]
developed a first-order accurate semi-implicit discretization (in time) by linearizing
the nonlinear term based on the backward Euler discretization. Backofen’s scheme
allows large time steps and only requires the solution of a linear system at each time
step. However, rigorous energy stability analysis is lacking, c.f,, [7]. Cheng et al. [8]
presented a first-order accurate (in time) unconditionally stable algorithm but without
analysis of the energy stability to solve the PFC equation.

In recent years, based on the convex splitting (CS) method designed to solve the
Cahn-Hilliard equation in [9], several first and second-order numerical schemes for the
PFC equation have been proposed to overcome the time step restriction and to guar-
antee the energy stability. In the framework of the CS method, implicit and explicit
discretization are applied to the convex and concave parts of the energy functional,
respectively, which results in nonlinear schemes with the unique solvability, energy
stability, and more significantly relatively large time steps. Based on the CS strategy,
Wise et al. [10] presented a first order and unconditionally energy-stable finite differ-
ence scheme for the PFC equation. Using the similar CS idea as in [10], Hu et al. [11]
proposed a second order, unconditionally energy-stable finite difference method to
solve the PFC equation with several numerical examples to verify the energy stability
of the CS method numerically. Subsequently, with the strategy of the convex splitting
of energy functional, more numerical methods for the PFC equation have been devel-
oped [12-18]. In addition to the CS strategy, there are other energy-stable nonlinear
schemes for solving the PFC equation, see for example, [19-23]. In particular, the
methods proposed in [20-22] are fully implicit schemes with adaptive time-stepping
strategies. More recently, there are some other new numerical methods for solving the
PFC equation, such as invariant energy quadratization (IEQ) [24, 25], scalar auxiliary
variable (SAV) approaches [26, 27], operator splitting schemes [28, 29], three-level
second-order linearized difference scheme [30], and stabilized semi-implicit (SSI)
methods [31].
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It is worth noting that all the methods mentioned above are first- or second-order
accurate in time. To capture oscillatory solutions and fine resolution of the solutions,
high-order accurate numerical methods are preferred especially for long-time simula-
tions of the PFC equation. There are few studies on temporal higher-order numerical
methods for the PFC equation. We briefly described several third-order approaches
for solving phase field equations. Based on the ideas of CS methods, Shin et al. [32]
constructed a third-order convex splitting Runge—Kutta (CSRK) method for the PFC
equation. Cheng et al. [33] proposed and analyzed a temporal third-order accurate
backward difference formula (BDF) method for the Cahn-Hilliard equation. Recently,
combining the third-order backward difference formula (BDF3) with the CS strategy,
Zhang et al. [34] developed a third-order scheme for the two-mode PFC equation,
which is similar to the PFC model studied in this paper.

It is believed that the BDF3 scheme presented in [34] is more efficient than that
proposed in [32] because the latter needs to solve six nonlinear systems of equations
at each time step. However, the energy stability of the BDF3 scheme constructed in
[34] depends on a stabilized term needed in the method. It seems that almost all the
third-order methods are all based on the convex splitting.

In this paper, we develop and analyze three third-order accurate methods based on
three types of convex splittings and the BDF3 temporal approximation for the PFC
equation with periodic boundary conditions. Compared with the existing third-order
method [32] based on convex splitting Runge—Kutta, our method is more efficient.
Note that one of the CS methods introduced in this paper has not been applied to
the PFC equation. When the time step satisfies a relatively loose requirement, our
proposed schemes can guarantee the energy stability without adding a stabilized term,
in contrast to the third-order approach presented in [34]. The highlights of our work
in this paper are summarized below.

e New third-order methods that are mass conserving and uniquely solvable through
rigorous proofs.

e The new methods are rigorously proven to be energy stable under certain condi-
tions.

e The proposed third-order temporal discretization can be easily combined with the
Fourier pseudo-spectral method in the spatial discretization to obtain high-order
accuracy both in time and space.

e Our new methods and analysis are validated through several numerical examples
including long-time simulations.

The paper is organized as follows. The properties of the PFC equation and three
types of convex splitting strategies for the energy functional of the PFC equation are
introduced in Sect. 2. In Sect. 3, we present three third-order CS schemes and analysis.
In Sect. 4, we discuss the implementation details. In Sect. 5, various numerical exam-
ples in two and three dimensions are presented to demonstrate the accuracy, energy
stability, mass conservation, and efficiency of the proposed methods. We conclude in
Sect. 6.
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2 Governing systems and energy splittings

Consider the following free energy functional of Swift-Hohenberg type [35],
) 1
E(u) = —u(I + A)u + —ut dx, (1)
Q 4" "

wherex € Q C R4 (d = 1,2, 3), the phase field variable u is the atomic density field,
¢ is a bifurcation constant with physical significance such that 0 < ¢ < 1, I is the
identity operator, and A is the Laplacian operator, satisfying (I+ A)?> = I4+2A 4+ A2

According to Elder et al. [1, 2], the gradient flow associated with the free energy
functional E (u) describes the following initial-boundary value problem,

Ur = AM’ X e Qs t e (O, T]’ (2)

/L=3—=(I+A)u+u —eu, xeQ,te(0,T], 3)
u

u(x,0) =up(x), xe€g, “)

u(x, t) is Q-periodic, t € (0, T'], %)

where T is the final time, u is called the chemical potential, and 3£ i E is the variational
derivative with respect to u. We impose the periodic boundary conditions (5) in this
paper, with which we can easily prove that the PFC (2)—(3) is mass conservative in
the sense that % f QU dx = 0. Furthermore, we can derive that the system satisfies the
following energy dissipation,

d 2
—E@)=—|Vull© <0
dr
where || - || denote the L2 norm and V is the gradient operator.
We first introduce some notations and definitions needed in our discussions. We
use (-, -) to denote the L? inner product. Thus, the L? norm is || - || = +/(, -). For

eachs > 0,let (-, -)gs and || - || g5 be the H*(2) inner product and norm, respectively,
where H*®(2) is the Sobolev space and H 0(Q) = L2(2). We then define the following
Sobolev spaces,

3@ ={ve 2@ @ n=0},
pcr(Q) {v € LZ(Q) ‘ v is periodic on BQ] ,
Hy,,(Q) = {v e H'(Q) | v is periodic on 9} .

Foran f € L2 0(£2), we define vy € per(Q) N LZ(Q) as the unique solution of the
following per10d1c boundary value problem,

—Avy=finQ,
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or vy = (—=A) L. Suppose that f, g € Lg(Q), then the Hp’elr(Q) inner product
(-, )—1 and norm || - ||—; are defined as

(f8)-1=vg, Vo), fll-1 =V, -1,

respectively, where H_>.(2) is the dual space of H?,.(€2). With the periodic boundary

per per
conditions (5), we can obtain the following identity using the integration by parts,

(fr9)-1= (07" fg) = (078 f) = @ N ©)

Three convex splitting strategies

Next, we introduce three types of CS strategies of the free energy functional (1)
that will be employed to construct third-order time discretizations. The first type of
the energy splittings is

E(u) = Egp(u) — Egp(u), (7
c f (1 2 1 4)
Epp(u) = —u(l+ A)u+ -u" ) dx, (8)
o \2 4
By = [ Sulax ©)
Q

which has been used to solve the PFC equation in [13, 14, 32]. The second type of the
energy splittings is

E(u) = Epp(u) — Epp(u), (10)
1—¢ 1 1
ECDF(u)=/Q< 5 u2+§(Au)2+Zu4)dx, (1)
E;)F(u)=/ |Vu|? dx, (12)
Q

which has been widely used to design first- and second-order schemes for solving the
PFC equation [10, 11, 15, 17, 18]. The third type of the energy splittings is

E(u) = ESp(u) — ES (), (13)
Ec _ 1 2 IA 2 1 4 d 14
BD(“)—/Q S0+ 5 (A + ) ax (14)
e _ 2, ¢ 2
EBD(M)_/Q(|W| +Su )dx, (15)

which has not been reported for solving the PFC equation yet although it is similar
to the previous two splitting methods. In this paper,we refer to the CS method (7),
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(10), and (13) as CSgf, CSp, and CSgp. Note that, the functionals above E§ -, E .,
EG g Ef s Eg s and EG  are all convex, which can be obtained conveniently by the
calculation of the second variation.

3 Analysis of the BDF3 method applied to the convex splitting
of the PFC equation

In recent years, CSgr (7) and CSpr (10) splittings have been applied to construct
several first and second-order CS schemes for the PFC equation [10, 11, 13-15, 17,
18, 32]. However, there are almost no third-order CS schemes for the PFC equation
except for the CSRK methods [32] that combines the Runge—Kutta methods with the
convex splitting.

We propose to use the BDF3 method to develop third-order convex splitting schemes
for the PFC equation. We have developed and analyzed three BDF3 methods based on
the three convex splittings, CSgr (7), CSpr (10), and CSgp (13) in this section. The
mass conservation, unconditionally unique solvability, and the energy stability of the
proposed schemes all have been proved. Furthermore, we will discuss the similarities
and differences of the three methods in Subsection 3.4. We start with an important
lemma that is needed in the proof of the energy stability.

Lemma 1 Let a, b, c, A be real numbers satisfying a, c, > > 0 and 2/ar +b > 0.
Then, foranyu € H p_elr (R2), the inequality holds

alul®y +blull®> +cllAul? > (2\/20\/61)» + be —A) IVul®>.  (16)

Proof Adding the term A || Vul|* and the term —A || Vu/||* to the left hand side of (16)
simultaneously, we have the following identical equation,

allul®y +blull® +cllAul® =allul®; + 2 IVull® + b Jul?
+ellAull® — x| Vul?. (17)

Utilizing the Young’s and Cauchy inequalities and the identity (6), we obtain

alul; + 1 1Vul® = 2an ull_; | Vul|
—2Jax HV(—A)*IMH I1Vul|
> 2van (v (—A)"u, w)
= 2Vax |lull?. (18)
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Substitute (18) into (17), we have
allul®y + bl + el Aul® > (2Van +b) lul® + ¢ [ Aul® = & [ Vul®. (19)

Using the Young’s and Cauchy inequalities again, we obtain

(2\/a,\ n b) lull® + ¢ | Aul? = 2y/2e/an + be lull || Aul|

= 24/ 2cvah + be |(u, Au)|
= 2v/2cvah + be |Vul?. (20)

Substitute (20) into (19), we derive the inequality (16).

3.1 The BDF3 scheme based on CSgf

To discretize the problem in time, we let N, be a positive integer and set the following
temporal discretization,

'L'ZT/NI, t, =nt, n:O,l,-~-,N,.

Applying the standard BDF3 discretization to the temporal derivative in the CSgp
method (7), and treating E . (u) implicitly and E% - (u) explicitly with an extrapola-
tion, i.e., "t = 3u" — 3u"! + "2, we have the following third-order scheme for
solving the PFC equation (2)—(3),

AU o U VAN 1)
‘L. b
3
= A AP () e (3 3 ) )

where n = 2,3, ---, N, — 1. We refer to the scheme (21)—(22) as BDF3-CSgr. We
prove the following mass conservation of the BDF3-CSgp scheme.

Theorem 1 (Mass conservation of BDF3-CSgg) The BDF3-C Sgr scheme (21)—(22)
is mass conserving, that is, we have fQ u"tldx = fQ u"dxforn=0,1,--- , N, —1
under the assumption [ u*dx = [qul dx = [, udx.

Proof Taking the inner product of (21) with the identity operator I, we have

(%un—&-l 3"+ %un—l _ %un—Z I) _ (Aun+1 I)

T

— _ (VM”H, VI)
=0.
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Simplifying the above equation, we have

<1_61 (w0t =) - % (wr =) + % (= —u2) ,1) _o.

which implies

/Q (% (u,m B u) 3 % (u 3 MH) n % (MH 3 uz)) dx — 0.

Based on the assumption that [qu?dx = [qu'dx = [,u"dx, we obtain
fQu"de:fQu"dx,forn =2,3,---,N, — 1.

Next, we show the unique solvability of the BDF3-CSgr scheme.

Theorem 2 (Unique solvability of BDF3-CSgg) The BDF3-CSpr scheme (21)—(22)
is uniquely solvable for any time step size T > 0.

Proof Combining (7) and (21), the scheme (21)—(22) can be rewrite as

11 n+1 _ 7,10 3. n—1_ 1 n-2
o U 3u + 5u U

T

6 e
- EEBF(M)

) ; (23)
u=pn+1

where "1 = 34" — 3y~ 4+ 4"~2, Next, we construct a functional below,

8 Cc
=A EEBF(M)

u=y"+1

311 3 1 2
F(M) = ﬁ Hgb{ — 3u" =+ Eunfl — guniz

-1

, u) . (24)
an+l

We can conclude that #"*! is the unique minimizer of F if and only if for any

v € Hyh (Q) N L{(R),

Cc 8 e
+TEpp(u) -1 EEBF(M)

11 3 1
— (gu — 3" + Eun—l _ gun—Z’ v)_]

d
—F A
a =0

5 . s .
+T EEBF(M),U -7 EEBF(M)
11 3 T

= (Fu — 314” + Eun_ — gu

VU)
an+l

8 Cc 8 e
—TA —EBF(M) - EEBF(M)

v
Su ﬁ"+1> >—1

=0, (25)
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because the functional F is strictly convex since

2 2

11 d
—Fu+r)| =—|vl* +1-5ESu+rv)|  =0.
2 o 6 a2 —o

Therefore, (25) is true for any v € H per L@nL? 5(£2) if and only if the (23) holds.
Hence, minimizing the strictly convex function (24) is equivalent to solving (21)—(22),
which implies that the proposed scheme (21)—(22) is uniquely solvable for any time

step size T > 0.
Finally, we have the following theorem for the BDF3-CSgp scheme (21)—(22).

Theorem 3 (Energy stability of BDF3-CSgp) Assumzng that the time step size T sat-
isfies the condition T < Spr(€), then we have E”+ < E" pforn=2,3,... N;—1,
that is, the BDF3-CSpfr scheme (21)—(22) is energy stable, where Spr(e) =

45(y/TH6e—1) . . S .
(;8)2 is a function with respect to & and E' . is the modified energy defined
2(6e—14+/1+6¢
as

Efr =EBF (u", w1, u"_2>

5 2 1 2
—E R L n—1 H . ) n—1 n—ZH
CRRSTe S e L
2 2
—i—% ‘u”—u"*]H +§ ‘u"—Zu"*l +u”72H . (26)
Proof Combining the (21) and (22), we obtain
11 n+1 n 3. n—1 1,,n-2
=u —3u" + 5u —3U
3
_A (u"+‘) teA <3u" 3l 4 uH) —0. 27)
Taking the inner product of (27) with (—A)~! (u”+1 — u”), we have
11 1 3. n—1 _ 1, n-2
(KunJr =3u" +5u" — zu" ’ (_A)_l (un+1 _ un>>
T
N (_A (un+1)3 (—a)! (MnJrl _ u))
+ (8A (3u" — 3 4 u”_z) L(=A)7! (u"“ - u)) —0. (28
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From the first term of (28), we further derive

11 n+1 n 3. n—1 1., n-2
—u —3u" + 5u — U
( 6 2 3 (=A)! <Mn+1 _ un))

T
11 n+l1 _ 2,1 3.,n—1_ 1, n-2
_ (6” 3u” + 5u U nt1 n)
= u —u
T
-1
1 5 -
—_ unJrl u' + 6 <un+l — 2" " 1)
T
1 n n—1 n—2 n+1 n
- = (u 2u +u ) Ju —u
3 -1
— i (Mn+1 —u", un+1 _ un)
3t -1
5
+ = <Mn+1 —u" = (Mn —u" 1) ; un+1 un)
67 -1
1
+— (un+1 — "= (un zun—l + un—Z) , un+1 un)
37 -1
2 2 5 2 2
- = un+1_un + ‘un+l_un _‘un_unIH
37 -1 127 -1 -1
2 1 2
+ ‘ un+l — "+ unfl H 4+ — ‘ un+1 u”
—1 61 -1
2

u _zun—l +un—2H 1 +

2

2
un+l —2u" + un—l H _ ‘
-1

+ i ‘ un+1 - 2 + L un+1 —2u" + unfl H2
61 -1 47 —1
1 2
+ a un—i—l _ Zun + Zun_l _ un—Z H_l . (29)
From the second term of (28), we know that
(—A (I + A)z un—H’ (_A)_l (un—H _ un))
— ((I + A)2 un+l’ un—i—l _ M")
- ((I LA I+ A — 4+ A) u”)
1 2 1 1 2
=3 H(1+ A)M"HH —5 la+ M|+ 5 H(I+ A) (u”“ - u) ’ .30
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Next, from the third term of (28), we continue to derive

(—A (un+l)3 (=A)! (un+1 _ un))
un+l)2,un+l (un-H _ un))
()3 () o -

oy

(3D

From the fourth term of (28), we further have

(EA (3u" =30+ uH) T ()

—¢& (3u" =3 2 - u")
(u (un-',-l —2u" + un—l) + (un _ Zun—l + Mn—Z) un+1 _ un)
n+l _ f ’ 2
u wn) L
N ‘un _ un—]HZ) " € ‘ u"tl
2

(uz 2ul l_l_un -2 un—i—l_un)

(‘0

n+ _un

+

N ®» N ™
e N
:

AN n—1 2
2u” +u

(‘0

> 2 (e = i) = e -
n g ( L 2 W un_1H2> +% o u”_1H2
- g ( u —2u"! —l—u”_zHZ + [l —un 2)
=— % ( ut! H2 - Hun ”2) + % ( Wty ’ — |l — ! H2>
+ % ( u"™tt —2u" +u"_1H2 — " = 2u"! +u”_2H2> —¢ ‘ e
(32)
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Thus, combining (26), (28)—(32), we obtain

~ ~ 5 2 1 2
0>En+l_En n+l _ . n - +1_2 n n—lH
BE 6r I" S e wrn L,
1 n+1 n n—1 n—2 2 1 n+1 n 2
—i——‘u —2u" 4+ 2u —u H +—H(I+A)(u —u)
67 -1 2
2
+ % ‘ <Mn+1)2 _ (Mn)2 + % un+1 (un+1 _ un) ‘2 —¢ un—H —u 2
~ 5 2 1 2
2 E%+1 E%F 4+ = o ‘ n+1 _ Mn B + 5 H (I 4 A) (un-‘rl _ un) ‘
2
s \ Wt e (33)
Associating (33) with the following equation,
o (et
> ( ) u
:% ( —u"+ A (u”'H - u") Lty A (u"'H — u"))
:l un+1_un 2+1HA<un+l_un> 2_)‘V(un+l_un>‘2,
2 2
we obtain
~ ~ 2 1—2¢ 2
n+l _ fn n+l _ n n+l _ n
Egr — Egp o i, + 3 u u
1 +1 2 +1 2
+5 [a (@ —u)[ = v (@ =ur)[ <0 a9
According to Lemma 1, we have
5 2 1—2¢ 2 1 2
St e )
104 2
> (25 +1-2e -2 Hv(u”“—u") , (35)
T

where A € R such that A > 0, and 2 1??—3‘ + 1 — 2¢e > 0. Substitute (35) into (34), we
obtain

_ _ | fox
Epil = Epp+ | (230 +1-2e—1-2 v (! =)
T
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Obviously, we have Et! < E% . if the following inequality holds,

[10A
2, —+1—-2e—-1—-1 >0,
3t

40A
T < 5 -
3 (A% +21 +2¢)

which is equivalent to

We define a function A,E) = —_ 404 Forany given value of ¢ satisfyin
Tor s 8) = S yg ying
0 <e < 1,if T < max, fpr (X, €), then we can derive E?;-l < E'% . We can see

that max, fgr (A, €) = fBF (A’EF, 8) for a fixed value of &, where A}, = —Vl+36871.

45(/T+6e—1)
Note that Ao, &) =——— 2> =§ .
ote that fir (M ) 2(6e—14++/TH6e)” 5r(€)
Thus, if the time step t satisfying T < Spr(¢), we conclude that Eﬁpl < E
which completes the proof of the theorem.

n
BF>

3.2 The BDF3 schemes based on CSp¢

Similar to the BDF3-CSgf scheme (21)—(22), we have designed other third-order CS
schemes based on different energy splittings including the CSpr (10) and the CSpp
(13).

The third-order scheme based on the CSpr (10) for solving the PFC equation is the
following,

11 n+1 3. n—1 1 n-2
A i U LAY (36)

T

3
Mn+1 =(1— g)un+1 + A2un+1 + (un-H) +2A <3un _ 3un—1 + un—2> . (37)

where n = 2,3,--- , N, — 1. We refer to the scheme (36)—(37) as BDF3-CSpg. In
parallel, we have proved the mass conservation, unique solvability, and energy stability
of the BDF3-CSpr scheme (36)—(37) as follows. We skip the proof there since most
of the proofs are similar to those in Theorems 1, 2, and due to the page limit. We also
provide the proofs for some important theorems in the Appendix.

Theorem 4 (Mass conservation of BDF3-CSpg) The BDF3-C Spr scheme (36)—(37)
is mass conserving, that is, fQ utldx = fQ u"dx forn =0,1,---, N, — 1 under
the assumption [qu*dx = [qu'dx = [, u®dx.

Theorem 5 (Unique solvability of BDF3-CSpg) The BDF3-CSpr scheme (36)—(37)
is uniquely solvable for any time step size T > 0.

Theorem 6 (Energy stability of BDF3-CSpr) Assuming that the time step size T satis-
fies the condition T < Spr(¢), then we have EFI}[ < E;’)Fforn =2,3,--- , N —1,
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that is, the BDF3-CSpr scheme (36)—(37) is energy stable, where Spr(e) =

2(3454_(5— m and E ' 1S the modified energy defined as
&€ A/ &€

E’ll)F — EDF (Mn7 un—l’ un—Z)

B 5 2 2
=E@)+ [ s

G T N | I

u — un—] H

u — 2un—1 + Mn—Z H
-1

3.3 The BDF3 schemes based on CSgp

The third-order scheme based on the CSgp (13) for solving the PFC equation is the
following,

11 n+l 3 u'~ 1 1,.,n-2
=u — 3u" +3 — zU
6 . 3 — A,LLH—H, (39)
W= A <Mn+l)3 e (3un A un—2>
+24 (3u" = 3 2, (40)

wheren = 2,3, ---, N, — 1. We refer to the scheme (39)—(40) as BDF3-CSgp. Then,
we have the following theorems.

Theorem 7 (Mass conservation of BDF3-CSgp) The BDF3-C Sgp scheme (39)—(40)
is mass conserving, that is, fQ utldx = fQ u"dx forn =0,1,--- , N, — 1 under
the assumption [qu*dx = [qu'dx = [, u®dx.
Theorem 8 (Unique solvability of BDF3-CSgp) The BDF3-C Spp scheme (39)—(40)
is uniquely solvable for any time step size T > 0.

Theorem 9 (Energy stability of BDF3-CSpp) Assuming that the time step size
T sansﬁes the condition Tt < Spp(e), then we have E”'H < ERpy forn =

2,3,- — 1, that is, the BDF3-C Sgp scheme (39)— (40) is energy stable, where
Spp(e) = % and EgD is the modified energy defined as

E%D =Egp (un’ un71 , M'172>

5 u” n71H2 1 ‘ n —1 -2 2
Tl i PR = L A
n_ ~»,n—l n—2 2
+ |V (u 2u +u . 41

Once again, we either skip the proofs or provide them in the Appendix.
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3.4 Discussion of time step sizes of the three different BDF3 schemes

From Theorems 1, 2, 4, 5, 7, and 8, we know that the BDF3-CSgg, BDF3-CSpEg, and
BDF3-CSgp schemes are all mass conserving and uniquely solvable for any time step
size T > 0. However, according to Theorems 3, 6, and 9, there are different conditions

for the energy stability of the schemes.
From Theorem 3, we can easily obtain that

d d .
aSBF(E) = —fBF (Ar.€)

A, ‘ & A,
fBF( S)Axgp + fBF( €) v

= — JBF )\., ‘
an ( 8) A
<0,

X
_}‘BF

that is, Spr(¢) is a monotonically decreasing function with respect to €. Similarly, it
is easy to show that the Spr(¢) and the Spp(e) are both monotonically decreasing
functions. In addition, the value ranges of the three functions are listed below,

0.6334 ~ Sgr(1) < Sgr(e) < lirrb Spr(e) = 400
£—>

0.1758 ~ Spr(1) < Spr(e) < Spr(0) ~ 0.2423,
0.1365 ~ Sgp(1) < Sgp(e) < Spp(0) ~ 0.2423.

In Fig. 1, we plotted the upper bounds of time step size T for Spr(¢), Spr(e), and
Spp(¢) methods against €. From Fig. 1, we observe that the scheme BDF3-CSgf has
a larger range of time step size that guarantees the energy stability than that for the
BDF3-CSpr and BDF3-CSpp schemes, especially for the small parameter ¢.

0.26

o
Y
R

o
o
N

o
S

Upper bound of 7
©
»

Upper bound of 7

o
>

014

107 . L L : : 0.12 :
10 10° 10 10° 102 107 10° 0 0.2 0.4 06 08 1
€ €

Fig. 1 Plots of the upper bounds of time step size t for Sgr (¢) (Left), Sp r(¢) (Right), and Sg p (¢) (Right)
schemes against the &
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4 Spatial discretization and some implementation details

We employ the Fourier pseudo-spectral method for the spatial discretization to solve
the PFC equation with periodic boundary conditions. For simplicity, we present the
discussion for two-dimensional problems in this section. We have implemented the
new methods for three-dimensional problems and some examples will be presented
in the next section. The 3D implementation is similar to that in 2D except for an
additional index.

For a 2D problem, we divide the spatial domain 2 = [a,a + Ly] x [b, b + L]
uniformly with the mesh size h, = Ly/Ny, hy = Ly/Ny to generate the following
grid,

Q= {(x,-,yj) ’x,- =a-+ihy, yj = b+jhy,

0<i<N,—1,0<j<N,—1},

where N, > 1 and Ny, > 1 are even integers. Define a space of grid functions
Vi = {u = {ui j} , grid value at (x;, y;) € Qh} and the Fourier approximation space

Sy = Span{ei(&ﬁmy) |k =—Ny/2,—=Ny/2+1,--+ ,Ny/2 — 1,
I =—Ny/2,—Ny/2+1,---  N,J2 — 1},
where i = +/—1, § = 2mk/Ly, and n; = 2ml/L,. We use the following approxima-
tion

Ny/2—1 Ny/2-1

u(x.y) HupGey) =Y Y @MY Ve, y) € LA(Q),  (42)
k=—Ny/21=—Ny/2

where 11y, is the pseudo-spectral coefficients computed with

Ny—1Ny—1
u(xi, yj) e G, (43)

i=0 j=0

k=—Ny/2,—Ny/2+1,--- ,Ny/2—1,andl = —Ny/2, =Ny /2+1,--- ,Ny/2—1.

Let Fy and f,;l be the discrete Fourier transform and discrete inverse Fourier
transform, respectively. For any grid function uy € Qp, we have ity = Fy (uy) and
uy = F ]Ql(ﬁ ~), which can be computed from (42) and (43). The discrete Laplace
operator Ay in terms of the Fourier transform can be expressed as

Ay = Fyl (=N Fw,

where A = (Ay) and Ay = &2 + n?.
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Since the problem is nonlinear and the discretization is implicit, a nonlinear iterative
solver for the semi-discrete scheme is needed. We employ a popular approach below,
see for example, [14, 23, 28, 32, 36],

(Mn+l)3 ~ (un,m+l)3
— (Mn,m)3 + 3(un,m)2(un,m+l _ un,m)
— 3(un,m)2un,m+1 _ 2(”””’”)3
form =0, 1, - - -. Thus, we have the following iterative procedure,

U nm+l _2,n 4 3, n—1_ 1 n-2
o U 3u + su U

T
— A(I + A)Zun‘erl +A (3 (Mn,m)2 Mn,m+l ) (un,m)3)

—eA <3u” — 3y u"_z) ,

which is the following after some simple manipulations,

11 n,m n,m
(FI—rA((I+A)2+3(u * )2)>u’ i

3

:314"—514”_1-{- 3

w2 = 2e A (@) —era (3 = 3un 4t 2) @4

1
3
with an initial estimate ™° = u”. Combining the Fourier pseudo-spectral method with
the linear iterative scheme (44), we obtain the fully discrete BDF3-CSgf scheme, that

is, assuming that u’}v_z, u'l’v_l, and u’}, are already computed with n > 2, then we

update u’jVH as follows,

11
<€I —TAN ((I +AN)?+3 (u’]lvm)z)) u’;\}mH
3 1
=3u} — Eu’;\,_l + gu'l’\,_z —2tAy (") —eTAy (3“7\/ —3u 4 u’l’\,_z)
(45)

0

form =0, 1, - - -, with an initial estimate u';\, = ”7\/’ where [ is the identity matrix.

n,m+1 n,m
. . L. . Uy —uy
After the iteration convergence criterion is met, that is, H”un—m“ < tol, where tol

N
. . 1 .
is a given tolerance, we set u'lﬁfrl = u';\;m+ and move to the next time level. At each

time step, we use the generalized minimal residual (GMRES) algorithm to solver the
linear system (45) with the following preconditioner PpF,

11 —
Ppr = Fl —TAy ((1 + AN +3 (u',ﬁ,"")2 1> ,
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where (-) denotes the average value of (-).

Remark 1 For the BDF3-CSpr and BDF3-CSgp methods, the preconditioners Ppfp
and Pgp are the following,

11 3
Ppr =1 —TAy ((1 —e+3 (:4;”")2) I+ Aﬁ\,) :

11
Ppp = =1 —TAy ((1 +3 (u’}v””)z) I+ A%,) :

Remark 2 Note that the BDF3-CSpg method is a three-step scheme and needs u zlv and
u%, to get started. In our approach in order to have third-order temporal accuracy,
we utilize the two-step implicit Runge—Kutta (IMRK) method, which is fourth-order
accurate, to compute u }\, and u%\,

Remark 3 Combining the Fourier pseudo-spectral method with the semi-discrete
schemes (21)—(22), (36)—(37), and (39)—(40), we can derive the corresponding non-
linear fully discrete BDF3 schemes, for which the optimal rate convergence can be
theoretically justified by a careful convergence analysis with the similar proof tech-
niques as in [33, 37-43]. We provide a more specific description below. First of all,
we denote R as,

R :=H*O0,T;:C% N HO,T; H"?) N L>®(0, T; H™).

Define Uy (-, t) := Pnue(:, t), the (spatially-continuous) Fourier projection of the
exact solution u,(-, t) onto BX, the space of trigonometric polynomials of degree at
most K. Denote U" as the point projection values of Un (-, t,) at discrete grid points,
ie., Ul-”J = Un(xi, yj, tn) (the 3D case is similar to that in 2D except for an additional
index). Let " = U" —u" be the error function, where u" is computed by the nonlinear
fully discrete BDF3-C SpF scheme. Giveninitial data Uy (-, ty), Un (-, 1), Un (-, 12) €
C ;’,1:,‘6(52), assume that the unique solution for the PFC (2)—(5) is of regularity class
‘R. Then, provided T and h = h, = hy are sufficiently small, for n € N, such that
nt < T, we have the following estimate for the nonlinear fully discrete BDF3-C SpF

scheme,

e, +

n
) |we|; < e+,
=0

where C > 0 is independent of T and h. In addition, for the nonlinear fully discrete
BDF3-CSpr and BDF3-CSpp schemes, similarly, we can also obtain the optimal
rate convergence, O(t> +h™), in the LY, T; L,ZV) N L?\,(O, T; H,{,) norm. Note that
the norm L;’VO, L%\,, and HI{, here are the same as in [33].
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5 Numerical simulations

In this section, we present several numerical examples of the PFC equation with
periodic boundary conditions to verify the accuracy and efficiency of the proposed
schemes. In the following numerical simulations, the tolerance rol of the nonlinear
iterative solver and of the iterative method for the linear system are both set to be
tol = 10712,

5.1 Temporal accuracy test

We perform two numerical simulations to test the convergence rates of the three
proposed schemes, the BDF3-CSgg, BDF3-CSpf, and BDF3-CSgp schemes. These
examples are chosen from similar examples in [20, 23-26].

Example 1 We take ¢ = 0.025 and choose the suitable forcing term to satisfy the
following exact solution

u(x,y,t) =sin(wrx/32) cos(wy/32) cost.

The computational domain is set to be 2 = [0, 128]2 and the initial condition is
up(x,y) =u(x,y,0). We use 2562 Fourier modes so that the errors from the spatial
discretization are negligible compared with that from the time discretization errors.

In Tables 1 and 2, we list the L>° and L2 errors between the numerical solutions
and exact solutions at final time 7' = 20 with different time step sizes 7.

From Tables 1 and 2, we clearly see that the BDF3-CSgr, BDF3-CSpp, and BDF3-
CSgp schemes are all third-order accurate in time.

In this example, we know the exact solution. In the following examples, the exact
solutions are not known. We compare the solutions at coarse meshes again that from
the finest mesh.

Table 1 The L® errors and temporal convergence rates of Example 1

T BDF3-CSgp BDF3-CSpr BDF3-CSpp

Error Order Error Order Error Order
1.0000 1.0997E—-01 - 1.0995E—01 - 1.0986E—01 -
0.5000 1.0517E-02 3.3864 1.0533E-02 3.3839 1.0565E—02 3.3783

0.1000 2.0379E—-04 2.4503 2.0381E—04 2.4512 2.0386E—04 2.4529
0.0500 2.6840E—05 2.9246 2.6841E—05 2.9247 2.6842E—05 2.9250
0.0100 2.2276E—-07 2.9772 2.2275E-07 2.9772 2.2274E-07 2.9773
0.0050 2.7965E—08 2.9938 2.7964E—08 2.9938 2.7962E—08 2.9938
0.0010 2.2480E—-10 2.9970 2.2471E—-10 2.9972 2.2470E—10 2.9972
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Table2 The L? errors and temporal convergence rates of Example 1

T BDF3-CSgFp BDF3-CSpg BDF3-CSgp
Error Order Error Order Error Order

1.0000 1.0053E+01 - 1.0049E+01 - 1.0042E+01 -
0.5000 4.4119E—01 4.5100 4.4218E—01 4.5062 4.4373E—01 4.5002
0.1000 1.2584E—02 2.2101 1.2584E—02 22115 1.2584E—02 2.2137
0.0500 1.6956E—03 2.8917 1.6954E—03 2.8919 1.6952E—03 2.8921
0.0100 1.4308E—05 2.9669 1.4306E—05 2.9669 1.4302E—-05 2.9670
0.0050 1.7998E—06 2.9909 1.7995E—-06 2.9909 1.7989E—-06 2.9910
0.0010 1.4490E—08 2.9961 1.4482E—-08 2.9963 1.4478E—08 2.9963

Example 2 In this example, once again, we set ¢ = 0.025 and Q2 = [0, 128]2. The
initial condition is given as

uop(x,y) = sin(mwx/32) cos(mry/32).

In order to compute the errors, we take the approximate solution calculated by employ-
ing BDF3-CSgr (or BDF3-CSpr, BDF3-CSgp) scheme with the time step r = 0.001
as the benchmark solution. Besides, we use 2562 Fourier modes for the spatial dis-
cretization.

Figure 2 shows the L? errors at T = 20 for the phase field variable u with different
time step size of t = 1, 0.5, 0.1, 0.05, 0.01, 0.005, and the L? errors at T = 100
for the phase field variable u with different time step size of r = 20, 10, 5, 2, 1, 0.1,
0.01. From Fig. 2, we observe that all the three new developed schemes are third-order
accurate in time. In addition, we observe that the L2 errors at T = 100 obtained by
using the BDF3-CSpr scheme is smaller than that obtained by using the other two
schemes, especially for the larger time step size.

In Fig. 3, we plot the time evolution of the original energy and the modified energy
for the PFC equation using the BDF3-CSgr scheme with different temporal resolu-

) k ol o) s
2 [ |—©—BDF3-CSpr p ‘ 10" £ | —©— BDF3-CSyp o D
BDF3-CSpr y L BDF3-CSpr /
— 4= BDF3-CSpp 10 — 4= BDF3-CSpp /

102 F

107 F
1074 F

10°

L? error
L? error

100 F
107 ¢
10®

104

-9
10 2 10710

. . 1o
102 107 10° 102 107 10° 10’
Time step 7 Time step 7

10710

Fig. 2 The L2 errors at T = 20 (Left), 100 (Right) for the phase field variable u with different temporal
resolutions of Example 2
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Fig. 3 Time evolution of the original energy E and modified energy E using BDF3-CSgp with different
time step of Example 2

tions. It is observed that the modified energy curve is very close to the original energy
curve with a small time step size of t = 0.1, 0.01, 0.001. The energy curves corre-
sponding to the BDF3-CSpr and the BDF3-CSpp schemes are similar to that from
the BDF3-CSgF and thus are not shown here.

In Figs.4, 5, and 6, we plot the time evolution of modified energy functional, and
the variations of mass at different times compared to the initial mass. It is observed
that the modified energy obtained by using all three schemes is non-increasing at all
times, and it means that the numerical result is energy stable. For all the three schemes,
the modified energy curves under the time step size of r = 0.1, 0.01, 0.001 are very
close. However, the modified energy curves obtained by using a large time step as
T =5, 10, 20, is considerably away from the modified energy curves corresponding
to the benchmark solution. Besides, we can observe that with different time steps,
the variations of mass obtained by using the three schemes are all very small, which
indicates that our schemes are mass conserving.

2501 T T T T T T T T T

——-2
—p—r=10
=5 %
2000 78 T2 2
—a—r=1 S
370 =01 #
a5 —A—r= oot s
= 4 =7 =000
1500 360 1=
- 355 337.9 %
5 R
g 350 3378 <
5] 345) 387.7 =
1000 340 3376 1 ]
395 40/ 405 337.5. N ;
33741 N N g_)l}
337.3 4 =z -
500 o3 |
3372 N o
3999 40 40.01 -
0 . . . . . . ! 3
0 10 20 30 40 50 60 70 80 90 100
Time Time

Fig.4 Time evolution of the modified energy (Left) and the variations of mass at different times compared
to the initial mass (Right) of Example 2, calculated by the BDF3-CSgfg scheme
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Fig.5 Time evolution of the modified energy (Left) and the variations of mass at different times compared
to the initial mass (Right) of Example 2, calculated by the BDF3-CSpp scheme

5.2 Comparisons of a new scheme with the convex splitting Runge-Kutta method

In this subsection, we present a numerical example of the PFC equation to show
the efficiency of the proposed schemes, compared with the third-order convex split-
ting Runge—Kutta method (CSRK) proposed in [32]. It is worth noting that there are
three third-order CSRK schemes presented in [32], which are six stages of diagonal
implicit Runge—Kutta methods with different coefficient matrices and have similar
computational efficiency. Therefore, in the following numerical example, we only use
the BDF3-CSgp scheme proposed in this paper and one of CSRK methods which is
denoted as CSRK-R3(1/2) from [32] to solve PFC equation for the comparison of
efficiency. The example below is chosen from a similar example in [32]. All numerical
tests are run on a PC equipped with an intel i7 CPU (Intel Core i17-11800 H Processor),
compiled with MATLAB.

250 T
——7-2
—p—r=10
=5 %
Tl £
2000 378 e 3
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Fig.6 Time evolution of the modified energy (Left) and the variations of mass at different times compared
to the initial mass (Right) of Example 2, calculated by the BDF3-CSgp scheme
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Example 3 In this example, we set ¢ = 0.2 and 2 = [0, 32]2. The initial condition is
given by

6 6

uo(x, ) = 0.03 +0.005 5" 3" Re [almeil“/ 16] ‘Re [b,meim”y/ 16] :
=0 m=0

where a;,;, and by, are random complex numbers with |a;,| < 1 and |by,| < 1.
We use the computed solution from the BDF3-CSgr scheme with a small time step
size T = 0.001 as the benchmark solution. We use 64> Fourier modes for the spatial
discretization.

In Table 3, we list the L2 errors at the final time 7 = 128 with different time
step sizes of T = 2, 1,0.5,0.25,0.125, 0.0625. In addition, the number of nonlinear
iterations averaged over the simulation time 0 < nt < 7T and the CPU time in seconds
are shown in Table 3. After simple calculations based on the data of Table 3, we know
that the error using BDF3-CSgp scheme is almost twice that of the CSRK-R3(1/2)
method and both the two schemes have third-order accuracy. However, the running
time and number of nonlinear iterations for BDF3-CSgfr scheme is just about one-
sixth that of CSRK-R3(1/2) method. Therefore, from Table 3, we clearly see that the
BDF3-CSgp is more efficient than CSRK-R3(1/2).

5.3 Crystal growth in a supercooled liquid

In this subsection, we give two simulations of the crystal growth in a supercooled
liquid in the case of two and three-dimensional space, using the BDF3-CSgF scheme.
These examples are chosen from similar examples in [11, 15, 19, 24, 26, 27].

Example 4 In this example, we set the computational domain as [0, 800]2 and define
the 2D crystallites initially as

uo(x;, y1) =u+0C (cos (QYI/\/g) cos (gx;) — 0.5cos (2qy1/x/§)) ,1=1,2,3,

where x; and y; define a local system of cartesian coordinates that is oriented with
the crystallite lattice. In order to obtain crystallites with different orientations, we

Table 3 Comparision of BDF3-CSgf scheme and CSRK-R3(1/2) method of Example 3

T BDF3-CSgp CSRK-R3(1/2)

Error Order Iterations Time Error Order Iterations Time
2.0000 1.69E—01 - 4.13 1.19 1.19E-01 - 28.00 6.65
1.0000 3.55E—-02 2.25 3.92 1.87 1.86E—02 2.68 22.79 10.92
0.5000 5.65E—03 2.65 3.63 3.10 2.54E—-03 2.87 20.28 16.63
0.2500 7.93E—04 2.83 3.16 4.72 3.29E—-04 2.95 18.63 27.99
0.1250 1.05E—04 2.92 3.00 8.22 4.17E—05 2.98 18.00 50.29
0.0625 1.35E-05 2.96 3.00 16.24 5.24E—06 2.99 18.00 96.47
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Fig.7 Evolution of the crystal growth in a supercooled liquid of Example 4

first use the affine transformation of the global coordinates (x, y) to define the local
coordinates (x;, y;) with a rotation given by an angle 6, that is,

x1(x,y) = xsin(0) + ycos(8),
yi(x, y) = —x cos(0) + y sin(9).

The constant parameters above are take as u = 0.285, C = 0.446, and ¢ = 0.66
and the rotation angles 6 are chosen as 8 = —m /4, 0, /4. We then set three perfect
crystallites in three small square patches of the computational domain. The centers of
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Fig.8 Time evolution of the original and modified energy for the crystal growth in a supercooled liquid of
Example 4

the three square are located at (200, 200), (350, 400), and (600, 300). And the length
of each patch is 40.

We use 5122 Fourier modes for the discretization of two-dimensional space and
choose the relatively small step in time, i.e., T = 0.1. Besides, we set the parameter
& = 0.25 and final time 7" = 2000.

In Fig.7, we present the snapshots of the numerical solution at ¢+ = 0, 100, 200,
300, 400, 500, 600, 700, 800, 900, 1000, 2000. We can observe that the growth of
the crystalline phase and the evolution of crystal-liquid interfaces. In addition, it can
be clearly observed that the different alignment of the crystallites causes defects and
dislocations.

Moreover, the evolution of the original and modified energy are shown in Fig. 8. It
is clearly displayed that the energy monotonically decays all the time. In other word,
the result of the numerical simulation in this example is energy stable.

Example 5 We present the simulation for the growth and interaction of two crystallites

inside the computational domain [0, 100]3. The 3D initial crystallites are initially
defined as

uo (x7, y1, 1) =u + C (cos (ax;) cos (by;) + cos (ax;) cos (cz;)
+ cos (byy) cos (cz7) — 0.5 cos (byy)) ,
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t = 2000

Fig.9 The snapshots of the numerical approximation at = 0, 100, 200, 1000, 2000, 4000 of Example 5

where x;, y;, and z; define a local system of Cartesian coordinates which is oriented

with the crystallite lattice. The local Cartesian system (x;, y;, z;) is defined as

,2) =X,

)Cl(.x, y
yi(x

y,z) =ycosf — zsinb,

s

z1(x,y,z) = ysin@ + zcosf.
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Fig. 10 The isosurface of u = 0 at ¢+ = 100 (Left), 4000 (Right) of Example 5

The centers of the two small cube blocks are located at (25, 50, 50) and (75, 50, 50),
and the length of each cube is 20. The parameters above are take as u = (.285,
C = 0.15,a = 0.66, b = 0.38, ¢ = 0.46, and the rotation angle 6 are chosen as
0 = /6, —m /6. The other parameters are ¢ = 0.25 and T = 4000. We use 1283
Fourier modes to discretize the three-dimensional space and choose the relatively
small time step i.e. T = 0.1.
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Fig. 11 Time evolution of the original and modified energy for the crystal growth in a supercooled liquid
of Example 5

@ Springer



Numerical Algorithms

t =500

R A

i

35229

Voo

”‘..'l‘n.

;o"“}')ﬂ?’-}‘ .
i
N '9‘. s:
'/.' Cofpesse s
..'{2). '..z \"n %
-.’3-.\-‘9

Miss

ivian

t =100

.
SOAN

n

t =800

-0.1

-0.2

-

t =300

wew ~=m sy e
’.0’{“}".'0'..‘2 ".l 02
.’.‘/"'.’ “:;.; :‘ 0.1
hr ?'..":'.‘./‘{f o
.‘ s /("“'b'.t‘..‘:o,‘

| '.: .:3“"-'0. o:o e B
W et I

t = 2000

o o
=4 o

Fig. 12 The evolution of the phase transition behavior in two-dimensional space with i = 0.01 of Example
6. Snapshots of the numerical approximation of density field « are taken at ¢ = 0, 100, 300, 500, 800, 2000

In Fig. 9, we show the snapshots of the numerical solution at ¢+ = 0, 100, 200, 1000,
2000, 4000. In Fig. 10, we display the isosurface of the numerical solution at t = 100,
4000. From Figs.9 and 10, we can observe that the growth of the crystalline phase
and the evolution of crystal-liquid interfaces are effected by different alignments of

crystallites.
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Fig. 13 The evolution of the phase transition behavior in 2D with # = 0.08 of Example 6. The snapshots
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Fig. 14 The evolution of the original and modify energy for phase transition behavior in two-dimensional
space with # = 0.01 (Left) and u = 0.08 (Right) of Example 6

Besides, the evolution of the original and modified energy are displayed in Fig. 11. It
is clearly shown that both the original energy and modified energy are non-increasing.
That is, the numerical result here is energy stable.

5.4 Phase transition behaviors

In this subsection, we present the simulations of the phase transition behavior in two
and three dimensions with two examples. The BDF3-CSgf scheme is used to simulate
the evolution here. These examples are chosen from similar examples in [15, 20, 23,
24, 26-28].

Example 6 With the computational domain of [0, 64]% and the random initial data
ujj = it + njj, where n;; is uniformly distributed random number satisfying |n;;| <
0.01 at the grid points, we use 128> Fourier modes to discretize the two-dimensional
space and choose the time step size as T = 0.1 for better accuracy. The other parameter
is ¢ = 0.025.

In Figs. 12 and 13, we present the evolution of the phase transition behavior with
u = 0.01 and & = 0.08, respectively. We obtain the patterns of stripes in Fig. 12 and
attain the patterns of triangles in Fig. 13.

In Fig. 14, we show the evolution of the original and modified energy for phase

transition with u = 0.01 and u# = 0.8. It can be clearly observed that both the original
energy and modified energy are decreasing at all times, which also provides numerical
evidence for the energy stability of the proposed schemes.
Example 7 For the three-dimensional case, with the computational domain of [0, 64]3
and the random initial data u;jx = u + n;jx, where u = 0.08 and ;¢ is uniformly
distributed random number satisfying |ni jk| < 0.01 at the grid points, we use 1283
Fourier modes for the discretization of the three-dimensional space. The time step is
7 = 0.1 and the other parameter is ¢ = 0.025.

@ Springer



Numerical Algorithms

0.0808
0.0806
0.0804
0.0802
0.08

0.0798
0.0796
0.0794

0.0792

Fig. 15 The evolution of the 3D phase transition behavior of Example 7. The snapshots of the numerical
approximation of density field u are taken at r = 0, 100, 500, 1000, 2000, 4000

In Figs. 15 and 16, we present the evolution of the phase transition behavior at
different times. In Fig. 17, we show the evolution of the original and modify energy.
It can be observed that the two types of energy are decreasing at all times, which
provides numerical evidence for the energy stability of the proposed schemes again.
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0 0

Fig. 16 The evolution of the 3D phase transition behavior of Example 7. Iso-surface of u = 0 are taken at
t = 2000 (Left), 4000 (Right)
6 Concluding remarks

In this paper, based on the three types of convex splitting of Swift-Hohenberg energy
functional and using the BDF3 formula for temporal discretization, we proposed three
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Fig. 17 The evolution of the original and modify energy for phase transition behavior in three dimensional
of Example 7
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third-order accurate (in time) numerical schemes to solve the PFC equation with
periodic boundary conditions. Furthermore, we rigorously proved that the proposed
schemes are mass conserving and uniquely solvable with any time steps. We presented
rigorous proofs of the energy stability under the assumption of the time step satisfying
given conditions. We also analyzed the similarities and differences between the three
methods and found out that the BDF3-CSpr scheme has a more relaxed time step
size constraint. Furthermore, combined with the Fourier pseudo-spectral method in
the spatial discretization, the fully discrete schemes and their implementation based
on nonlinear iterative methods were presented. Various two and three-dimensional
numerical experiments were performed to validate the accuracy, energy stability, mass
conservation, and efficiency of the schemes proposed in this paper. The numerical
simulations indicated that the BDF3-CSgg, BDF3-CSpg, and BDF3-CSgp schemes
are all third-order accurate in time, and the BDF3-CSBF scheme often has better
accuracy compared to the other two. Simulations of long-term behaviors of the PFC
equation against the problems with the exact solution and the benchmark problems in
the literature showed that all three new developed methods are reasonable choices for
solving the PFC equation among which the BDF3-CSgp scheme is more favorable to
the other two schemes.

Appendix A. Proofs of theorems in Subsection 3.2

We skip the proofs of Theorems 4, 5, 7, and 8 since it is very similar to Theorems 1
and 2. In what follows, we give the proofs of Theorems 6 and 9.

A.1 Proof of Theorem 6
Proof Combining the (36) and (37), we obtain
%un+1 —3u" 4+ %unfl _ %un72

T

—A (u”+1)3 _2A? (3u" 3y u”_z) —0. (A

— (1 =) Au"T! — A3y !

Taking the inner product of (A.1) with (—A)~! (u”+1 — u"), we have

11 n+1 n 3. n—1 1,,n-2
=u —3u" 4+ s5u —3U
0= ( 6 2 3 (=AY (un+l . un))
T

+ (_(1 —e)Au"t! (—A)7! (”nH - un))

i (_A3un+l’ (—A)-! <un+1 _ un))
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+ (—A (un+l)3 (=A)! (un+l _ un))

+ (—2A2 (3u" e uH) (—A)! (u"'H - u")) . (A2)

From the second term of (A.2), we further derive

(— = e)au! =)~ ('t —u"))

— (1 _ 8) (un+l’ un+] _ ul‘l)

_1—8 ‘
2

From the third term of (A.2), we know that

un-i—l —u"

u 1 H2 _ ””nH2 + ‘

2
) . (A.3)

(_A?:un—i-l’ (—=A)~! (un+1 _ un))
— (Aun+1, A (un+1 _ Mn))

| At H2 = % |au|* + % |a (= um) ‘2. (A4)

_ 1 ‘
2
Next, from the fifth term of (A.2), similar to (32), we continue to derive

(—2A2 (3un o un—Z) (—A)"! (un+1 _ un))

=-2 (V (3u" 3"+ u”*z) ,V (u”“ — u”))

( — Hz v “2> n (HV (un+1 _ u,,) ‘2 B Hv (un - un1>H2>
(5 e =2 ) 5 ez )

‘ 2

2_

(A5)

-2 ‘V (u"‘“ —u”)

In addition, the first term of (A.2) is the same as (29), and the fourth term of (A.2)
is the same as (31).
In summary, combining (29), (31), (38), (A.2)—(A.5), we obtain

2
un—i—l —u"

2 I—e¢
un—i—] —u" ‘

—1+ 2

2w (et -ur)

- ~ 5
En+1 _ " -~ ‘
DF pr Tt 67

w3 la (e =)

‘ 2

<O0. (A.6)
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According to Lemma 1, we have

5
61

n+1 n

n+1 n u —u

u —Uu

—1+ 2

2 1—6“

eslater =)l

>1|./2 %H—e—x Hv(u"“—u”)f, (A7)

where A € R such that A > 0, and 2 130—3 + 1 —¢& > 0. Substitute (A.7) into (A.6),
we obtain

. - 104 2
Epi = Epr+ |25 +1-e—2-2 v (wrt =) <0,
T

Obviously, we have E "D? < E "D - if the following inequality holds,

10A
2 —+1—e—=2—-12>0,
3t

which is equivalent to
40
T <

T34 an+34e)

‘We difine a function A, &)= — 404 Forany given value of ¢ satisfy-
for (. ) 3(2+43te) vE Y
ing0 < ¢ < 1,if t <max, fpr (A, &), then we can derive EZ}I < E%F. We can see

thatmax,, fpr (A, &) = fpr (A p, €) forafixed value of &, where A%, . = —@_2,

45(V13+436-2)
Note that Mg g)=——"" 2o =§ .
ote that fpr (Apr- ¢) 2(3e+5+2/13+3¢)” pr(e)
n

Thus, if the time step t satisfying T < Spr(¢e), we conclude that E "D';1 < E DF>
which completes the proof of the theorem.

A.2 Proof of Theorem 9

Proof Combining the (39) and (40), we obtain

11 n+l _ 2,1 3,n—1 _ 1,n-2
o U 3u" + su U
T

teA (3u” 3l g u”_z) — A2 (3u" 3ty u"—Z) —0. (AS8)

— AU A3 A (un+1>3
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Taking the inner product of (A.8) with (—A) ™! (u"*! — u"), we have

11, n+1 3. n—1 1,.n-2
0— (gun —3u + Qu” - §u” ’ (_A)q <Mn+1 _ u"))

T

T (_Aun+l7 (—A)~! (un+1 _ un)) + (_A3un+17 (—A)~! (un+1 _ un))

N (_A (un+1)3 Ay (w0 u))

+
+ (—2A2 (3u" 3l 4 u”*z) (—A)~! (u"“ - u")) . (A.9)
From the seccond term of (A.9), similar to (A.3), we know that

2
un+1 —u"

(_AM)’H—I7 (_A)_l (ui’l-l—l _ un)) — % ’ ul’l+1 ”2 _ l Hun ||2 + % ’

2

(A.10)

In addition, the first, third, fourth, fifth and sixth term of (A.9) is the same as (29),
(A.4), (31), (32), and (A.5), respectively.
Thus, combining (29), (31), (32), (A.4), (A.5), (41), and (A.10), we obtain

un+1 —u" un+1 n

~ ~ 5
En+] _Er o4 = ‘ —u
BD BD 61

2 n 1—28‘
-1 2

2

-2 fv (e )

#3fa (e -ur)

2
’ <0.  (A1D)

According to Lemma 1, we have

5 2 1—2¢ 2 1
— Z 1A n+l _ n
61 —1+ 2 +2H (u “ )

[10A
> it _ _ n+l _ n
> 2 37 +1—-28—A HV (u u )

where 1 € R such that A > 0, and 2 130_3 4+ 1 —2¢ > 0. Substitute (A.12) into
(A.11), we attain

) _ 107
By = Epp+ (2 5m+1-26 -2 v (wrt =)
T

un+l —u" un—H —u"

’ 2

2
, (A.12)

2
‘go.
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Obviously, we have E "H ' p» if the following inequality holds,

-1 =0,

which is equivalent to

40
T < 5
3(A2+ 4143+ 2e)
. . _ 402 ; is-
We difine a function fpp (A, €) = EETER For any given value of ¢ satis
fying 0 < ¢ < 1, if r < max; fgp (A, €), then we can get E < E%py. We can see

thatmax;, fgp (A, &) = fgp (A}, €) forafixed value of ¢, where )ﬁgD m 2.

45(v/13+66-2)
Note that Agp. &) = —————5 =S .
ote that fzp (4. ¢) 2(66+5+24/T3+6¢)” 5D(€)

Thus, if the time step t satisfying t < Spp(¢e), we conclude that E"Jrl <
which completes the proof of the theorem.
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